


Advances in Soft Computing 45
Editor-in-Chief: J. Kacprzyk



Advances in Soft Computing

Editor-in-Chief

Prof. Janusz Kacprzyk
Systems Research Institute
Polish Academy of Sciences
ul. Newelska 6
01-447 Warsaw
Poland
E-mail: kacprzyk@ibspan.waw.pl

Further volumes of this series can be found on our homepage: springer.com

Barbara Dunin-Keplicz, Andrzej
Jankowski, Andrzej Skowron,
Marcin Szczuka (Eds.)
Monitoring, Security, and Rescue
Techniques in Multiagent Systems, 2005
ISBN 978-3-540-23245-2

Frank Hoffmann, Mario Köppen,
Frank Klawonn, Rajkumar Roy (Eds.)
Soft Computing Methodologies and
Applications, 2005
ISBN 978-3-540-25726-4

Mieczyslaw A. Klopotek, Slawomir T.
Wierzchon, Kryzysztof Trojanowski
(Eds.)
Intelligent Information Processing and
Web Mining, 2005
ISBN 978-3-540-25056-2

Abraham Ajith, Bernard de Bacts,
Mario Köppen, Bertram Nickolay (Eds.)
Applied Soft Computing Technologies: The
Challenge of Complexity, 2006
ISBN 978-3-540-31649-7

Mieczyslaw A. Klopotek, Slawomir T.
Wierzchon, Kryzysztof Trojanowski
(Eds.)
Intelligent Information Processing and
Web Mining, 2006
ISBN 978-3-540-33520-7

Ashutosh Tiwari, Joshua Knowles,
Erel Avineri, Keshav Dahal,
Rajkumar Roy (Eds.)
Applications and Soft Computing, 2006
ISBN 978-3-540-29123-7

Bernd Reusch, (Ed.)
Computational Intelligence, Theory and
Applications, 2006
ISBN 978-3-540-34780-4

Miguel López-Díaz, María ç. Gil,
Przemysław Grzegorzewski, Olgierd
Hryniewicz, Jonathan Lawry
Soft Methodology and Random Information
Systems, 2006
ISBN 978-3-540-34776-7

Ashraf Saad, Erel Avineri, Keshav Dahal,
Muhammad Sarfraz, Rajkumar Roy (Eds.)
Soft Computing in Industrial Applications, 2007
ISBN 978-3-540-70704-2

Bing-Yuan Cao (Ed.)
Fuzzy Information and Engineering, 2007
ISBN 978-3-540-71440-8

Patricia Melin, Oscar Castillo,
Eduardo Gómez Ramírez, Janusz Kacprzyk,
Witold Pedrycz (Eds.)
Analysis and Design of Intelligent Systems
Using Soft Computing Techniques, 2007
ISBN 978-3-540-72431-5

Oscar Castillo, Patricia Melin,
Oscar Montiel Ross, Roberto Sepúlveda Cruz,
Witold Pedrycz, Janusz Kacprzyk (Eds.)
Theoretical Advances and Applications of
Fuzzy Logic and Soft Computing, 2007
ISBN 978-3-540-72433-9

Katarzyna M. Węgrzyn-Wolska,
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Preface

From Recognition Through Understanding to Decision
Making

More than 60 years have passed since the time when first attempts to explain
the mechanisms of information processing in human (animals’) brain were made.
We associate them with the first physical model of neuron proposed by W.S. Mc
Culloch and W. Pitts (1947) which some years later (1957) was used by F.
Rosenblatt as a basis of the concept of artificial neural networks. However, in
the after years the expectations that the basic mental processes can be effec-
tively explained by their reduction to simple logical interactions between arti-
ficial neurons evidently failed. The relationships between neurophysiology and
computer science occurred more complicated. On one hand, a progress in neuro-
physiology and in psycho-neurology resulted in better understanding of natural
thinking mechanisms and indirectly stimulated efforts in creation of more ef-
fective computer-based information processing and decision making methods.
On the other hand, progress in design of computer-based information process-
ing, including experimental data processing methods and systems influenced the
bio- and medical sciences in cerebral processes investigation. This, in particular,
concerns modern anatomic and functional brain imaging methods based on the
CT, NMR, PET and/or SPECT modalities which in the last decades became
a powerful tool of achieving new experimental data in neurophysiology. Due to
them we can try to learn how the human brain works and to use this knowledge
to improve the artificial information processing methods and systems by simu-
lation of the natural processes. Recognition of observed objects (visual, speech,
textual etc. data, physical, bio- or geophysical phenomena, medical symptoms,
etc., generally called patterns) is an important element of a cognitive process
consisting, in general, of several stages shown in the following scheme (Fig. 1):

It consists in assigning to a given object (result of observation) the name
of a previously defined similarity class. Classification (definition of similarity
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Fig. 1. Main stages of a cognitive process

classes in a given observation space) of objects and their recognition are thus two
complementary tasks. Moreover, recognition in most cases is not a simple, one-
step operation. In image processing it may be preceded by a rough delimitation
of regions where objects of particular interest are expected to occur. Objects
recognition may also include, as its first step, a preliminary detection of objects’
features or evaluation of objects’ parameters. The last not only may be used
as a basis of final object recognition but also it may lead to the recognized
objects more detailed characterization. Therefore, recognition and evaluation of
observed objects can be considered as a complex of mutually related operations.

An observed object being recognized may evoke a next series of questions, e.g.:
what are (or might be) the relations between it and other objects in its envi-
ronment, what follows from the occurrence of the recognized object in the given
place and time, to what degree occurrence of this object is important for the
environment the observations have been acquired, etc. Giving reasonable replies
to this type of questions is possible as a result of understanding and assessment
of the recognized object. However, the terms reasonable and understanding have
no exact and commonly accepted interpretations. Roughly speaking, reasonable
means here based on commonly in pure sciences accepted data analysis, inference
and decision making methodology. This definition seems to be wide enough to
accept a large spectrum of logical and/or statistical methods. The meaning of
understanding is much more controversial. J. R. Searle has shown (1980) that
understanding needing interpretation of textual information can be, in fact, re-
alized in the form of a sequence of mechanical operations performed on simple
textual data.

On the contrary to it, R. Penrose has stated (1994) that conscience is a neces-
sary condition of understanding and, thus, computers are unable to understand
anything they do or are dealing with. However, it is not necessary to resolve this,
philosophical rather, contradiction in order to reach a practical goal: creation of
effective methods of reasonably answering certain types of questions concerning
the recognized objects. The problem is thus as follows: how to represent the
knowledge about a given area of interest in a form acceptable by computers in
order to make them able to reasonably reply the given class of questions. The
questions can be inspired by the interests of the users and may be aimed at
reaching some research, educational or practical goals.

The papers included into this book concern both, the pattern recognition prin-
ciples and their practical applications. However, this classification is to a certain
degree arbitrary, the concepts of novel methods very often being illustrated by
practical examples and some pattern recognition applications including orig-
inal modifications of the corresponding algorithms. In the, above-mentioned,
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first group of papers design and evaluation of effective pattern recognition
algorithms is a dominating problem. The methods based on Support Vector
Machines (SVM), mathematical statistics, formal grammars, fuzzy sets, decision
trees, etc. are presented. The problems and methods of input data acquisition,
selection, image enhancement and segmentation also have been presented in
a group of papers. Among the pattern recognition applications the problems
of computer-aided medical diagnosis are the most frequently presented. Early
cancer detection, analysis of ECG, EEG and AMG signals, stem cells and bio-
molecular structures analysis, 3D human organs modeling, etc. are in the center
of interest of authors of numerous papers. A large group of papers also concerns
speech and handwritten characters recognition and textual data analysis. The
list of other pattern recognition applications presented in the book is also large.
The road traffic analysis, assessment and prediction of situation of enterprises,
personal identification based on human face analysis, etc. as selected examples
can be mentioned. This short résumé of the book contents shows that pattern
recognition is a vital and very fruitful from the point of view of practical appli-
cations research area.

The perspectives of further development of pattern recognition are closely
connected with a progress in computer-aided observed data understanding and
assessment methods. Let us remark that on the lower levels of recognition the
elements of domain knowledge are provided in the form of adjusted parameters
of recognizing algorithms, of weights of inter-neuronal connections in artificial
neural networks or of the reference data sets in learning systems. In higher-
level recognition systems using more advanced domain knowledge representation
methods are necessary. Among them various forms of statistical or functional
models, domain ontologies, formal grammars, etc. can be mentioned. Each of the
above-mentioned forms leads, respectively, to a specific approach to advanced
recognition and interpretation of observed objects. It seems that a fusion of
knowledge representation methods, data mining and logical inference based on
incomplete or uncertain data methods will chart the main pattern recognition
directions of development in the future.

Juliusz L. Kulikowski
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Content Based Image Retrieval

Paweł Forczmański and Dariusz Frejlichowski
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Summary. The aim of this paper is to discuss a fusion of the two most popular image
features - color and shape - in the aspect of content-based image retrieval. It is clear
that these representations have their own advantages and drawbacks. Our suggestion
is to combine them to achieve better results in various areas, e.g. pattern recognition,
object representation, image retrieval, by using optimal variants of particular descrip-
tors (both, color and shape) and utilize them in the same time. To achieve such goal we
propose two general strategies (sequential and parallel) for joining elementary queries.
They are used to construct a system, where each image is being decomposed into re-
gions, basing on shapes with some characteristic properties - color and its distribution.
In the paper we provide an analysis of this proposition as well as the initial results of
application in Content Based Image Retrieval problem. The original contribution of
the presented work is related to the fusion of several shape and color descriptors and
joining them into parallel or sequential structures giving considerable improvements
in content-based image retrieval. The novelty is based on the fact that many existing
methods (even complex ones) work in the same domain (shape or color), while the
proposed approach joins features from different areas.

1 Introduction

Content-Based Image Retrieval (CBIR) has been a very attractive topic for many
years in the scientific society. Although there are many academic solutions known
(for example IBM’s QBIC and MIT’s Photobook), there are almost no commer-
cial or industrial applications present. It is mostly caused by not trivial problems,
developers of such systems should solve. The most important are the way the im-
ages are represented in the database and the way they are being compared. The
automatic recognition of objects, which are placed in the image plane, can utilize
various features. The most popular and widely used are: shape, texture, color,
luminance, context of the information (background, geographical, meteorological
etc.) and behavior (mostly movement). It is possible to use more than one feature
at the same time, but such an approach is rather rare. Usually, each recognition
method is limited to only one feature. On the other hand, the literature survey
shows that combining images coming from different sources (instead of different
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features of the same image) is gaining the popularity among researchers [5]. The
image fusion has been widely accepted in diverse fields like medical imaging,
aircraft navigation guidance, robotic vision, agricultural and satellite imaging.
Image fusion is a necessary stage for these applications to achieve better un-
derstanding of the observed phenomena as well as improving decision making.
The approach is motivated by weaknesses of individual imageries, which can be
eliminated by joining their unique features. However, there are many situations
when different sensors are not available and only one type of image is a source
of features. Hence, we should use as much object information as it is possible.
It is obvious that every type of object representation has its advantages and
drawbacks, and the choice is not always easy and evident. It depends on many
conditions, e.g. application and user requirements, situation during the image
acquisition process (especially the hardware parameters, weather or lighting). In
the paper we focus on visual descriptors related to shape and color, since they
are the most popular in the literature and guarantee good efficiency when it
comes to single-feature type of recognition [1, 2, 9, 13]. To improve the CBIR
efficiency we join them into parallel or sequential structures.

2 Visual Descriptors

2.1 Shape Descriptors

The shape (silhouette, contour) is a very widely used object representation. It
is very useful, when we are going to identify a particular object in the image,
for example in medicine (e.g. cell shapes in microscopic images), optical char-
acter recognition and many other systems, where signs are being used, robotics
(e.g. machine vision, searching for faults, machine positioning, orientation in
distance), ecology (e.g. pollution monitoring), criminology (e.g. fingerprints),
military application (e.g. aircrafts and tanks recognition, tracking, maps iden-
tifying), visual data retrieval. Shapes of different objects are usually easy to
localize and distinguish. For example in a problem of object recognition in re-
mote sensing, the extracted shape is more stable than other features, influenced
by changes in illumination, color or contrast. The shape used for recognition can
be considered as a binary object, which is represented by a whole, including its
interior or as a boundary (contour). It is crucial to uniquely characterize the
shape and stay invariant to translation, scale and rotation [8].

Shape descriptors can be classified in various ways [4, 8, 10, 12, 13]. The first
classification is based on mentioned earlier distinction between object boundary
and the whole shape. The second very popular manner (as described e.g. in [13]
is based on whether the shape is represented as a whole (global approaches) or
by a set of primitives (structural methods). The third one distinguishes between
spatial and transform domain [10].

Every shape descriptor should be resistant to as many shape distortions as
possible. These distortions are considered as differences between object under
recognition and the reference object belonging to the same class. In real recog-
nition tasks one has to take into consideration the following problems divided
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into three main groups. The first one includes spatial transformations of an ob-
ject, mainly translation, rotation in the image plane, the change of its size and
the influence of the projection into resultant two-dimensional shape. The second
group covers distortions of the object itself: varying amount of points, noise,
discontinuity and occlusion, which is equivalent to lack of some parts or added
parts to shape. The third group of problems is related to the contour represen-
tation only and includes, among others, the selection of starting point and the
direction of tracing the outline. Of course any other problem, which is typical
to particular representation and is a consequence of using it, will belong to this
group. The elements of the second group are the most challenging and difficult
to solve. Few examples of real influences of above problem on objects boundaries
are presented in Fig. 1.

Fig. 1. Few examples of boundaries affected by shape distortions after extracting them
from real images: first row Ű an aircraft on airfield, a digit on car license plate, leaves,
a symbol on a banknote; second row Ű a helicopter, a star on flag, an aircraft in the
sky, a dolphin on sea

The most important problem with shape descriptors is the fact that usually
when particular method is really ’brilliant’ in presence of one or even few dis-
tortions, it completely fails in the presence of another one (ones).

2.2 Color Descriptors

Color is the second most important feature taken into consideration, when it
comes to content-based image retrieval. The use of color is motivated by the
way the Human Visual System (HVS) works. It is known that in good lighting
conditions human-being pays attention: first to intensity and color of objects,
second to shape and movement, then to texture and other properties. There
have been many color descriptors proposed in the past, most of them based
on different color-subspace histograms and dominant values. Nowadays, when
the MPEG-7 standard [1] is being introduced, the most promising are compact
descriptors, which join color information and its distribution: Scalable Color
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(SCD), Dominant Color (DCD), Color Layout (CLD). In our recent works we
have been also utilized specific simplified representations, like RGB color his-
togram (RGBHIST), intensity thumbnail (8x8 pixels) of an image (IBOX8),
three (R,G,B) thumbnails (RGBBOX8), mean RGB value together with mean
intensity (RGBI), dominant values H and V in HSV color model (DHV).

Descriptors presented above were successfully implemented in prototype soft-
ware realizing CBIR tasks (querying similar images by example). Sample results
of image query based on RGBHIST can bee seen in Fig. 2. The most upper-left
image is a query image, while the rest was provided by a system. Although all
resulting images have similar color characteristics, it is clear, that using of only
one feature is not optimal and is not in accordance with a way HVS works. Hence
it is obvious that joining descriptors and decisions based on them will lead to
the improvement in CBIR efficiency.

Fig. 2. Result of query involving color-only descriptors (RGBHIST)

3 Fusion of Queries

The specific of large visual data sets (consisting of several hundreds thousands
of similar images) is associated with the high probability of the situation, when
single descriptor used for query would give false hits. Hence, the problem of
joining descriptors or decisions based on them is so important. The idea is not
new and there are many examples of its successful implementation [5, 6, 7].
However, most solutions in that field use joint descriptors from the same domain
(e.g. color or texture). Since the most real images contain objects that feature
not only one kind of attributes i.e. color or shape, the proposed methods are not
suitable for them. They are focused on either binary objects or textured rasters.
The strategy of joining queries in different domains is, in fact, rather rare.

A typical system used for visual material querying and indexing consists of
four main elements: the feature extractor, the comparison and classification
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block, the storage sub-system, and the front-end. The efficiency of such sys-
tem depends mainly on the performance of the comparisons and the accuracy
of description. Our proposal, presented here, is to combine few queries (using
several descriptors in the shape and color domains) at the same time in order to
utilize the advantages of particular, single-feature methods while reducing the
influence of their drawbacks.

The idea of combining few methods in the field of pattern recognition is not
new. Fusion at decision level is employed to increase classification accuracy of
an image beyond the level accomplished by individual classifiers. Rank-based
decisions provide more opportunities compared to other numerical score mea-
surements. Fusion at the level of features, on the other hand, is much simpler to
implement, but suffers from the incompatibility of individual scales and requires
applying universal classificators (instead of feature-specific, which is undoubtedly
better). For example, in the domain of shape recognition, the UNL-F descrip-
tor is a combination of UNL and Fourier transforms [11]. In [10] two combined
approaches were also explored, namely: moments and Fourier descriptors, and
moments and UNL-F features. In [3] a combination of global (moments) and lo-
cal (Structural Decomposition) was successfully proposed. These examples were
given to show the recent tendency of combining various approaches to achieve
better performance of resultant descriptor.

Our main idea, presented in this paper, is a presentation of two strategies of
query fusion: sequential and parallel one using both color and shape descriptors.
In this work, we propose a framework system that provides for both feature-types
comparison and spatial query for unconstrained color images. The idea is based on
the two-tier approach.First, each image is decomposed into regions (based on their
shapes) which have properties, such as color and its distribution. Second, a color-
based comparison is applied. In this way, these images are compared by comparing
their individual objects. The system accommodates partial matching of objects
that are the most important parts of an image not only using their shape, but also
a color. The elementary query processes can be joint in sequential or parallel way.

The first approach (presented in Fig. 3) consists of n iterative queries. The
first one uses D1 descriptor which limits the initial dataset and creates a sub-
set IS1 by means of seeking and sorting images according to some similarity
measure (e.g. distance metrics or correlation). Next, the IS1 subset is used as a
initial dataset for query with D2. The whole process is repeated n times giving
the resulting images. In this approach it is important to create the sequence of
descriptors in a way that each consecutive query produces successive approxi-
mation of the required result.

In the second approach (presented in Fig. 4) we assume parallel use of de-
scriptors to get n results. After that we apply certain voting rules (i.e. two-out-
of-three, three-out-of-five and similar) and select the resulting images. It should
be noticed that in both approaches we can use different classificators adequately
to different features, which give distinctly better and more trustworthy results.
Each strategy has its own advantages and drawbacks. The first one (sequential)
utilizes an intuitive flow, which is similar to iterative way of seeking images by
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Fig. 3. Sequential structure of joining queries

Fig. 4. Parallel structure of joining queries

humans, while the second one (parallel) makes it possible to avoid a situation,
when images correctly found at the first stage are eliminated during the process
of reducing the dataset at the further stages. In practice each strategy has its
own specific application. According to several experiments we have performed,
the sequential order is better for image retrieval based on examples, while the
parallel one tends to be more appropriate for seeking images used for composing
photo-mosaics, when only one resulting image is needed. Sample results of image
query employing two stage, sequential seeking (based firstly on shape, then on
RGB histogram) are presented in Fig. 5. As it can be seen, in comparison to the
results presented in Fig. 2, the results has been distinctly improved.

The strategy of joining queries can be presented on an simplified example of
a CBIR system which consists of three descriptors and three comparators, re-
spectively. We denote the mean retrieval rate of the pairs descriptor-comparator
as: P1, P2 and P3. We omit a problem of decision itself by taking each single
retrieval as independent event and assuming that each pair works in its optimal
conditions. More sophisticated approaches can be found in [6, 7]. The total rate
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Fig. 5. Result of query involving combined features

P of such a combined system can be calculated (on the interval 〈0, 1〉) according
to the following formula:

P = P1P2P3 + P1P2P̄3 + P1P̄2P3 + P̄1P2P3, (1)

where: P̄1 = 1 − P1, P̄2 = 1 − P2, P̄3 = 1− P3.
For example, if the retrieval accuracy of a single descriptor-comparator pair

is equal to 0.9 (90%), which is a typical rate for current methods, then the
combined accuracy will increase to 0.972.

4 Summary

In the article we showed some aspects related to multi-tier content-based image
retrieval, employing shape and color information. The ideas can be applied to
many different fields of digital image processing and pattern recognition. They
are universal and, as it was proved, can be successfully implemented. The main
advantage over the existing methods is the possibility of joining descriptors from
various domains and compare them using specific metrics to get better efficiency.
Since the proposed structures are the elements of a framework, they can collect
descriptors focused on different image classes, e.g. faces, road signs, logos, etc.
However, we should remember that there are still some unsolved problems and
questions regarding successful image retrieval, especially reducing the semantic
gap between low-level features and high-level meaning.
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Summary. In the paper we present the employment of the direction field for contour
detection and the segmentation of cylindrical objects, especially an eye iris. We propose
a method of calculating the direction field for this kind of objects and present the
obtained results. An analysis of the possibility of extending this approach on objects
of different kinds is also included.

1 Introduction

Image segmentation is one of the largest branches of image processing. The
quality of obtained results is still improving and the segmentation algorithms
are more and more universal. One of areas on interest is the methods of the seg-
mentation of medical images, which require the most sophisticated algorithms
due to the individual variation of patients and, consequently, low repeatability
of acquired images. Many recent publications suggest dealing with this prob-
lem using known methods but extending them with new elements. For instance,
image segmentation can be supplemented with contour detection methods, e.g.
the snake method or its modification with the vector field added [21]. There are
also used morphological methods [17], methods employing Hough transforma-
tion [5], [7], [18], local gradients [12], [16] texture analysis [15] and wavelet [11]
or beamlets method [3], [4], These methods give satisfying results in selected,
very specific applications [20], [23]. Unfortunately, the mentioned methods are
just one of many steps in detection and approximation of contour of cylindri-
cal objects, which is documented, for instance in [1]. On the other hand, there
are very successful algorithms based on traditional method of thresholding with
modifications, e.g. calculating the energetic function [24]. Quite good results are
also obtained in the recognition of cylindrical objects - e.g. the face tracking, as
used in manipulating robots [19], [22] or manipulating a mouse pointer by mov-
ing the head [6], [14]. Recognition methods also provide quite a large number
of tools for analysing this kind of objects. However, none of the aforementioned
methods is based on the direction field analysis, which in a easy way can locate
the central point of the cylindrical object and then approximate its contour.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 11–18, 2007.
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2 Aim of the Work

The goal of our work is to propose an algorithm for simplified analysis of an iris
using the direction field [9]. Then, this approach is generalized for the detection
of outlines of any cylindrical objects. Eventually, we verify the qualities and ac-
curacy of the assumed form of the algorithm by applying it for the segmentation
of an iris.

3 The Directional Field

There are many methods for calculating the directional field. One of them con-
sists in calculating two matrices from a grayscale image. The first of the matrices
indicates the fit level of the searched object, the second one - the angle under
which the best fit was found. This kind of analysis employed for elongated objects
was presented in detail in [9], [10]. Below we present its fundamental properties,
which, in further chapters, are extended to cylindrical objects; we also propose
a method of the segmentation of such objects. Assume an grayscale input image
LGRAY of the resolution MxN (where M - number of rows, N - number of
columns) that contains at least one cylindrical object. By a cylindrical object
we understand an object that contains at least one focus formed by any set of
pixels that the focus encloses (in general, the focus need not to be located in the
image). Additionally, the object can have a contour, either closed or opened.

Fig. 1. The values of the mask h for the λ = 0O

angle

This object will be filtered
with a median filter with the
mask size adjusted to the size
of the object (i.e. its resolu-
tion), and then an iterative pro-
cess will calculate a convolution
for angles λ, from the range of
0o to 360o, using a convolution
mask h of resolution MhxNh =
20x10. An example of mask val-
ues for λ = 0O is presented be-
low (fig. 1).

The next step of the algo-
rithm is performing sequential
convolution with mask hλ (ob-
tained after rotating h by the

degree λ), for angles λ from the range of 0o to 360o, with the stepT (for ex-
ample, for our purposes, every 10o)

LGRAYh
(m,n, λ) =

Mh/2∑
mh=−Mh/2

Nh/2∑
mh=−Nh/2

LGRAY (m + mh, n + nh) · hλ(mh, nh)

(1)
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Next, the maximum value for every pixel of the created images LGRAYh
is

calculated. During this operation the information for which h (i.e. for which λ
angle) the maximum value was obtained is recorded.

Lma(m,n) = max
λ∈(0,360]

(LGRAYh
(m,n, λ)) (2)

The image Lλ is an image of resolution the same as Lma, with the pixel values
representing the degrees of λ for which the maximum was reached (formula (2)),
i.e.:

Lλ(m,n) =
{

λ for LGRAYh
(m,n, λ) = Lma(m,n)

Lλ(m,n) for LGRAYh
(m,n, λ) �= Lma(m,n) (3)

for λ ∈ (0, 360] The obtained images Lλ, Lma and the intermediate phases of
LGRAYh

are shown in fig. 2.

Fig. 2. The consecutive steps of the algorithm: a) the input image - LGRAY , b) the
Lma image, c) the Lλ image)

The degree values obtained in Lλ are the key element for further calculations.
As it is shown in fig. 2 c), these values, according to possible angles of rotation
of mask hλ, belong to the set 0, 10, 20, ..., 350, 3600. In practice, increasing the
resolution of the measurement of the angle means increasing the number of iter-
ations, that is decreasing the step value for λ. The area in which the search and
pixel verification is performed is narrowed by assuming a binarization threshold
normalized to the full range of gray levels of the Lma image and then multiplying
the obtained image with the Lλ image (fig. 3):

Lλb(m,n) = Lλ(m,n) · LBIN(m,n) (4)
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Fig. 3. Image Lλb

where LBIN is the binary im-
age obtained from the binariza-
tion of the Lma image with the
pr threshold. The binarization
threshold is selected as the 50%
of the range of the values from
Lma. The image obtained this
way is presented in fig. 3.

For each value of λ recorded
in the matrix Lλb, we find the
point of intersection between

the line perpendicular to and associated with the given pixel, and the lines
in other points, according to fig. 4 a).

Fig. 4. A diagram of the modified method of calculating the points mp, np and an
example of an accumulation image Lp

Therefore if the coordinates of the analyzed pair of pixels are recorded as
(m1, n1) and (m2, n2), then we use the equatuion of the straight line:

b1 = m1 − k1 · n1 (5)

b2 = m2 − k2 · n2 (6)

where
k1 and k2 - equal, respectively, tg(λ1) and tg(λ2),
m1, m2, n1, n2 - coordinates of row and column of the analyzed pixels.

The point (mp, np) of intersection between the lines is obtained from the
equation:

mp =
b1 · k2 − b2 · k1

k2 − k1
=

m1 · k2 − n1 · k1 · k2 −m2 · k1 + n2 · k1 · k2

k2 − k1
(7)

np =
b2 − b1
k1 − k2

=
m2 − k2 · n2 −m1 + k1 · n1

k1 − k2
(8)
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On this basis, for consecutive pixel values an accumulation image Lp is created,
which contains (at first, for the first iteration in all pixels ”0”) information about
the location of focuses for consecutive iterations j, in the following way:

Lp(m,n)(j+1) = Lp(m,n)(j) + 1 for m = mp, n = np (9)

Fig. 4 b) shows results obtained for an exemplary matrix Lλb. The next step
of the algorithm is finding the radius of a selected focus. fig. 4 b) shows two
maximum values of matrix Lp. Considering one of them, we can show sorted
values of radii ri

ri =
√

(m1 −mp)2 + (n1 − np)2 (10)

for lines intersecting at this point - fig. 5.

Fig. 5. Graph of changes in values of radii ri for intersecting lines. The ellipses mark
pseudostable radius values. b) circles on the input image, created on the basis of radius
values rs1 = 15 and rs2 = 68.

The graph obtained does not confirm sufficient ’stability’ of radius value ri for
any of its values. The only visible ranges where the radius value seems acceptable
are 10÷ 20 and 60÷ 75 pixels (marked with ellipses on fig. 5). Results obtained
for average values in marked ranges, i.e. rs1 = 15 and rs2 = 68 are acceptable
as shown on fig. 5 b). Therefore, on the basis of images Lp and Lλb we can try
to reconstruct the contour.

3.1 Detecting the Contour of a Cylindrical Object

The literature [8], [14], [21] at many times describes a possibility of detecting
(reconstruction) of the contour of cylindrical objects with strong noise. None of
the described methods was peformed for the inclination field, except [2] i [13]
which describe a solution different to that presented below. Images Lp and Lλb

containing information about points of intersection between lines to all pixels,
and information (Lp) about the number of these intersections in a given point,
determine (as shown on fig. 5) the positions of focuses of cylindrical shapes.
As can be seen (fig. 5), these positions are identified definitely, but determining
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Fig. 6. a) Image after segmentation LCON and a palette of grey values corresponding
to labels 0, 1, 2 b) the obtained contour on input image LGRAY

the radius value is not a definitely defined problem. One of the methods for
improving the stable value of radius ri is using the information about the con-
tent of image LGRAY and creating a matrix LGLCM (Grey Level Co-occurrence
Matrix) for areas of the size 10x10 and then a contrast matrix LCON (sum of
squares variance), for segmentation of areas of image Lλb. Fig. 6 shows labels
given to specific areas Lλb after segmentation. For each of visible areas (fig. 6 a
- specific labels) the value of radius rsi is calculated separately and the contour
is automatically detected. Results are shown on fig. 6 b where the contour is
marked with ranges. As the presented results of the algorithm show, contours of
all larger objects have been found. Any possible errors come from the deviations
of actual objects from the shape of circle or ellipse.

4 Conclusion

The presented application of the method of detecting the contour of cylindrical
objects described here is ophthalmology in medicine. The areas of interest here
are the inside of the iris and the white of an eye. The paper additionally presents
and verifies a method of approximating the contour of cylindrical objects with
circles, with the use of direction field. At present the algorithm is being extended
into objects of different type where the dominant element is the segmentation
and reconstruction of edges of objects with strong noise. Efforts are also taken
to decrease the number of the steps of the algorithm poresented.
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Summary. In this paper we present a robust and efficient method to overcome the
negative effects of occlusion in the tracking process of multiple agents. The proposed
approach is based on the matching of multiple trajectories from multiple views using
spatial and temporal information. These trajectories are represented as consecutive
points of a joint ground plane in the world coordinate system that belong to the
same tracked agent. We introduce an integral distance between compared trajectories,
which allows us to avoid mismatches, due to the possible measurement outliers in one
frame. The proposed method can also be considered as an interpolation algorithm of a
disconnected trajectory during the time of occlusion. This technique solves one of the
most difficult problems of occlusion handling, which is a matching of two unconnected
parts of the same trajectory.

1 Introduction

Tracking objects with multiple views is an active area of research that finds appli-
cation in automated surveillance, video archival-retrieval, and humancomputer
interaction. This work presents a method based on the matching of multiple
trajectories of the same agent which are obtained from multiple views. This ap-
proach allows to resolve the temporal discontinuity of a trajectory, which occur
due to the occlusion. Consequently, trajectories obtained from different cameras
are fused in the same ground plane. Occlusion handling is a complex task that
has been thoroughly investigated [1], which can be classified in four areas: region
based tracking [2], active contour-based tracking [3], feature- based tracking [4],
and model-based tracking[5]. Existing approaches include Extended Kalman Fil-
ters (EKF) was used for occlusion analysis [6]. A relationship between camera
views using homography is considered in [7]. To resolve mutual occlusion the
best view is utilized in [8]. A similar method that based on a fusion of informa-
tion from every camera into a 3-D geometric coordinate system is presented in
the work [9]. Most of such techniques need high computationally cost, and the
accuracy depends on the different object conditions. In contrast, our approach
needs just a few ground plane points of tracked agents in each frame. Another
advantage of the presented method is the strong mathematical conclusion of

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 19–26, 2007.
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the tracking process, which easily allows implementing the proposed model to
the arbitrary scene. Our experiments with a real data show that it is possible
to track the trajectories very effectively even in the presence of occlusion using
only the ground plane points of the agents.

This paper is organized as follows. Section 2 describes the method used for
segmentation objects. Section 3 describes how to obtain the overlapping camera
view process in a joint ground plane, separated in two step, camera calibration
and top view conversion. Section 4 shows the main process in order to obtain
time continue trajectory. In section 5, experimental results are shown.

2 System Input Data

Our tracking process involves on stage of segmentation. We choose the method
of colour background subtraction that is described in [10]. Once the segmen-
tation is performed, the size and position of the ellipsoid that surrounds the
object is obtained. The floor point projection can be calculated using intrinsic
and extrinsic parameter of each camera. The result of segmentation is shown in
Fig. 1.

(a) (b)

Fig. 1. (a) Original Image (b) Segmentation with foot point

3 Data Fusion

To convert the image planes obtained from multiple camera views into one
ground plan map of an inspected scene, a calibration process is needed.

3.1 Camera Calibration

Most traditional camera calibration techniques require specific knowledge about
the geometric characteristics of the referenced object such as Direct Linear
Transformation (DLT) [11] which solves the perspective matrix linearly; sim-
ilar methods include Tsais [12] and Zhangs [13]. Plane based methods [14] use
the same DLT paradigm, but show more flexibility. The method we use in this
paper is based on geometric derivation [15]. We choose this because it uses only
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(a) (b)

Fig. 2. Two viewpoints of the same scene

(a) (b)

Fig. 3. (a) Cameral model and ground plane (b) New coordinate systems

distance between three points in the world coordinate system to achieve calibra-
tion. Rotation matrix R and translation vector T for each camera coordinate
system are obtained via the given distance between the vertices of the marker
triangle formed by the three points of reference.

The intrinsic parameter like focal radio can be obtained independently; we
could assume that the focal radio is known (from the data sheet) or calculated in
a simple experimental process with two known points and the distances between
these points and the camera. Two different points of views of the same scene
with the landmark of three points are represented in Fig. 2. The pin-hole camera
model is shown in Fig. 3(a).

3.2 Joint Ground Plane

To match the points from different points of view, a joint coordinate system
is needed. Once the segmentation algorithm localizes a pixel of interest (i,j)
in the image of one camera (in our case it is a foot point of an agent), this
pixel should be projected onto the joint plane in the world coordinate system for
matching with another point in a different image obtained from a second camera.
This projection process is referred to as the Inverse Perspective Mapping (IPM).
Fig. 4 show an example of the IPM in a complete image.
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(a) (b)

Fig. 4. Top View Transformation (IPM)

4 Trajectory Tracking

Initially, we have a set of A cameras Cα, and T images I(t,α) obtained from each
camera. The segmentation algorithm plus the joint ground plane transformation
provide us with a set of floor points:

Q =
⋃

A,T,N(α,t)

pt
α,n (1)

where p is a point of the word coordinate system in the joint ground plane. The
number of points in a single image at a certain snapshot time t depends on the
camera index α, due to occlusion and non overlapped fields of view of different
cameras. So, it is convenient to compliment the set of real points Q by a set of
invisible or imaginary points

Q̃ =
⋃

A,T,Ñ(α,t)

p̃t
α,n (2)

where the coordinates of point p̃ are calculated using some rules that will be
explained bellow. An example of such extension is illustrated in Fig. 5. It is
useful to define a set of points that belong to the same time of the cameras
snapshot as

Pt
m(t) =

⋃
A

pt
α,n(m) (3)

where; 1 ≤ m(t) ≤ max
α

{N(α, t)} and the number of points in this set always is
equal to number of cameras, which means that the set can include also imaginary
points.
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Fig. 5. Overlapping View in a joint plane

Our main goal now is to associate all these points with several tracks.

Ok =
⋃
T

Pt
k (4)

Where 1 ≤ k ≤ K, and, in principle,max
α,t

{N(α, t)} ≤ K, which means that

a certain track can include void elements in Eq.( 3), in other words, the time
domain of a track possibly cannot coincide with the full interval of the analyzed
scene performance [1,T]. We introduce distance ∆t

k between two consecutive sets
in the same track as

∆t
k =
∥∥Pt

k −Pt−1
k

∥∥ =
∑
α∈A

∥∥∥pt
α,n(k) − pt−1

α,n(k)

∥∥∥ (5)

And the intrinsic distance of a set Pt
k itself:

Dt
k =

∑
i<j<A

∥∥∥pt
i,n(k) − pt

j,n(k)

∥∥∥ (6)

It is reasonable to admit that for the track of a real agent these distances
have to be minimal.So, now we formulate an optimization problem as follows:
find the sequences of points of a track , which minimize the sum of distances:

Ok = argmin
Pt

k

∑
t∈T

(
Dt

k + ∆t
k

)
(7)

This problem can be solved recurrence growing of each track:

Oτ
k = Oτ−1

k

⋃
Pτ

k (8)

where

Oτ
k =

τ⋃
t=1

Pt
k (9)

Pτ
k = arg min

pτ
α,n

{Dτ
k + ∆τ

k} (10)

The expression of Eq.( 10) can be easily solved by direct search of the mini-
mum of the objective function Dτ

k + ∆τ
k;
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5 Experimental Results

Our experiments were conducted with two cameras. To illustrate the result of
tracking we chose a situation with only two agents. Camera 1 was able to track
both agents without occlusion, but camera 2 was unable to do so because one
agent occluded the second for a long time. In Fig. 6(a),(b) show two snapshots
from camera 1 and 2 respectively. Fig. 6(c) shows the trajectory of both agents,
captured from camera 1, in joint ground plane. In Fig. 6(d) the same is shown
but from camera 2.

(a) (b) (c) (d)

Fig. 6. (a) Snapshot camera 1 (b) SnapShot camera 2 (c) Trajectory in joint ground
plane camera 1 (d) Trajectory in joint ground plane camera 2

Fig. 7. Overlapping Trajectories camera1 camera 2

(a) (b) (c)

Fig. 8. (a) Trajectory of agent 1 in (time -space) domain of camera 1 (b) Trajectory
of agent 1 in (time -space) domain of camera 2 (c) Trajectory overlapping Camera 1
and Camera 2 in (time-space) domain
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When we applied image matching, the discontinuity is resolved and then our
algorithm can track efficiently the trajectory Fig. 7.

We tested our method with more than 5000 frames with occlusion and multiple
agents, and we were able to track correctly all the trajectories. Fig. 8 (a) and (b)
shows one occluded agent trajectory in time-space domain,from camera 1 and
camera 2 and Fig. 8 (c) shows the result of trajectory interpolation.

6 Conclusion

This paper presents a method for resolving occlusion of tracked agents using
multiple views. The experimental results show that it is possible to track the
trajectories effectively, even in the presence of occlusion, using only the ground
plane points of the agents. This method uses strict mathematical model, which
makes the tracking process robust and highly efficient.

Acknowledgements

This work is supported by EC grants IST-027110 for the HERMES project
and IST-045547 for the VIDI-video project, and by the Spanish MEC under
projects TIN2006-14606 and DPI-2004-5414. Jordi Gonzàlez also acknowledges
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Summary. Object selection is an important task for instance-based classifiers since
through this process the time in training and classification stages could be reduced.
In this work, we propose a new method based on clustering which tries to find border
objects that contribute with useful information allowing to the classifier discriminating
between classes. An experimental comparison of our method, the CLU method based
on clustering, and the DROP methods, is presented.

1 Introduction

In Pattern Recognition, the supervised classification process assigns a class or
label to new objects according to their features using a set of previously assessed
objects called training set. In this work, we denote the training set as T.

In practice, some information in T could be non relevant since T commonly
contains superfluous objects, that is, objects with useless information for the
classification task.

For instance-based classifiers (classifiers that use the whole set T to classify
each new object), training and classification are expensive tasks. Therefore it is
necessary to select those objects (in T ) that give relevant information for the
classifier. This selection process is known as object selection which obtains a set
S ⊂ T such that S contains relevant objects that are chosen through a selection
criterion.

In this paper, we propose a method for object selection based on clustering, our
method finds and retains border objects. In a training set, the objects located
at the interior of a class (central objects) are superfluous since their deletion
does not affect the classification accuracy. On the other hand, the objects which
lie on borders between classes (border objects) give useful information for the
classifier to preserve the class discrimination regions [1, 2]. In order to show the
performance of the proposed method, we present an experimental comparison
between our method and some other object selection methods analyzing their
behavior using the objects set obtained as training for different classifiers.
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The paper is organized as follows: in 2, we describe some methods for solving
the object selection problem. In 3, our object selection method is proposed, in 4,
we report experimental results obtained using our method, and finally, in 5, we
present some conclusions and directions for future work.

2 Related Work

In this section, we describe some relevant methods for solving the object selection
problem.

The Condensed Nearest Neighbor (CNN) [3] and the Edited Nearest Neighbor
(ENN) [4] are two of the first proposed methods for object selection. The CNN
method starts with S=∅ and its initial step consists in randomly including in
S one object belonging to each class. After the initial step, each object in T is
classified (with k-Nearest neighbor, k-NN ) using S as training set, if an object
O is misclassified then O is included in S to ensure that new objects near to O
will be classified correctly.

The ENN rule consists in discarding from T those objects that do not belong
to their k nearest neighbors’ class. This method is used as noise filter because it
deletes noisy objects, that is, objects with a different class in a neighborhood. An
extension of ENN is REEN (Repeated ENN) [5] which applies ENN repeatedly
until all objects in S have the same class that the majority of their k nearest
neighbors.

The DROP (Decremental Reduction Optimization Procedure) methods were
proposed in [1], their selection criterion is based on the concept of associate. The
associates of an object O are those objects such that O is one of their k nearest
neighbors. DROP1 starts with S=T and discards O if its associates in S can
be classified correctly without O. DROP2 considers the effect of the removal of
an object on all the training set T, DROP2 discards O if its associates in T
can be classified correctly without O. DROP3 and DROP4 apply a noise filter
(similar to ENN) before starting the selection process. DROP5 modifies DROP2
so that the selection process starts with the nearest enemies (nearest objects
with different class).

In [2] the Iterative Case Filtering algorithm (ICF) was proposed, this method
is based on the Reachable(O) and Coverage(O) sets which are the neighbor-
hood set and the associates set described above. ICF discards an object O if
|Reachable(O)| > |Coverage(O)|.

Clustering is a non supervised technique which has been used for object se-
lection. In [6] the CLU object selection method which is based on clustering was
proposed and applied to the signature recognition problem. CLU divides the
training set in n clusters and then S is the set of centroids of each cluster.

The methods described above (excluding CLU) and most of the object selec-
tion methods have been proposed following the nearest neighbor rule. Therefore,
the object sets obtained by these methods have a good performance using the
k-NN classifier, but these sets could be non suitable for other classifiers.
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3 Proposed Method

As we mentioned in section 1, central objects could be deleted from T without
loosing classification accuracy. In this paper we propose a method called OSC
(Object Selection by Clustering) which finds and retains border objects and some
central objects. The selection criterion in OSC is based on clustering, mainly on
non homogeneous clusters.

An homogeneous cluster is an object set such that all objects belong to the
same class whereas in a non homogeneous cluster there are objects belonging to
different classes.

In order to find border objects, the OSC method generates clusters and an-
alyzes non homogeneous clusters since border objects are located in critical re-
gions, that is, those regions which contain closer objects belonging to different
classes. The OSC method is shown in figure 1.

OSC (Training set T, number of clusters n): object set S
S = ∅
Clust=Gen clust(T,k) //create n clusters from T //
For each cluster Aj in Clust

If Aj is homogeneous then
m = mean of cluster Aj
Find the object Oi nearest to m
S=S ∪ Oi

Else //Aj is non homogeneous//
Find the majority class CM in cluster Aj
For each class Ck in Aj (Ck �= CM )

For each object Oj belonging to class Ck
Find Oc ∈ CM , the nearest object to Oj with class CM
S=S ∪ {Oc}
Find OM , the nearest object to Oc with class different to CM
S=S ∪ { OM }

Return S

Fig. 1. OSC method for object selection

OSC starts creating n clusters (function Gen clust, which can be any clus-
tering method) from T. After that, for each cluster Aj it is necessary to decide
whether Aj is homogeneous or not.

If Aj is homogeneous then the objects in Aj are central objects, that is,
they do not lie on critical regions therefore they could be discarded from T
without affecting the classification accuracy. OSC finds the nearest object to the
mean (mean object) and discards the remaining objects from Aj so that Aj is
represented by the mean object.

If Aj is non homogeneous then there are in Aj some objects located at critical
regions, that is, border objects. In order to find the border regions, OSC finds
the minority class objects (objects that do not belong to the most frequent class
in Aj) since these objects are nearest to a border delimited by the most frequent
class in Aj . Once the minority class objects have been found, the border objects
in the most frequent class are the nearest objects to each minority class object,
and by analogy, the border objects in the minority class are the nearest objects to
each border object in the majority class.
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a) b)

c) d)

Fig. 2. a) Dataset with classes ”+” and ”•”. b) Clusters created from the dataset. c)
Objects selected in each cluster. d) Objects set obtained by OSC.

Finally, the object set selected by OSC consists of the mean objects and the
border objects described above.

To illustrate how OSC finds border objects let us consider the sample shown in
figure 2a which is a bi-dimensional dataset with objects belonging to the classes
”+” and ”•”. The clusters (C1. . .C9) created from the dataset are depicted in
figure 2b in which the non homogeneous clusters are C2 and C6.

In cluster C2, the minority class is ”•”, then the border objects in the most
frequent class (”+”) are the nearest objects to each minority class object (•). On
the other hand, the border object in class ”•” are the nearest objects (belonging
to class ”•”) to each border object in class ”+”.

In the cluster C6, the minority class is ”+” and OSC follows the same process
described before. In figure 2c, the objects selected in each cluster are depicted
and figure 2d shows the objects set obtained by OSC. We can observe that OSC
finds border objects and some central objects (mean objects in the homogeneous
clusters).

4 Experimental Results

In this section, we report the results obtained applying our proposed OSC
method over ten datasets from the UCI dataset repository [7]. In addition, we
show a performance comparison among OSC, CLU and the DROP methods
because according to the results reported in [1] and [2], the DROP methods
outperform to other relevant object selection methods such as ENN, RENN and
ICF. For all the experiments, 10 fold cross validation was used.

For OSC and CLU methods it is necessary to generate n clusters, n>c, where
c is the total number of classes in the dataset. In order to choose the value of n to
be used in our experiments we carried out an experiment over ten datasets using
different n values to choose the best ones where OSC and CLU (respectively)
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have the best performance in the average case. In table 1 we show the classi-
fication accuracy obtained by OSC and CLU using the values n=c, 4c, 6c, 8c
and 10c. For creating clusters, the k-means algorithm was used. For testing the
object sets selected by OSC and CLU, the k-NN classifier (k=1 using Euclidean
distance) was used. Also we show the classification obtained by the original train-
ing set (Orig.). Based on the results shown in table 1 we can observe that the
best value for n using OSC was n=6c and the best one for CLU was n=8c, so
these values were used in all the next experiments reported in this section.

Table 1. Classification obtained by CLU and OSC using different number of clusters

Number of clusters

Dataset n=c n=4c n=6c n=8c n=10c
Orig. CLU OSC CLU OSC CLU OSC CLU OSC CLU OSC

Glass 73.31 48.63 62.53 59.74 68.61 59.80 69.50 63.48 69.13 62.89 67.14

Iris 95.33 80.00 89.33 90.00 92.00 93.33 93.33 90.00 92.66 85.70 94.00

Liver 61.99 46.94 57.74 50.15 55.34 54.24 57.63 58.24 55.33 59.63 56.78

Pendigitis 99.42 71.11 94.30 90.23 95.85 92.84 96.78 95.58 96.93 95.86 97.10

Segmentation 95.85 89.85 81.23 70.66 88.23 74.28 89.85 84.52 92.71 79.34 90.57

Sonar 72.64 50.02 64.92 48.45 63.92 49.90 65.85 56.73 63.00 56.78 62.00

Spambase 82.41 47.17 68.81 68.31 69.61 67.07 69.31 66.13 69.68 58.11 69.91

Thyroid 95.37 79.54 88.31 85.49 91.68 87.51 92.57 90.17 91.07 85.80 93.98

Wine 75.82 66.66 60.84 66.30 71.37 69.05 73.03 68.56 74.77 63.67 70.81

Yeast 51.47 45.20 44.66 46.29 46.62 45.01 45.14 45.89 45.56 45.34 46.42

Average 80.36 65.21 71.27 67.56 74.32 69.30 75.31 71.93 75.08 69.31 74.89

In table 2 we report the results obtained applying DROPs, CLU and OSC over
the ten datasets. For each method we show the classification accuracy (Acc) and
the percentage of the original training set that was retained by each method
(Str), that is, 100|S|

|T | . In addition, we show the classification obtained by the
original training set (Orig.). The classifier used was k-NN with k=3 (the value for
DROP methods reported in [1]) and we used as distance function the Euclidean.
At the bottom of each table we show the average result of accuracy and storage
obtained by each method and the average accuracy difference (Average diff)
with respect to the original accuracy.

According to the results shown in table 2, in the average case, the best object
selection method was DROP2 which reduced the training set size to a quarter
approximately. The classification results obtained by OSC were slightly smaller
than those obtained with DROP2-DROP5 but OSC outperformed DROP1 and
CLU.

The dataset sizes and runtimes spent by DROP1. . .DROP5, CLU and OSC
are shown in table 3. From these results, we can see that for small datasets the
OSC’s runtimes were not so high with respect to DROPs’ meanwhile for large
datasets OSC was faster than the DROPs.
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Table 2. Classification (Acc) and retention (Str) results obtained by: the original
training set (Orig.), DROP1. . .DROP5, CLU and OSC

Dataset Orig. DROP1 DROP2 DROP3 DROP4 DROP5 CLU OSC

Acc Str Acc Str Acc Str Acc Str Acc Str Acc Str Acc Str Acc Str

Glass 67.12 100 57.08 23.21 66.73 30.95 63.05 17.70 66.26 27.62 67.71 26.38 63.48 24.00 61.96 39.66

iris 96.00 100 88.00 6.89 96.67 11.63 96.00 10.89 96.00 10.89 95.33 10.74 90.00 17.77 94.66 17.85

liver 64.29 100 67.26 23.45 65.82 34.33 63.47 22.64 66.67 27.99 64.89 26.06 58.24 5.15 58.49 44.02

Pendigitis 99.43 100 90.91 2.66 98.67 5.72 98.89 5.67 98.80 5.70 98.16 4.00 85.74 0.88 94.32 6.23

Segmenta- 95.10 100 83.10 12.17 93.24 17.89 92.19 15.94 92.81 17.24 91.86 14.30 70.57 2.22 84.76 15.14

tion

Sonar 82.71 100 68.74 29.65 75.95 33.28 74.60 30.13 76.02 32.32 75.95 29.86 56.73 8.54 79.76 35.41

Spambase 80.55 100 74.37 17.98 78.68 24.69 78.44 15.71 79.09 20.04 78.72 20.97 66.95 0.28 71.95 24.74

Thyroid 93.98 100 86.47 11.63 93.01 17.78 90.76 12.15 92.10 14.32 90.28 12.71 90.17 12.40 91.50 15.03

Wine 74.12 100 70.78 18.41 71.37 23.53 71.96 14.92 71.96 19.41 68.50 19.23 68.56 14.98 71.56 35.39

Yeast 54.64 100 54.04 23.93 56.53 32.93 56.26 19.54 56.19 26.97 54.58 25.30 46.96 4.49 53.04 43.20

Average 80.79 100 74.08 17.00 79.67 23.27 78.56 16.53 79.59 20.25 78.60 18.96 69.74 9.07 76.20 27.67

Average -6.72 -1.13 -2.23 -1.20 -2.20 -11.05 -4.59

diff

Table 3. Datasets sizes and runtimes (in seconds) spent by: DROP1 . . .DROP5, CLU
and OSC methods for the results shown in table 2

Size Runtimes

Dataset Objects Features DROP1 DROP2 DROP3 DROP4 DROP5 CLU OSC

Iris 150 4 0.11 0.19 0.19 0.19 0.16 0.74 0.79

Wine 178 13 0.46 0.82 0.84 0.84 0.59 1.62 1.82

Sonar 208 60 2.14 1.71 1.77 1.79 2.57 1.80 1.94

Glass 214 9 0.40 0.35 0.46 0.40 0.47 0.43 0.54

Thyroid 215 5 0.30 0.32 0.37 0.35 0.40 0.67 0.69

Liver 345 6 0.65 0.50 0.76 0.69 0.76 1.62 1.70

Yeast 1484 8 19.8 14.7 25.6 21.2 23.8 3.97 4.35

Segmentation 2100 19 110.55 205.88 208.39 208.48 208.91 15.84 16.52

Spambase 4601 57 1980.20 2280.62 3782.57 3420.98 2226.42 181.73 189.57

Pendigitis 7494 16 1260.32 2138.64 3180.28 2220.19 2460.05 93.13 94.64

Average Runtimes 337.49 464.37 720.12 587.51 492.41 30.16 31.26

The best methods in table 2 were DROP2. . .DROP5 since they have been
proposed following the k-NN rule, but it is important to test the object sets
(obtained in the previous experiment by DROPs, CLU and OSC) as training
sets for other classifiers different from k-NN in order to know their performance.

By the explained above, another experiment was done using the object sets
obtained by DROPs, CLU and OSC as training sets for Locally Weighted Re-
gression (LWR, another instance based classifier) and Support Vector Machines
(SVM, a non instance based classifier). The results are reported in tables 4-5.
Based on these results, in the average case, the best object selection method
was OSC. Also, we can observe that in the average case, the difference in the
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Table 4. Classification results obtained using the original training set (Orig.) and the
object sets obtained by DROPs, CLU and OSC as training for the LWR classifier

Dataset Orig. DROP1 DROP2 DROP3 DROP4 DROP5 CLU OSC

Glass 58.76 50.00 48.48 50.09 52.90 52.38 46.70 56.06

Iris 98.00 89.66 93.33 92.00 92.00 92.00 88.00 96.00

Liver 70.13 70.49 70.41 68.26 71.94 69.54 48.39 68.57

Pendigitis 59.63 34.82 46.79 51.66 50.18 54.06 42.40 48.83

Segmentation 78.28 35.76 58.04 55.14 53.80 49.80 34.76 53.33

Sonar 64.40 64.45 65.90 64.50 56.83 59.66 52.23 64.47

Spambase 92.67 88.19 89.82 88.08 89.04 89.76 62.60 89.34

Thyroid 91.16 69.43 75.43 75.43 75.88 75.93 66.51 71.42

Wine 92.15 55.65 68.56 62.75 66.47 60.78 53.88 88.72

Yeast 37.12 35.57 36.99 36.65 36.72 36.86 31.80 35.23

Average 74.23 59.45 65.38 64.46 64.58 64.08 52.73 67.20

Average diff -14.78 -8.85 -9.77 -9.65 -10.15 -21.50 -7.03

Table 5. Classification results obtained using the original training set (Orig.) and the
object sets obtained by DROPs, CLU and OSC as training for the SVM classifier

Dataset Orig. DROP1 DROP2 DROP3 DROP4 DROP5 CLU OSC

Glass 72.29 59.09 63.48 59.74 62.16 63.50 56.03 65.84

Iris 96.66 85.33 92.00 91.33 92.00 93.33 85.33 93.33

Liver 70.72 58.55 58.55 58.26 57.97 56.78 52.50 64.07

Pendigitis 99.65 94.91 98.45 98.89 98.99 98.42 92.06 98.49

Segmentation 91.58 85.28 86.80 86.80 87.47 85.38 70.95 83.95

Sonar 85.14 62.57 66.40 65.35 67.73 65.90 61.02 71.21

Spambase 93.30 91.08 91.06 90.56 90.91 92.02 57.17 88.43

Thyroid 93.54 80.47 90.47 90.45 90.75 93.03 87.01 90.78

Wine 97.18 90.98 94.44 94.93 93.30 92.71 74.21 95.52

Yeast 57.81 52.78 56.37 50.60 54.17 56.81 47.29 54.55

Average 85.79 76.11 79.80 78.69 79.55 79.79 68.36 80.62

Average diff -9.67 -5.98 -7.10 -6.24 -6.00 -17.43 -5.17

classification accuracy between OSC and DROP2 (the best DROP method ob-
tained in our experiments) using k-NN (table 2) is lower than the obtained using
LWR and SVM (tables 4 and 5) where OSC was the best method.

5 Conclusions

In this paper, we have proposed, tested and compared the OSC method based on
clustering for object selection. This method finds border objects since through
these objects it is possible to preserve discrimination capability between classes
in a training sample.

The experimental results showed that OSC is a good method for solving the
object selection problem when a classifier different from k-NN is used. Since
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most of the object selection methods follow the nearest neighbor rule, object
sets obtained by these methods have a good performance using k-NN, as it can
be seen in our experimental results. However, our experiments showed that these
sets did not have a good performance for the LWR and SVM classifiers as OSC
did.

As future work, we will do experiments with more data sets and more classi-
fiers. In addition, we will adapt our OSC method to be applied to mixed data,
that is, quantitative (numeric) and qualitative (non numeric) features because in
practice it is very common to face problems described by these kinds of features.
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Summary. In this paper, we evaluate the discriminative power of image features, ex-
tracted from subbands of the Gabor Wavelet Transform and the Dual-Tree Complex
Wavelet Transform for the classification of zoom-endoscopy images. Further, we in-
corporate color channel information into the classification process and show, that this
leads to superior classification results, compared to luminance-channel based image
processing.

1 Introduction

Recent statistics of the American Cancer Society reveal that colorectal cancer is
the third most common cancer in men and women and the second most common
cause of US cancer deaths. Since most colorectal cancers develop from polyps, a
regular inspection of the colon is recommended, in order to detect lesions with a
malignant potential or early cancer. A common medical procedure to examine the
inside of the colon is colonoscopy, which is usually carried out with a conventional
video-endoscope. A diagnostic benefit can be achieved by employing so called
zoom-endoscopes, which achieve a magnification factor of up to 150 by means of
an individually adjustable lens. In combination with dye-spraying to enhance the
visual appearance (chromo-endoscopy) of the colon mucosa, zoom-endoscopy can
reveal characteristic surface patterns, which can be interpreted by experienced
physicians. Commonly used dyes are either methylene-blue, or indigo-carmine,
which both lead to a plastic effect. In the research work of Kudo et al. [1],
the macroscopic appearance of colorectal polyps is systematically described and
results in the so called pit-pattern classification scheme.

In this work, we evaluate the discriminative power of features extracted from
subbands of the Gabor Wavelet Transform and Kingsbury’s Dual-Tree Complex
Wavelet Transform, to allow computer-assisted pit-pattern classification. Exist-
ing approaches in this research area include histogram- and 2-D DWT-based
methods for pit-pattern classification [5, 6] or classic video-endoscopy image
classification by statistical second-order measures [7, 8].

The paper is structured as follows: in Section 2 we briefly illustrate the pit-
pattern classification scheme. Section 3 outlines the proposed feature extraction
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step and the classification process. Finally, Section 4 presents our experimental
results and Section 5 concludes the paper with an summary of our work.

2 Pit-Pattern Classification

Polyps of the colon are a frequent finding and are usually divided into meta-
plastic, adenomatous and malignant. Since the resection of all polyps is rather
time-consuming, it is imperative that those polyps which warrant resection can
be distinguished. Furthermore, polypectomy1 of metaplastic lesions is unneces-
sary and removal of invasive cancer may be hazardous. The classification scheme
of Kudo et al. divides the mucosal crypt patterns into five groups (pit-patterns
I-V, see Figure 1). While types I and II are characteristic of benign lesions
and represent normal colon mucosa or hyperplastic polyps, types III-V rep-
resent neoplastic, adenomatous and carcinomatous structures. Our classifica-
tion problem can be stated as follows: the problem to differentiate pit-types
I and II from III-V will be denoted as the two-class problem, whereas the
more detailed discrimination of pit-types I-V will be denoted as the six-class
problem.

By comparing the prediction of dignity with the histological findings, recent
studies [2] have shown, that zoom-endoscopy performs significantly better than
the conventional video-endoscopy method, at least in the two-class problem. Al-
though the classification based on Kudo’s results seems to be straightforward at
first glance, the interpretation of the specific pit-patterns can be challenging [3].
Furthermore, a high-degree of inter-observer variability, which has been reported
at least for diagnosing specialized intestinal metaplasia in Barret’s esophagus [4],
can be a disturbing factor. Therefore, our work intends to find a set of image fea-
tures with enough discriminative power to enable computer-assisted pit-pattern
classification.

3 Feature Extraction and Classification

Each image of our database is decomposed by the Gabor Wavelet Transform
[10] and Kingsbury’s Dual-Tree Complex Wavelet Transform (DT-CWT) [9].
Both transforms aim to remedy one commonly known shortcoming of the max-
imally decimated 2-D tensor-product DWT: the inability to capture directional
information, which results from the fact that the wavelet filters are separable
and real. With respect to our colonoscopy images, this particular shortcoming is
important, since the images exhibit structures that are directed at various orien-
tations (see Figure 1(b)). The mother wavelet in the Gabor Wavelet transform
is defined by

ψ(x, y) =
(

1
2πσxσy

)
exp
[
−1

2

(
x2

σ2
x

+
y2

σ2
y

)
+ 2πjWx

]
. (1)

1 The process of removing polyps.
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(a) Pit-Types

(b) Pit-Types I-V (left to right)

Fig. 1. Pit-Pattern classification according to Kudo et al. [1]

The Gabor wavelets for a given number of orientations N and decomposition
scales S are obtained through the generating function

ψmn(x, y) = a−mψ(x̂, ŷ), a > 1,m, n ∈ N (2)

with m = 1, . . . , S − 1 and scale factor a. The coordinates x̂, ŷ are given by

x̂ = a−m(x cos θ + y sin θ) and ŷ = a−m(−x sin θ + y cos θ). (3)

Here, θ = nπ/N (n = 1, . . . , N) denotes the rotation angle. To obtain a
frequency partitioning, where the half-peak magnitudes of the filters touch each
other (see Figure 3), the filter parameters σu = 1/2πσx, σv = 1/2πσy in the
frequency domain are related to each other according to [10]. The final decision
is, how to choose the upper Uu and lower Ul center frequencies of the filters,
which, together with the number of decomposition scales S, determine the scaling
factor a. The second transformation we employ here, the DT-CWT, provides
an efficient realization of a complex wavelet transform, which is approximately
shift-invariant and produces approximately analytic wavelets, oriented at a fixed
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number of six directions (≈ 15o, 45o, 75o, 105o, 135o, 165o). Furthermore, the DT-
CWT is only four-times redundant in 2-D and allows an efficient implementation
based on parallel filter bank trees. The key concept is, that the filters in each
tree are designed so that the real wavelets they generate from an approximate
Hilbert transform pair and the resulting complex wavelet is thus approximately
analytic. The basic structure of the DT-CWT in 1-D is shown in Figure 2, where
a different set of low- (h0(n), g0(n)) and high-pass (h1(n), g1(n)) filters is used in
the first stage. This is a crucial requirement of the DT-CWT, because otherwise
the first stages would not be approximately analytic [13]. One tree of the DT-
CWT gives the real part of the complex wavelet coefficients, while the other
gives the imaginary part. The extension to two dimensions is straightforward
and requires four separable wavelet transforms in parallel.

g
(1)
1 (n)

g
(1)
0 (n)

g1(n)

g0(n)

↓ 2

↓ 2

↓ 2

↓ 2

h
(1)
1 (n)

h
(1)
0 (n)

h0(n)

h1(n)

↓ 2

↓ 2

↓ 2

↓ 2

Fig. 2. DT-CWT analysis FB (1-D)

Our feature extraction step is based on the assumption, that the marginal
distributions of the transform coefficients {xin}1≤n≤Li, xin ∈ C of subband i
characterize the various pit-types. Here, Li denotes the number of coefficients
of subband i. We use the classic mean µi and standard deviation σi of the
magnitude of the transform coefficients, given by

µi =
1
Li

Li∑
j=1

|xij | σi =
1
Li

⎛⎝ Li∑
j=1

(|xij | − µi)2

⎞⎠ 1
2

(4)

to constitute a general feature vector v = [µ1, σ1, . . . , µB, σB ]T for a given image,
with B denoting the total number of subbands. The same image features have
already been successfully used in [10, 11] for texture image retrieval.

To incorporate color information into the classification process, we first de-
compose each image into its red (R), green (G) and blue (B) color channel and
transform each channel separately. Thus, we obtain three features vectors vR,vG

and vB for each image of our database. To show, that color channel information
can improve classification results, we also compute a feature vector vL for the
luminance (L) channel.
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A question, that has not been answered yet is, how to choose the parameters of
the Gabor Wavelet Transform and the DT-CWT. Regarding the Gabor Wavelets,
we have to choose Ul and Uu, as well as the number of decomposition scales S and
orientations N . In [10], the authors found that four scales and six orientations,
with (Ul, Uu) = (0.05, 0.4) was optimal for their problem. This led to a scaling
factor of a = 2, where the center frequencies are one octave apart. In our studies,
we adopt the number of orientations and scales, but we vary the upper and lower
center frequencies between 0.02 ≤ Ul ≤ 0.08 and 0.1 ≤ Uu ≤ 0.4 for each color
channel. Our results show, that this is a reasonable step, since it is doubtful that
the same parameter setting is optimal for all channels. In case of the DT-CWT
the number of orientations is fixed to six and we choose a decomposition depth
of four scales. Thus, we obtain a total of B = 24 subbands for each color channel
for both transforms. For that reason, the dimensionality of the resulting feature
vectors is |vR| = |vG| = |vB | = 48.

Since we either get three feature vectors for the RGB image or one feature
vector for the luminance channel, the question arises, how to combine the color
information to obtain the best classification results. A first intuitive approach is
to concatenate the feature vectors of the color channels for each image into one
big feature vector v = [vRvGvB ]T with 3 · 48 = 144 dimensions.

Another approach to tackle this problem is, to use a so called multi-classifier,
with three single classifiers operating on the distinct feature sets. The outputs
of the classifiers are then combined by using the common combining rules, intro-
duced by Kittler et al.[12]. In multi-classifier terminology, the resulting classifier
is a so called parallel multi-classifier. We will use k-NN classifiers as building
blocks for our experiments. To obtain a reasonable error prediction, we employ
leave-one-out cross-validation (LOO-CV). The LOO-CV results will be given by
the classification accuracy, which is defined as the number of correctly classified
samples (true positives) divided by the total sample size.

4 Experimental Results

In this section, we present the experimental results of our work. Our image
database consists of 484 images acquired in 2005/2006 at the Department of
Gastroenterology and Hepatology (Medical University of Vienna) using a zoom-
endoscope (Olympus Evis Exera CF-Q160ZI/L) with a magnification factor of
150. To enhance visual appearance, dye-spraying with indigo-carmine was ap-
plied and biopsies or mucosal resections were taken to obtain a histopathological
diagnosis. For pit-pattern types I,II and V, biopsies were taken, since these types

Table 1. Number of image samples per pit-pattern class (ground truth)
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Table 2. Comparison of the two- and six-class LOO-CV results for both transforms,
using a k-NN classifier with k = 1. The top results for each color channel are marked
bold.

Table 3. Optimal parameter settings for the Gabor Wavelet Transform

2-class 6-class
Gray Red Blue Green Gray Red Blue Green

Ul 0.05 0.05 0.07 0.08 0.05 0.06 0.07 0.05
Uu 0.40 0.50 0.30 0.40 0.30 0.40 0.20 0.30
→ a 2.00 2.15 1.62 1.71 1.81 1.88 1.42 1.81

need not be removed. Lesions of pit-pattern types III(S/L) and IV have been
removed endoscopically. Table 1 lists the number of image samples per class.

Before actually transforming the images, we perform two image-quality en-
hancing preprocessing steps: histogram equalization using the CLAHE [14]
(contrast limited histogram equalization) algorithm and blurring with a 3 × 3
Gaussian kernel (σ = 0.5). The LOO-CV results for the red, green and blue color
channel are given in Table 2. The numbers represent the classification accuracy
of the LOO-CV.

We can see, that for both transforms the features obtained from the red color
channel lead to the best results in the two-class problem, whereas the features
from the green color channel are most discriminative in the six-class problem.
Regarding the parameter k for the k-NN classifier, we ran several tests with 1 ≤
k ≤ 20, with k = 1 leading to the best results in almost all cases. Table 3 lists the
best parameter settings (Ul, Uu) for the Gabor Wavelet transform, together with
the resulting scale factor a. We point out, that the optimal parameters for the
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Fig. 3. Frequency partitioning for the Gabor Wavelet Transform and the DT-CWT

color channels are in no case equal to the parameters in [10] (Ul, Uu) = (0.05, 0.4)
and additionally differ for the two classification problems.

To illustrate the difference between the Gabor Wavelet Transform and the DT-
CWT regarding the frequency partitioning, Fig. 3 shows the half-peak (Gabor
Wavelets) and 70% peak magnitude (DT-CWT) of the filter responses in the
frequency domain for a selection of filters from both transforms. The parameters
of the Gabor Wavelet Transform are the optimal parameters for the red color
channel in the two-class problem.

Regarding the combination of the information from the different color channels
of the RGB color model, Table 4 lists the LOO-CV results for both transforms
and combination methods, together with the LOO-CV results of the luminance
(gray) channel features. The concatenation scheme is abbreviated by concat. and
the multi-classifier is abbreviated by MC.

For both transforms, the so called product rule [12] performs best for the
two- and six-class problem using the multi-classifier. Although, the overall best
LOO-CV results are obtained from the DT-CWT features using the simple con-
catenation scheme. Due to the fact, that no combination scheme is optimal in
all cases, we follow that there is no common rule for combining color channel
information for our classification problem. However, both combining schemes are
at least superior to the luminance channel features alone.

5 Conclusion

In this work, we presented an approach to computer-assisted pit-pattern classifi-
cation by means of two multi-directional multi-resolution transforms. Compared
to the top results in [6] (75% in the two-class problem and 57% in the six-class
problem), which are based on the same image database, we have come to the
conclusion that the directional selectivity of both transforms leads to improved
classification results and outperforms feature extraction based on the maximally
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Table 4. Comparison of the LOO-CV results for the luminance channel and the com-
bined color channel information, using simple concatenation and a 1-NN multi-classifier
with the product combining rule. The top results for both classification problems are
marked bold.

decimated 2-D DWT. In addition, color channel information leads to even better
results and is superior to luminance-channel based image processing, at least for
our two classification problems. This is consistent with the results in [5], where
information from three-dimensional color histograms led to the top classifica-
tion results. Regarding the choice, which transform to choose, we favour the
DT-CWT, since it is less computationally expansive than the Gabor Wavelet
transform and leads to slightly better classification results.
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Summary. Image retrieval deals with a problem of finding similar pictures in image
database. Our task is to find originals of modified images, typically stolen and repub-
lished on the web. Our problem is specific in terms of the database size (millions of
photos), demanded speed of the search (seconds), and unknown image modifications
(loss of quality, radiometric degradation, crop, etc.). Proposed method works in the
following tree steps: 1. Image preprocess – normalization for robustness to the modifi-
cations. 2. Retrieval of candidates from the database index – stochastic decision in each
vertex of the index tree is used to find the most relevant candidates. 3. Verification
of the candidates – modified phase correlation is used. The method was implemented
in practice with very good results. Based on wide experiments, it was shown that the
success rate of the search depends on the level of image modification.

1 Introduction

Large image databases are often run on a commercial basis – browsing through
and viewing images is free of charge while downloading and re-using them on
your webpages and articles is a subject of a fee. However, some users republish
the downloaded images without paying the fee, which is a violation of copyright
law. The copyright owner thus wants to regularly scan suspicious domains or
websites to check if there are any unauthorized copies of the database images.

This paper describes an original method which we developed for an interna-
tional advertising and press company. This company runs a database of more
than 10 millions photographs updated everyday. They estimate hundreds thou-
sands images being used without permission on the web. Detection of illegal
copies is complicated by two principal difficulties – the unauthorized images are
usually modified before they are post on the web and the response of the system
must be extremely fast because of an enormous number of database images. Al-
though this problem formulation looks like an image retrieval task, this is not the
case. In traditional image retrieval, we want to find in the database all similar
images to the query image, where similarity is evaluated by colors, textures, con-
tent, etc. Here we want to identify only the equivalent images to the query (we

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 44–51, 2007.
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call this task image identification. This is why we cannot apply most of standard
image retrieval techniques. By the term ”equivalent images” we understand any
pair of images which differ from one another by the following transformations.

• Quality reduction. Either compression to different image format or resize
changes the image representation, although the image seem very similar to
human eye (in Fig. 1b).

• Radiometric and color distortions. We consider changes of image brightness
and contrast (in Fig. 1c), changes of color tone or conversion of the image to
gray-scale (in Fig. 1d).

• Crop of the image. Image part can be cropped from the background, still we
consider that the major part of the image is preserved. Also, a frame can be
added to the image or aspect ratio can be changed (in Fig. 1e).

• Local changes. A logo can be added to the image, or a thin label can go
throw the image (in Fig. 1f).

• Combinations. Reasonable combination of distortions mentioned above is also
considered. However, their increasing amount and significance will surely
impact the algorithm results (in Fig. 1g).

Fig. 1. Possible modifications of the query image. The first image is the original stored
in the database.

We decided to include the above transforms into our ”equivalence relation”
because, according to the earlier statistics performed by the company, they are
frequently present in unauthorized copies.

It is not possible to use directly any of the existing methods. Probably the
closest published method is by Obdržálek et al. in [4]. It is suitable for recognition
of man-made objects with partially planar surface, such as goods in a supermar-
ket. It can handle very general situations including partial occlusion and affine
transform of the objects but this is useless for our purpose. Our method is dif-
ferent is several aspects. We can not use several maximum extremal regions per
image, because on our database images they may not exist. Our index tree is
thousand times bigger than that one considered in [4], so we need to use differ-
ent, space-efficient tree structure. Finally, we include another independent image
comparison to eliminate false positives matches.
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We present an original image identification method, which is based on a hi-
erarchical structure of the database, representation of the images by proper
invariant features, and a fast tree-searching algorithm. Our method has got very
good identification rate in a reasonable response time. In this article, we present
main idea of the method as well as selected details.

2 Algorithm Outline

A kind of binary decision tree is used for the database indexing. Some image fea-
tures are needed to characterize the image in the index. We require the features
to be robust to considered degradations, stable, but mainly to be extensible and
discriminate enough for any database size. We use image intensities in various
pixel positions, surely after dealing with the image distortions. This choice is
simple in principle, but we found it effective in presented method. Our image
identification works in these three steps:

1. Normalization. Robustness to the modification is ensured by normalization
of the images during a process. In other words: Each of the considered mod-
ification corresponds with a change of an evaluative image quality. We apply
the modification once again in an amount, that was established to set the
qualities to the same value for all the images. This process annuls the impact
of considered modifications.

2. Stochastic index. The database images are organized in binary decision tree.
Thus, we obtain several candidates for match with a query image very
quickly. Decisions in the tree are based simply on image intensity at certain
position. The position and threshold are set for each vertex during build of
tree. For individual query image, stability of decisions in the tree is eval-
uated. We alternate the unstable decisions during the image identification.
So, we get many candidates per query.

3. Candidate verification. Edge information of the image serves for the the final
comparison of a candidate with the query image. More concretely, phase
correlation restricted to low-pass fourier transform is used.

3 Normalization

Both the query image and the database images are preprocessed previously. We
apply some normalizations to make the images invariant to considered modifi-
cations. First, we convert the images to gray-scale to handle color distortions.
Then, the lowest and the highest 10 percent image histogram fraction are found
and their centers of gravity are set to fixed values (by addition / multiplication
of the image intensity values). This ensures image invariance to brightness and
contrast changes.

The image crop is tougher modification to handle. The first idea could be
to use features invariant to crop, such as corners (found for example by Harris
corner detector [1]) or intersection points. We do not use them because it is not
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Fig. 2. Schema of the image identification. First, normalization of the query image is
done. Then, the most probable candidates are found in the index tree. And finally, the
candidates are verified by modified phase correlation.

possible to stably match (identify) those points for all the database images after
crop. We consider that the crop preserves major part of the image. For most of
the images, the part is separable from the background by color. So, we segment
the major part of the image and bound it by a crop invariant frame.

We introduce a special color-based segmentation for separation of the image
major part. The algorithm finds a frame in the image which fulfill following
requirements: it is big enough, ir does not lay on the image border, it is color
specific and it as stable as possible. It was developed heuristically with respect
to experiment results. Our algorithm works in principle as follows: In principle,
it divides the image into blocks, computes the block color character, and finds
neighborhood blocks with the same character for each possible starting block.
The segmented region is broadly bounded by box, which we call a frame. Stability
and ”quality” of a the frame is evaluated. For the database images, just area
bounded by the best frame is used for image identification in the index tree. It
is reasonable to consider that this frame will be found in the modified image as
one of the best, too. Therefore we use the best five variants of the frame for the
image search.

4 Stochastic Index

The task for the index is to retrieve image from the database quickly. Response
time to a query must be principally shorter than proportional to the database
size, which goes to millions of images. Input for the index is a query image
that have been normalized and blurred the same way as the database images
were. They should be very similar, but still, we need to evaluate stability of each
decision in the index tree to be robust to minor image changes.

The database images are organized in a binary decision tree, commonly used
to handle huge amount of data (a survey is done in [3]). Decision in the tree
are based on intensities of image pixels. The pixel (threshold) position is taken
relatively to the valid image area (frame). Once we have two different branches
of the tree, each of them can contain images differing mainly (and therefore the
most stably) in a different image part. Such a threshold position is established
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Fig. 3. Image preprocess. The original is converted to gray-scale, crop-invariant frame
is found and its brightness and contrast are normalized. On the right, multiple invariant
frames used for the image identification are shown.

during the tree build. So, each node of the tree contains threshold value and
relative position of the threshold pixel.

Now we describe the search for image in the index tree. In a node, pixel of
the query image is compared with the threshold value and its sub-branch (next
node) is chosen. We establish stability of the comparison as a likelihood, that
the image belong to the same (left/right) branch even after following image
distortions. We assume that the threshold pixel can change its intensity (with
uniform distribution in certain intensity interval) and it can change its position
(the miss-place has a two-dimensional gaussian distribution) (in Fig. 4). This
stochastic model is similar to the one presented by Obdržálek [4], but their
usage of the model is different.

Fig. 4. Stability of decision in the tree. The image and the threshold position, likelihood
that a pixel is above the threshold, likelihood of threshold position change, and their
multiplication.

This way we go throw the index tree till we reach a leaf containing an image –
candidate for the match. Now, we select node with the least stable decision. Now
we continue throw the alternate branch and get an other match candidate. This
way we found 20 images from the index with the highes probability to match the
query image. Note, that some candidates are found even for totally dissimilar
query image.

It was mentioned above that the index tree needs to be prepared previously.
Because of the huge number of images, the tree is build gradually. Our algorithm
works in principle as follows:
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1. Read normalized version of a database image from a disk one by one.
2. Find a leaf in the partially builded tree for the image and register the image

to the leaf.
3. If the leaf contains enough images, convert the leaf to inner tree node and

redistribute its images as follows:
a) Choose randomly several positions of a threshold.
b) For each threshold candidate, get intensity values at the processed posi-

tion (for all the images belonging to the leaf).
c) For the threshold candidate, compute the threshold value as a median

of the intensity values.
d) For the threshold candidate, compute its stability as a sum of decision

stabilities for all the images belonging to the leaf. It means, evaluate the
likelihood described in the paragraph about search (and in Fig. 4).

e) Choose the most stable threshold of the threshold candidates and save
its position and the processed node (leaf).

f) Create left and right sub-node of the processed node. Based on the new
threshold, redistribute the images of the processed node to them.

4. After all the database images have been processed by previous steps and are
registered to some leaf, divide the leafs till they contain only one image. (Do
it the same way as in steps 3a to 3f).

5 Rest of the Method

In the last step, the candidate images are compared one by one with the query
image. We use modified phase correlation (originally introduced by Kuglin [2] in
1975). Phase correlation is robust to overlap, shift and radiometric degradation.
We restrict the correlation only to low-pass of the fourier spectrum to make the
comparison more stable for image quality changes (in Fig. 5).

For better performance in practical experiments, many improvements have
been made on the basic method scope described above. The algorithm use several
parameters and options, that affect both the identification rate and algorithm
speed. There is another tradeoff with the normalization: the more quantities are
normalized, the more information is lost and it is harder to identify the original
image; but it makes it possible to identify images with harder combination of
distortions. We overcome this situation by usage of more than one versions of
preprocess (with different normalization and different parameter set). And, of
course, more than one index tree. We use two independent index trees in the
prototype implementation: one is build from images with normalized histogram,
the second is build and searches for the image parts bounded by the invariant
frames.

The method is being implemented as a configurable framework. A structured
configuration file controls application of zero to several normalization algorithms
per image, build and search in several index trees as well as it contains all
parameters for all the algorithms. (Note, that some simple preprocess algorithms,
such as mirroring or blurring, are not described in this article). We have also
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Fig. 5. Candidate verification. Low-pass of phase correlation bases the image compar-
ison on their major edges.

implemented implemented optional index ability to work with color images. In
that case, a threshold value is replaced by a plain in RGB color space.

6 Experiment Results

Prototype of the proposed method was implemented in Matlab. Tests have been
done on 100 000 image database. First, a thousand of query images was generated
for each considered modification (the images are still ”equivalent”, see samples on
Fig. 1). Strength of the modification is varying around the level expected from the
practice. The identification ratio is very good, better than we expected. Original
images are found successfully in 99.5 % of cases. The rest 0.5 % are cases, when
the database contained a very-similar image (e.g. with some retouching), that
has been identified before the original one. For typical automatically republished
images, identification rate is more than 90 %, which is very good for practical use
of the method. The identification rate surely decrease for harder modifications,
but even for combinations of radiometric degradations, crop and logo is still
about 20%. See table 1 for more details.

Response speed of the Matlab prototype is up to 20 seconds per image. Image
retrieval from the index tree takes about 0.2 second, rest belong to the one by
one candidate verification by the fourier transform. Build of the index tree takes

Table 1. Identification rate on 100000–image database. The identification rate depends
on kind of image modification.

Degradation True positives False positives
Original 99.5 % 0.4 %
Logo added 98.2 % 0.2 %
Scale 94.6 % 0.4 %
Brightness and contrast 71.2 % 0.7 %
Crop 45.0 % 0.2 %
Scale + logo 93.4 % 0.2 %
Scale + logo + frame 35.8 % 0.4 %
Radiometric deg. + crop + logo 18.2 % 0.5 %
Not in the database 0.0 % 0.3 %
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less than a second per image. But, the database build can take several days with
some non-trivial normalization (such as invariant frame – about 3 seconds per
image). Overall, the method speed as well as the identification rate depends on
appropriate set of parameters.

7 Conclusion

In this article, we presented our method for modified image identification. The
task is specific by character of the modifications, the database size, and required
response speed. The method is novel in normalization during the image prepro-
cessing (invariant frame, normalization) and in stochastic backtracking throw the
image index. It was shown in experiments on huge database that the method
performs very well. It is ready to catch majority of illegally republished database
images on scanned web sites.
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Summary. Although a large number of face localization methods was proposed in the
literature and many of these theoretical ideas seem very attractive, their practical value
still needs to be verified. Moreover, while the techniques being described in publications
are getting more and more sophisticated, they quite often rely on very straightforward
concepts like edge maps. Therefore, the main goal of this work was not to propose
another face localization method but to carefully evaluate the basic algorithms – in
order to identify their practical drawbacks or hidden potential.

1 Introduction

Face recognition [1] was one of the first concepts for application of image analysis
and pattern recognition techniques to person identification. Some of the basic
algorithms appeared in early 1990’s and at the end of that decade we already
had dozens of new methods and practical solutions.

Every biometric application based on face recognition must perform the lo-
calization of the image fragment that will be further analyzed; running a recog-
nition algorithm on the whole image, containing not only the face but also the
background and other objects, cannot provide reliable results.

For the above reasons a lot of face localization methods have been described
in the literature [2]. However, these publications usually have very brief exper-
imental sections and do not allow the reader to judge the practical value or
possible disadvantages of the methods. From the practitioner’s point of view the
questions of speed and reliability in changing conditions are crucial but they
can only be answered when the algorithms are independently implemented and
tested.

There is no doubt that the task of evaluating the face localization and recog-
nition methods became easier since the representative databases of images like
FERET [3] or BANCA [4] appeared. Thanks to them researchers are able to
prepare quantitative results instead of presenting a set of chosen examples. On
the other hand, careful analysis of the particular cases in which the algorithm
failed, finding the reason for which it failed, can provide much more practical
information than studying only the final scores.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 52–59, 2007.
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In the previous work [5] we described results of the face localization tests
performed with the help of our implementation of the Active Shape Models.
Although the technique is theoretically sophisticated, it revealed several serious
problems in real-life situations. Therefore, this time we decided to test the very
basic approaches:

• the method of edge-maps [6], that represents the very early idea that a face
can be localized by finding the elliptical contour in a scene;

• the color and shape analysis [7], which assumes that a face is an elliptical
object with characteristic skin-like color.

The experiments were performed with the help of the ALiSOT system [8]
prepared in our department.

2 Edge Maps

The method described in this section is based only on the assumption that the
outline of a face is oval and that it can be approximated by an ellipse [6]. This
approach requires the precise edge map of the analyzed image, which can be
acquired with the help of the well-known Canny’s algorithm [9].

Having calculated the edge map we must pay special attention to the existence
of edge intersections. If they represent overlapping objects then they should be
removed from the map to preserve the consistency of the face outline, which,
in turn, is particularly important in the next step, when similar segments are
grouped. Thus, the algorithm analyses pixel configurations in 3×3 neighborhoods
and removes the intersections. Unfortunately, this causes a risk of dividing some
of the correct edges into several parts so the special labeling procedure tries
to find the edges represented by many separated segments. It constructs vectors
along the different segments around each intersection and then calculates the dot
product for every pair of the vectors. The pair with the lowest value is treated as
a representation of one partitioned edge, so the segments for which the vectors
were created are assigned the same label.

When the map of the labeled segments is ready, another algorithm takes pairs
of edges and fits ellipses to them. For most of the faces the ratio of the two ellipse
axes falls into particular range and this fact is used as a criterion for choosing the
face candidates. The ellipse that covers the highest number of edges or contains
only one very strong edge is selected as the face outline. The subsequent steps
of the algorithm are illustrated on Fig. 1.

Even after analysis of only three sample images from BANCA database, taken
in “controlled” conditions, i.e. with uniform background and good lighting, we
were able to identify some important drawbacks of the method.

1. Although segmentation of the first image gave quite good results (Fig. 2),
the face outline in the edge map is formed from two segments. One of them
contains not only the contour of the face but traces also the nose, eyebrow and
neck. In this case the algorithm managed to fit the ellipse correctly but the
problem of too long segments is a potential source of serious mistakes.
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Fig. 1. The method of edge maps: (a) source image, (b) final form of the edge map
with candidate ellipses, (c) localized face

Fig. 2. Improper countours taken into account during the segmentation

2. In the next image (Fig. 3), the face outline is even more fragmented. This
causes troubles because: a) when the ellipse is fitted to the forehead contour,
the fitment score is very high, suggesting that this is the best solution, but the
face is not segmented accurately (Fig. 3b); b) if we match the ellipse to the two
most distinct segments the result appears wrong again as we get too narrow face
region (Fig. 3c).

Fig. 3. Problems caused by inadequate fitment values

3. The third example (Fig. 4) demonstrates how poor edge map one can obtain
even in good, controlled conditions. The longest edge segment represents one side
of the face but contains also the horizontal line formed by the eyebrows. If we fit
the ellipse to this edge, it will not even cover both eyes of the person (Fig. 4b).
We can try to use a pair of edges (Fig. 4c) but then we would receive the low
fitment score of the resultant ellipse.

The above critical observations do not mean that the method cannot be useful
at all. The image shown on Fig. 1 was segmented almost perfectly despite the
low quality of the photograph (taken with the webcam), non-uniform background
and adverse lighting. However, in the example shown in Fig. 5a once again we
face the problem of one long edge segment that does not allow the ellipse to fit
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Fig. 4. Poor edge map obtained despite the good conditions

properly. Figure 5b proves that the algorithm removing edge intersections does
not always cope with realistic situations – in this case we get a large, branched
edge that disturbs the ellipse-finding procedure.

Fig. 5. Problems caused by too long edge segments

The final conclusions are as follows.

1. The method uses small amount of information, nevertheless this data should
be enough in most of the cases, since the human observer is able to locate the
head outline easily even on a very fragmented edge map. This means the general
idea is passable, although the original algorithm should be improved in many
ways.

2. It is obvious that the method could be practically used only in particular
conditions: the proper lighting and reasonable background is essential. The size
of the head must fall within some predefined range and only one face can be
localized at a time. On the other hand the quality of the image is less impor-
tant, even the cheapest webcam produces images that are good enough for this
method.

3. The main improvements of the method should be related to the proper
edge segment extraction and analysis. Not only the intersections but also the
points at which the edges are bended too much should be removed from the
map. Moreover, the edge labeling and grouping algorithm should become more
knowledge-driven; the ellipse matching procedure could be replaced by more
advanced curve fitting algorithm. The method should take into account also the
orientation of the ellipse so that it could localize not only the upright faces.

4. The analysis of the egde maps obtained for the sample real-life images leads
to the observation that in many cases it is not the head outline ellipse that helps
humans to locate the face region on the edge map – it is the distinctive and
characteristic line representing the neck and shoulders of a person. Therefore,
this features should be taken into account during the image analysis, for example
they could be included in some form of a face model.
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3 Color and Shape Analysis

This approach is based on the observation that the human face is characterized
by the oval shape and the specific skin color, even in changing illumination
conditions [6]. The HSV model is used and the hue and saturation parameters
are treated as the ones that carry the most important information. The authors
of the algorithm say that this way the human color perception is simulated and
the independence from illumination changes can be at least partially achieved.
They also indicate that the color thresholding parameters should be set to the
following values: Smin = 0.23, Smax = 0.68, Hmin = 0◦, Hmax = 25◦.

As the oval shape of the face can be approximated by an ellipse, the search
for the potential face regions may be reduced to fitting an ellipse to each of the
candidate areas. In the first step the region-growing algorithm is employed to find
and label all the image fragments with skin-like color. Then for each connected
component (within a given size range) the best fitted ellipse is computed on the
base of moments. The ellipse is described by its center (x, y), the axis (a, b)
and the orientation θ. The last parameter must not exceed 45◦, and the ratio
of major to minor axis should be reasonable (we chose the range of [1.0; 2.2]).
For each of the candidate ellipses the fitment measure V is determined. It is
based on counting the “holes” inside the ellipse and the points of the connected
component that remain outside of the ellipse.

When the head region is found we search it in order to localize the eyes
and mouth. This is achieved by analysing the vertical and horizontal grey-level
projections extracted from the image. The subsequent steps of the algorithm are
illustrated on Fig. 6.

Fig. 6. Subsequent steps of the color and shape analysis: (a) source image, (b) skin
region, (c) filling holes and smoothing the image, (d) ellipse fitting, (e) normalized face
image, (f) y-projection, (g) x -projection of the selected horizontal line, (h) final result

The faces shown on the three examples from the “controlled” subset of the
BANCA database were localized passably (Fig. 7). One can notice, however,
that in all of the cases the hair and neck were also included in the face region so
the ellipses cover too large area. The results are therefore not accurate enough
for the face recognition or verification module, because the artifacts included in
the ellipse would disturb the process of feature extraction.
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Fig. 7. (a, b, c) Face regions and (d, e, f) the results of the segmentation

When we tried to perform the segmentation of the images taken with the
webcam the results were much worse. This was caused by the poor color repro-
duction provided by the cheap CCD sensor. For the photograph shown on Fig. 8a
we did not obtain any skin region at all (Fig. 8b). The thresholding parameters
had to be changed to Smin = 0.0, Smax = 0.2 (very low saturation) and Hmin =
300◦, Hmax = 350◦ (purplish-blue skin tones!). This way we managed to extract
the face region properly (Fig. 8c) but when we tried to process an image taken
a few minutes later with the same webcam (Fig. 9a), the same set of parameters
led to extraction of everything but the face (Fig. 9b). We switched to the default
values again and the result was different but not better (Fig. 9c). It seems that in
the case of the low quality camera and uncontrolled conditions the parameters of
the method should be changed almost from frame to frame. This means that the
method would not work at all with the popular, Internet-oriented hardware, so it
cannot be employed, for example, to control the compression of videoconference
images.

Obviously, if the background has the color that belongs to the range of skin
tones, the method will fail. The problem is that the colors resembling the skin

Fig. 8. Parameters had to be changed to perform the segmentation (see text)

Fig. 9. A new set of parameters was needed for the next image
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may appear in surprising locations, as we can see on Fig. 10. This is because the
intensity of the color is neglected to ensure the independence from illumination
changes. As a side effect, however, the face candidates can emerge from the
background.

Fig. 10. (a) An image taken with a digital camera, (b) skin tones in the background,
(c) the real face region was not even taken into account during the ellipse fitting

As we mentioned before, the method of color and shape analysis is also capa-
ble of locating the eyes and mouth. However, because in most of the cases the
resultant ellipse is too big, the facial feature localization process can be easily
disturbed. The typical example is shown on Fig. 11. The upper significant mini-
mum in y-projection originates from the black eyebrows, not the eyes (Fig. 11b).
Unfortunately, the line corresponding to the minimum has the x -projection that
suggests the presence of eyes (Fig. 11c), so the mislead algorithm detects them
at a too high position.

Fig. 11. The problems with localization of the face features (see text)

We sum up our observations concerning the color and shape analysis as
follows.

1. The method is suitable only for very controlled conditions, i.e. ideal il-
lumination and uniform background with the appropriate color. The method
works reasonably on high quality images, e.g. the photographs taken with a dig-
ital camera but the color misrepresentations introduced by popular devices such
as webcams are so significant that the correct localization of the skin region
becomes very difficult.

2. The default parameters of the method must be modified very frequently –
most often the range of the skin color values must be changed or shifted in order
to compensate for the color distortions introduced by the camera.
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3. The large background objects in the skin-like color always lead to failure,
even if their shape is not elliptical at all.

4. Although the method uses more information than the previous one, the
results of face localization are not very accurate even in good conditions.

5. Generally saying, color is not the feature that we can depend on when
looking for a face in an image.

4 Conclusions

Searching for a reliable and practically useful method of face localization we
implemented the advanced idea of Active Shape Models [5] but the results were
disappointing. Therefore, this time (with the help of our ALiSOT system) we
tested the very simple concepts, trying to utilize the “less is more” approach.
As a consequence we realized that the segmentation based on color is worthless
in the case of face images. Our experiments, however, encouraged us to prepare
a face localization algorithm based on advanced analysis of edge maps. We will
report results of these efforts as soon as the new implementation is ready.
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Summary. A new hybrid clustering method based on a fuzzy myriad is presented. The
proposed method could be considered as generalization of well known fuzzy c—means
method (FCM) proposed by Bezdek. Existing modification of the FCM method, such
as conditional clustering or partial supervised clustering can be applied to determine
the objective function of the proposed method.

1 Introduction

The clustering aims at assigning a set of objects to clusters in such a way that
objects within the same cluster have a high degree of similarity, while objects
belonging to different clusters are dissimilar. The clustering methods can be
divided into hierarchical and nonhierarchical (partitioning) methods. In this pa-
per, clustering by minimization of a criterion function will be considered. The
most traditional clustering methods are ”hard” pertitioning i.e. every object be-
longs to one group (cluster). In such a partition boundaries among clusters are
sharp. However, in practice, the bounderies are not strict but ambiguous. Thus,
soft partitioning is more suitable in this case. However, the fuzzy set theory
proposed by Zadeh [3] performs soft partitioning. The most popular method of
fuzzy clustering is the fuzzy c–means (FCM) method proposed by Bezdek [1].
Unfortunately the FCM method is sensitive to presence of outliers and noise
in clustered data. In real applications, the data are corrupted by noise and as-
sumed models such a Gaussian distribution are never exact. In this method is a
prototype–based method, where prototypes are otpimal for the Gaussian model
of data distribution. The Gaussian model is inadequate in an impulsive envi-
ronment. Impulsive signals are more acurately modeled by distributions which
density functions have heavier tails than the Gaussian distribution [4, 5].

This paper is divided into four sections. In the section 2.1, the weighted myr-
iad (treated as fuzzy myriad) and its properties are described. Next, in the
section 2.2 is introduced an objective function and its optimal arguments: clus-
ters prototypes and partition matrix. The subsection 2.3 describes the method
of estimation of myriad linearity parameter value. The section 3 presents exper-
imental results. Finally, in section 4 conclusions are presented.
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2 Hybrid Fuzzy Clustering Method (HFCMyr)

2.1 Weighted Myriad

Let us consider a set of N independed and identically distributed (iid) observa-
tions, X = {x1, x2, · · · , xN}, and a set of assigned weights U = {u1, u2, · · · , uN}.
A weighted myriad is the value, that minimizes the weighted myriad objective
function defined as follows:

Θ̂ = arg min
Θ∈�

N∑
k=1

ln
[
K2 + uk (xk −Θ)2

]
. (1)

The value of weighted myriad depends on the data set X , the assigned weights
U and the parameter K, called a linearity parameter. Two interesting cases may
occur. First, when the K value tends to infinity (i.e. K →∞), then the value of
weighted myriad converges with the weighted mean, that is

lim
K→∞

Θ̂K =
∑N

k=1 ukxk∑N
k=1 uk

. (2)

where Θ̂K = myriad {xk � uk;K}N
k=1. This property is called myriad linear

property [5].
Second case, called modal property, occurs when the value of K parameter

tends to zero (i.e. K → 0). In this case the value of the weighted myriad is
always equal to one of most frequent values in the input data set, i.e.:

Θ̂0 = arg min
xj∈Ξ

N∏
k=1,xk �=xj

|xk − xj | . (3)

where
Θ̂0 = lim

K→0
Θ̂K ,

and Ξ is a set that contains the most frequent data in the input data set X . The
value Θ̂K is defined in the same way as in the linear property.

2.2 Objective Function

Let’s consider a clustering category in which partitions of data set are built on
the basis of some perfomance index, known also as an objective function [2]. The
minimization of a certain objective function can be considered as an optimisation
approach leading to suboptimal configuration of the clusters. The main design
challenge lies in formulating an objective function that is capable of reflecting
the nature of the problem so that its minimization reveals a meaningful structure
in the data set.

The proposed method is an objective functional method based on fuzzy
c–partitions of finite data set [1]. The proposed objective function can be an
extension of classical within–groups sum of squared error objective function.
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Assuming that a different value of K has been assigned to each cluster, the
objective function of proposed method can be described in the following way:

Jm (U,V) =
c∑

i=1

N∑
k=1

p∑
l=1

ln
[
K2

i + um
ik (xk(l) − vi(l))

2
]
, (4)

where c is the number of clusters, N is the number of data and p is the number
of features. K2

i is the myriad linear parameter assigned to the i-th cluster and
1 ≤ i ≤ c, uik ∈ U is the fuzzy partition matrix, xk(l) represents l-th feature
of the k-th input data from the data set and 1 ≤ l ≤ p and m -s a fuzzyfing
exponent called fuzzyfier.

The optimization of the objective functin Jm is completed with respect to the
partition matrix and prototypes of the clusters. The first step is a constraint–
based optimization, which involves Lagrange multipliers to accommodate the
constraints of the membership grades [1, 2].

The columns of partition matrix U are independent, so the minimization of
obejctive function (4) can be described as:

Jm(U,V) =
N∑

k=1

c∑
i=1

p∑
l=1

ln
[
K2

i + um
ik (xk(l)− vi(l))

2
]

=
N∑

k=1

Jk

(5)

The minimization of (4) can be reduced to minimization of N independent
components Jk. When a lienar transformation L(·) is applied to the expression
K2

i + um
ik (xk(l) − vi(l))

2 its variability range is changed to (0, 2], i.e.

0 ≤ L
(
K2

i + um
ik (xk(l) − vi(l))

2
)
≤ 2. (6)

Based on (6) and representing the logarithm function by its power series, the
minimized of the obejctive function can be reduced to the following expression:

J ′
k =

c∑
i=1

p∑
l=1

[
L2

i + um
ikd

2
ik(l)− 1

]
, (7)

where
L2

i + um
ikd

2
ik(l) = L (K2

i + um
ikxk(l) − vi(l)

)2
,

and
d2

ik(l) = (xk(l)− vi(l))
2
.

When the Lagrange multipliers optimization method is applied to the (7) ex-
pression we obtain:

J ′
k (λ,uk) =

c∑
i=1

p∑
l=1

[
L2

i + um
ikdik(l)− 1

]− λ

(
c∑

i=1

uik − 1

)
, (8)
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where λ is the Lagrange multiplier, uk is the k-th column of partition matrix and
the term λ(

∑c
i=1 uik − 1) arises from definition of the partition matrix U [1, 2].

When the gradient of (8) is equal to zero then, for the sets defined as:

∀
1≤k≤N

Ik =
{
i | 1 ≤ i ≤ c; ‖xk − vi‖2 = 0

}
Ĩ = {1, 2, · · · , c} − Ik,

the values of partition matrix are described by

∀
1≤i≤c

∀
1≤k≤N

uik =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

[∑c
j=1

(
‖xk−vi‖
‖xk−vj‖

)2/(m−1)
]−1

if Ik = ∅
0 if ∀

i∈Ĩk

1 if I �= ∅.

(9)

where ‖ · ‖ is an Euclidean norm, and vi are cluster prototypes 1 ≤ i ≤ c.
For the fixed number of clusters c, parameters m and Ki 1 ≤ i ≤ c and the

fized partition matrix U, the prototype values minimizing (4) are fuzzy myriads
described as follows:

vi(l) = arg min
Θ∈�

N∑
k=1

ln
[
K2

i + um
ik (xk(l)−Θ)2

]
, (10)

where: i is the cluster number 1 ≤ i ≤ c and l is the component (feature) number
1 ≤ l ≤ p.

2.3 K Value Estimation

The α–stable distribution is a generalization of the Gaussian distribution (when
α = 2) or the Cauchy distribution (when α = 1). So, methods for evalu-
ating parameters of α–stable distribution can be applied for the mentioned
distributions.

Assuming, that x is α–stable random variable, and y = ln |x|, the following
dependence can be proofed [6]

V ar(y) =
π2

6

(
1
α2 +

1
2

)
, (11)

where 0 ≤ α ≤ 2. For the Gaussian distribution (α = 2), the K value should
approach infinity. For K > 50, differences between the fuzzy myriad and the
fuzzy mean can be omitted, therefore at the Gaussian point is set a K = 50.
For the α < 1, the fuzzy myriad estimator should be as selective as possible (K
should approach 0). The following relation between α and K values has been
proposed [7]

K =
√

α

2 − α
. (12)
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Fig. 1. Proposed α − K curve

For the data set X , the estimation for each cluster can be done in the following
way

• For the i-th cluster, for each element 1 ≤ l ≤ p of feature vectors belonging
to the i-th cluster, compute the Kl parameter,

• Finally, the value of Ki is computed as Ki min
1≤l≤p

Kl.

The proposed strategy of the Ki value estimation can be considered as a maxi-
mum selectivity strategy.

In some cases, an estimation of the α value based on (11) results incorrect
values (i.e. the α is the complex value). In such cases, the value of Ki parameter
is fixed at 2.0.

2.4 Clustering Data with HFCMyr Clustering Method

The hybrid clustering method can be described as follows:

1. For the given data set X = {x1, · · · ,xN} where xi ∈ �p, fix the number of
clusters c ∈ {2, · · · , N}, the fuzzyfing exponent m ∈ [1,∞) and the tolerance
limit ε. Initialize randomly the partition matrix U and fix initial values of
Ki parameter for each cluster, fix l = 0,

2. calculate the prototype values V, as weighted myriads. A weighted myriad
has to be calculated for each feature of vi based on (10),

3. update the partition matrix U using (9),
4. update Ki, where 1 ≤ i ≤ c based on (11) and (12),
5. if

∥∥U(l+1) −U(l)
∥∥ < ε then stop the clustering algorithm, otherwise l = l+1

and go to (2).

3 Numerical Experiments

To illustrate the performance of proposed method, HFCMyr method is run on
two data sets. The first data set is an artificial two–group data in 2D space. The
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well known IRIS data set proposed by Fisher [8] has been chosen as the second
data set.

In all evaluated simulations the fuzzyfier m = 2 was used. The Fuzzy C–Means
method, proposed by Bezdek [1], has been chosen as the reference method. The
figure 2 shows the first data set. This data set is fylly synthetic with well–defined
centers of groups in 2D, located at [0.3 0.3]� and [0.8 0.3]� respectively. The
true value group centers are marked with triangles. Outliers have been added at
the point [100, 100]�. The number of outliers varies from 0 (no outliers) up to
32 (number of points when the proposed method has crashed down). The test
data set with outliers has not been presented because of its illegibility. For the
synthetic data set, the following values have been fixed: the number of clusters
c = 2, and the tolerance limit ε = 10−6. The results for the proposed method are
presented in the table 1, and the results of reference method in the table 2. For
the IRIS data set, the following values have been fixed: the number of clusters
c = 3, and the tolerance limit ε = 10−6.
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Fig. 2. The synthetic data set

Table 1. The prototype values of synthetic data set and the proposed method
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Table 2. The prototype values for synthetic data set and the reference method

Results are shown in the tables 3 and 4 for the proposed and the reference
methods, respectively.

Table 3. Results for IRIS data set and the proposed method

Table 4. Results for IRIS data set and the reference method

The results obtained from proposed method and the reference method are
very similar for the data without outliers. An increase the number of outliers
improve selectivity of clusters estimation in the proposed method (the value
of Ki parameter decreases), while in the reference method incorrect (different
than expected) results are obtained. The critical number of outliers that causes
breaking results from the proposed method is 31, whereas the reference method
breaks down for data with 5 outliers.

4 Conclusions

This paper has dealt with clustering of data corrupted by noise and outliers.
The well-known existing methods, for example Bezdek’s FCM are sensitive on
outliers, hence the obtained groups can be different than primary expected.
Therefore, methods with intuitively correct results (the same or very similar to
expected) are worth searching for.

Results of the proposed method are more acurate than the reference method
outputs. A nonlinear estimation of group prototypes has increased robustness of
the clustering method. The main advantage of proposed method is its flexibility,
i.e. for each cluster the same estimation method is applied for the prototype
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value assessment. From the estimation point of view, the values of prototypes
are computed in different manners. For small values of K parameter (i.e. below
2.0) the prototype value is computed as nonlinear, very selective estimator. For
large values of K parameter (i.e. greater or equal 50) the prototype values are
computed as ordinary mean. The cost of the increased robustness and flexibility
is the longer computation time.
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Summary. A concept of structural image analysis and interpretation based on super-
relations and on ontological models is presented. The system of image interpretation
should contain the structural analysis (SA), ontological models (OM) and semantic
relationships (SR) modules. The role of modules is described. The proposed approach
is illustrated by an example of cardiac USG images interpretation.

1 Introduction

The idea of structural approach to pattern recognition arose in early 60ths years
of the past century, when it became evident that “standard” pattern recognition
methods based on geometrical, statistical, potential functions etc. approaches as
well as those based on artificial neural networks are ineffective in composite form
patterns recognition. First attempts to solve the problem were based on formal
linguistic concepts considering patterns as expressions of a language defined by
a formal grammar [1][2] [3][4]. Examples of formal linguistic methods applica-
tion to structural image analysis with comments concerning some drawbacks and
possible extensions of linguistic methods have been presented by K. S. Fu (1974,
[5]). Substantial contributions to linguistic methods in image analysis and their
applications have also been done in [6][7][8][9]. All the above-mentioned works
concerned structural analysis of binary (black-white) images. .An alternative ap-
proach to structural image analysis, based on an extended algebra of relations,
was proposed in [10][11]. Unlike linguistic methods this approach admitted struc-
tural description of multilevel images without their binarization. The extension
of the algebra of relations admitted algebraic operations performed on relations
described on different families of sets. This approach then has been extended on
any non-homogenous spaces of image features [12] and on hyper-relations [13].
However, a common drawback of both formal linguistic and algebraic methods
of structural analysis of images consists in difficulty of effective including context
knowledge into the image analysis algorithms. The problem is unnoticeable in
simple pattern recognition, when the number of discriminated classes of objects
is strongly limited and the meaning of the classes have been a priori defined.
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However, it becomes substantial when image understanding problem is posed
and answering a question: “What situation is presented by the image?” rather
than: “What is it?” is required [14] [15]. One of possible ways to include con-
text knowledge into image analysis procedures consists in combining structural
image analysis algorithms with ontologies of the given area of interest (a part of
real world under consideration). This concept can be effectively realized when
ontology of a given application domain is presented in the form of a structure of
relations-based ontological models [16] .

The aim of this paper is presentation the above-mentioned concept in a more
detailed form. In Sec. 2 a general concept of image understanding system based
on ontologiical models is presented. In Sec. 3 the concept is exemplified by an
ultrasound cardiac images interpretation system. Conclusions are formulated in
Sec. 4.

2 Image Understanding Supported by Ontological Models

Image interpreting system. We consider image interpreting system as a sys-
tem able to give logically justified answers on a class Q of queries concerning a
set V of images provided from an application area. The application area will be
denoted by A and it will be assumed that it is a part of a real or abstract world
about which certain knowledge is a priori given in the below presented form.

The class Q of queries may concern, in particular [17]:

• image features (geometrical, morphological, spectral, statistical, etc.);
• image meaning or content;
• relations of a given image to other images;
• image quality and/or utility for a given set of users.

In this paper attention will be focused on the second subclass of queries i.e. on
the relationships between images and represented by them objects belonging to a
given application area A. Image understanding will be thus considered as ability
to answer this type of queries. A philosophical problem whether a computer
system understanding image in the above-defined sense is conscious of the image
content or self-conscious of its ability to understand the image, is here beyond
our area of interest; our aim consists in design of computer systems aiding image
analysis rather than in removing humans from this process. The problems of
image acquisition, enhancement and preliminary processing (including features
extraction) are here also out of interest.

A logical core of a computer-aided image understanding system should contain
the modules:

SA– of structural analysis of the class V of images;
OM – of ontological models describing the application area A;
SR – of semantic relationships between objects derived from V and A.

The modules should be completed, correspondingly, by databases:

RDB – of reference images;
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ORDB – of ontological relations;
SDB – of semantic relations

The system should be managed by a logical managing module LMM connected
on one side with a parser of queries QP and with an editor of replies RE on the
other side. Images I and queries Q are input data and replies R are output data
of the system, as shown in Fig. 1.

Fig. 1. A scheme of computer-aided image understanding system

In traditional computer-aided systems of image analysis the modules SR and
OM are reduced to a minimum. Such systems are able not more but to rendering
enhanced image, evaluated image parameters or names and position of recog-
nized objects. Advanced image interpretation needs combining image processing
procedures with the OM module representing in a structured form the applica-
tion area knowledge. The SR module plays the role of a logical interface between
the SA and OM modules. We would like to show that formal structure of the
SA, OM and SR modules can be based on the relations and super-relations
concepts. Before a more detailed description of this idea several basic notions
should be reminded.

Relations and super-relations. If Ω1, Ω2,. . . , Ωn are some sets belonging to
F then a relation described on the (linearly ordered) family of sets [Ω1, Ω2,. . . ,
Ωn] is defined as any subset of their Cartesian product:

r ⊆ Ω1 ×Ω2 × . . .×Ωn (1)

and any n-tuple [ξ1, ξ2,. . . , ξn] ∈ r is called a syndrome of r. The natural number
n of sets in expression (1) will be called order of the Cartesian product and of
the relation. From a formal point of view any set Ω iis a first-order Cartesian
product and anyset can be considered as a first-order relation as well. Such sets,
considered as first-order Cartesian products, will be called ordinary sets. Due to
the fact that relations have been defined as sets, some of the above mentioned
sets Ω1, Ω2,. . . , Ωn may be relations themselves. This leads to the concept of
relations between relations or of super-relations (s-relations). The syndromes
of super-relations take the form of linearly ordered bracket-structures; e.g. an
expression [ξ1, ρ2, ξ3] may represent a syndrome of a relation R described on a
Cartesian product Ω1× R2× Ω3 where R2 ⊆ Ω’2× Ω ”2 has been defined itself
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as a relation. In such case the relation R2 is called to be nested in the given
higher-level relation R. Multi-level nesting of super-relations is also admissible.
A relation described on a Cartesian product of ordinary sets only will be called
a 1 st level Cartesian product and any relation described on a 1st level Cartesian
product will be called a 1 st level s-relation. A relation defined on a Cartesian
product of ordinary sets and/or of any number of 1st level only super-relations
will be called a 2nd level s-relation (e.g. the s-relation whose syndrome has been
mentioned above). In general, a relation described on a Cartesian product of
sets and of nested in it at most (k -1)th level s-relations will be called a k th

level s-relation. The inner structure of a k th level s-relation can be represented
by a directed graph. In simple cases the graph takes the form of a rooted tree
whose root corresponds to the s-relation as a whole and nodes correspond to the
ordinary sets and nested s-relations, the leaves being assigned to the ordinary
sets only. The edges connect nodes assigned to the top- and the nested s-relations
with those assigned to the elements of the corresponding Cartesian products. A
tree representing the above-mentioned 2nd level s-relation R is shown in Fig. 2.

Fig. 2. Structure of a 2nd level s-relation

In more sophisticated cases trees are unable to represent the inner structure
of s-relations. Such situation is illustrated in Fig. 3. Here, a 3rd level s-relation
R has been defined as an algebraic composition:

R = R1 ∪ [R2 ∩ (R3\R4)]

where R1 is a first-level relation described on ordinary sets Ω1, Ω2, and Ω3,
R2 is a s-relation described on ordinary sets Ω2, Ω3 and Ω4, R3 is a relation
described on ordinary sets Ω3 and Ω4, R4 is a relation described on ordinary
sets Ω3 and Ω5. All algebraic operations are considered in the extended relations
algebra sense [11][12].

Another situation arises when several are defined on the same family of sets
or lower-level relations; in such case the s-relations are represented by a sum of
the corresponding graphs.

Therefore, if there are given: a family F of ordinary sets and a family Ψ
of relations or s-relations defined on any sub-families of F then it is possible
to construct a directed graph Γ representing the structure as well as formal
connections between the elements of Ψ .
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Fig. 3. A graph of an 4-th order s-relation described by an algebraic combination of
lower-level relations

This, finally, leads to a general formal concept of the SA, SR and OM modules
as triples:

M∗ = [F ∗, Ψ∗, Γ ∗] (2)

where F ∗ denotes a family of sets of basic objects, Ψ∗ - a set of relations and/or
s-relations described on selected sets of F ∗, Γ ∗− a graph describing logical
relationships between the elements of Ψ∗. The star ∗ stands here for SA, SR or
OM, respectively.

Indeterminate relations. The deterministic formalism of relations and/or s-
relations can be extended on indeterminate relations (s-relations). For this pur-
pose to the family F a set V of real numbers, V = [0,. . . ,1] should be included.
Then, instead of relations defined by (1) the following ones:

w ⊆ Ω1 ×Ω2 × . . .×Ωn × V (3)

can be taken into consideration. Their syndromes will thus take the form [ξ1,
ξ2,. . . , ξn; v ], where v, v∈V, is a measure of the relation being satisfied by the
given syndrome. This approach is similar to this of fuzzy sets of L. A. Zadeh
[19]. However, in this case some additional constraints imposed on the measures
v follow from the extended algebra of relations. In particular, if w’ and w” are
two indeterminate relations and the corresponding syndromes [ξ1, ξ2,. . . , ξn;
v’ ], and [ξ1, ξ2,. . . , ξn; v” ] are considered then for a third relation w and its
syndrome [ξ1, ξ2,. . . , ξn; v ] it should be:

if w = ¬ w′ then v = 1 − v′,
if w = w′ ∪ w′′ then v = max(v′, v′′),
if w = w′ ∩ w′′ then v = min(v′, v′′)

(4)

3 Application to Medical Image Analysis

Let us assume that V is a class of ultrasound cardiac images used in medical
diagnosis. A typical image of this type is shown in Fig. 4.
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Fig. 4. USG cardiac image: LV – left ventricle, LA – left atrium, RV – right ventricle,
RA – right atrium, CS – cardiac septum. Visible automatically plotted contour of LV.

The problem consists, in general, in automatic recognition, identification and
measurement of morphological parameters and diagnostic evaluation of basic
anatomic details: ventricles (LV, RV ), atria (LA, RA), cardiac septum (CS ),
etc. In human-computer interaction based diagnostic systems a great deal of
knowledge concerning the observation area is introduced in the form of auxiliary
human control decisions (see, for example [18]). In fully automatic diagnostic sys-
tems a similar type of information should be introduced in the form of data and
of parameters specifying the decision algorithms. Our attention will be focused
below on automatic identification, contouring and measuring of geometrical pa-
rameters of left heart ventricle (LV ) in the USG images, as a preliminary step
to calculation of some hemodynamical parameters for medical diagnosis.

The SA module of the system should contain a set of s-relation-based proce-
dures of the following types:

• recognizing, delimiting and/or localizing: background, object on the back-
ground, hole(s) in the object, walls surrounding a hole, etc.;

• measuring parameters characterizing size and form of the above-mentioned
objects;

• establishing geometrical relationships between the recognized objects: A
larger than B, A smaller than B, A close to B, A far to B, etc.;

• establishing topological relationships between the recognized objects: A in-
side B, A adjacent to B, A above B, A below B, A on the left side of B, A
on the right side of B, etc..

On the other hand, the OM module should represent basic medical knowledge
about human heart, in particular its anatomy, physiology, functions, diseases,
methods of examination, cardiac visualization modalities and methods, etc. Heart
anatomy can be represented in the form of a mereological taxonomy:

Human heart:

• myocardium
• cavities
• valves
• arteries
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which can be extended, say,

• heart cavities: LV. LA, RV, LA

The geometrical and topological relationships in the SA module can also be
included into the OM module and applied to the anatomical objects.

At last, the SR module should contain relations between geometrical objects
recognized in the SA module and anatomical objects described by the OM mod-
ule. Such relations should be established, for example between:

• object on the background and human heart,
• hole(s) in the object and cvavities,
• walls surrounding a hole and myocardium ∪ vcalves,

etc. Then any information (element of medical knowledge) concerning e.g. the
left heart ventricle (LV ) given in the form of s-relations in which the LV term
is involved can be connected with an object U recognized in the SA module due
to a chain of intersections of relations:

[T, object, X ]∩ [X, hole in, T ]∩ [X, on the left side]∩ [X, on the upper side]∩
[X, on the left side, on the upper side, LV ∩ [LV, getting blood from, LA]∩
[LV, endering blood to, AO (aorta)],

etc. This leads to the conclusion that the recognized object X participates in
providing blood from LA to AO.

4 Conclusions

It has been shown in the paper how the formalism of s-relations combined with
ontological models can be used to effective image interpretation. Further inves-
tigations of the proposed approach are needed.
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Summary. The paper presents some interesting properties of Grade Correspondence
Analysis (GCA) used to order the pixels of gray level images described by their gray
level (gl), gradient module (gm) and a family of variables dealing with pixel neighbor-
hoods. The gm stripcharts for pixels ordered according to GCA are used to separate
and then order subsets of pixels with identical descriptions of their gm neighborhoods.
The spatial structure of clusters formed from subsets of adjacent clusters is then re-
stored and used to discover compact areas of pixels with similar gm neighborhoods.
Such a decomposition is performed for a MR image of a fragment of human brain. Two
similar homogeneous compact areas discovered in this image suggest that the proposed
method might be useful in medical classification and identification.

1 Introduction

Grade Correspondence Analysis (GCA) is of special importance among data anal-
ysis methods known as grade- or copula-based (i.e. based on various transforma-
tions of datasets onto copulas). Grade models and methods were comprehensively
described in [1]; the GradeStat program ([2]) implements these methods and can
be downloaded as free software. Some examples of grade data exploration in med-
ical and demographic domains are described in [3] and [4]; multivariate data orig-
inated from images and processed involving GCA were explored in [5], [6] and [7].
The variables used to describe images, proposed in [5], are recalled in Section 2.
They are: gray level (gl), gradient module (gm) and a vector of seven variables
dealing with pixel neighborhoods. The reordering of rows and columns due to
GCA is recalled at the beginning of Section 3. Stress is laid on similarity of the
gm stripcharts for various gray level images, in particular on the appearance of
characteristic "quills" visible in Figures 1 and 3. Up to now, the nature of quills
was not fully recognized although an attempt to describe them by the values of
the neighborhood variables was made in [7]. Section 3 reveals that each quill con-
sists of pixels with the gm values which have the same record of the neighborhood
variables. Moreover, the quills are stochastically ordered as explained in Section 3.
It is said that the only differences between the gm stripcharts for various images
concern numbers and fractions of pixels in particular quills, their shapes and the
maximal values of gm in the image.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 76–83, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Section 4 presents image decomposition due to clusters of quills with adja-
cent records of neighborhood variables. An image is decomposed into subimages
which restore spatial structure of particular clusters. This is exemplified by three
subimages obtained from a MR image of a fragment of human brain. The results
are compared and discussed; special attention is directed towards compact areas
with homogeneous gm neighborhoods.

Closing Section 5 suggests possible changes in the neighborhood variables, in
the size of pixels neighborhoods and in cluster formation.

2 From a Gray Level Image to a Dataset with
Information on Gradient Modules in Pixel
Neighborhoods

As mentioned in Section 2, the whole set of variables contains the pixel’s gray
level gl, the gradient module gm which reflects changes in gray level in the
neighborhood of the pixel (obtained due to the Sobel operator [8]), and the
neighborhood variables n1, . . . , n7 constructed for a chosen value of parameter b
being a promile of the maximal value of the gradient module denoted gmmax. The
vector of thresholds ti = i× b× gmmax, i = 1, ..., 7 serves to compare pixel’s gm
with the gm values of its neighbors in the image. Namely, the distance between
the value of pixel’s gm and the gm of each of the neighboring pixels is compared
with the threshold and it is found out how many neighboring pixels have their
gm distance less than the value of this threshold. The neighborhood variable
ni(i = 1, . . . , 7) is defined as the number of neighboring pixels with the gm
distance smaller than the value of threshold ti. Thus a pixel with (n1, . . . , n7) =
(8, 8, 8, 8, 8, 8, 8) has all pixels in its neighborhood with the gm distance smaller
than t1; a pixel with record (7, 8, 8, 8, 8, 8, 8) has seven neighboring pixels with
gm distance smaller than t1 and with one pixel between t1 and t2, and so on;
finally, a pixel with record (0, 0, 0, 0, 0, 0, 0) has all neighboring pixels with the
gm distance exceeding t7.

In Sections 3 and 4 b is chosen to be 0.2.

3 The gm and gl Stripcharts for Pixels Ordered by GCA

Columns (variables) in the dataset described in Section 2 are primarily normal-
ized: each cell is divided by the total of the column to which the cell belongs
and then also by the total of the respective row. Such matrix is called the over-
representation matrix ; its chart (overrepresentation map) is a powerful tool in
datasets exploration ([1][2]). The GCA procedure reorders rows and columns of
such matrix to obtain a maximal value of a chosen positive dependence mea-
sure (usually Spearman or Kendall correlation). This ensures that adjacent rows
(pixels) tend to be similar one to another. Procedure GCA is then completed
by post GCA clustering which groups adjacent pixels into an arbitrarily chosen
number of disjoint subsets visualized as separate subimages ([4], [5]).



78 M. Grzegorek

Stripcharts of variables gm and gl can be effectively used to present the
dataset reordered by GCA. Figure 1 shows the gm stripcharts for three im-
ages: the well known image "Lena", the image of a crossroad and the MR image
of a knee.

Fig. 1. The gm stripcharts for pixels ordered by GCA in three images: "Lena", "a
crossroad", "a knee" (10 clusters formed in each image for adjacent pixels)

Points on the horizontal axes in Figure 1 represent pixels ordered according to
GCA when n1, . . . , n7 are constructed with b = 0.2. Vertical lines separate clus-
ters, 10 in each example but consisting of different numbers (and also different
fractions) of pixels. Although the values of gmmax are different for each image
(354.5, 492.7, 323.1) and so are the total numbers of pixels, the shapes of the gm
stripcharts are similar (as well as in other images investigated for b = 0.2). This
remarkable fact will be now explained in the case of a fragment of a human brain
MR image, presented in Figure 2 at left.

The graph of variable gm for pixels in this image is shown in Figure 2 at
right. The maximal value of gm is 161.1, but only a small fraction consisting of
465 pixels (out of 61936) attains the gm values exceeding 100 which makes them
well visible at the gm graph.

The largest gm values form several contour curves corresponding to the bor-
ders of the areas with highest values of gm. The areas with similar gl values
are visible in Figure 2 at left. The pixels in the image are located in the rect-
angle containing points (x, y) such that 0 ≤ x ≤ 320 and 0 ≤ y ≤ 200. Our
attention will be concentrated on two small sets of pixels, placed one under an-
other in the upper part of the image. They are close to circles with centers at
(x, y) = (126, 174) for the upper set and (x, y) = (120, 110) for the lower set.
The diameters of the gl circles are equal to about 16, and the values of gl are in
both circles close to 145 as follows from the scale placed in Figure 2 under the
left rectangle. The respective gm circles have the gm values around 20; they are
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0 gl 255 0 gm 162

Fig. 2. Fragment of a human brain on MR image; left: gray level (gl), right: gradient
module (gm)

surrounded by the narrow rings of pixels with larger gm values, well visible at
the gm graph in Figure 2 right.

Both circles were indicated by a medical consultant as interesting from the
medical point of view. In Section 4 they will be also shown very interesting
from the data analyst’s point of view as areas of pixels with gm neighborhoods
differentiated similarly (and rather strongly).

The gm and gl post GCA stripcharts obtained from the image presented in
Figure 2 are shown in Figure 3. The vertical lines indicate the ends of each of ten
clusters formed from pixels which are adjacent according to GCA. The shape of
the gm stripchart is similar to the top gm stripchart in Figure 1 (corresponding
to "Lena"), although the two images (a photo and a MR image) are really very
different. In both gm stripcharts there is the solid mass of the gm values which fill
the area under the similarly looking curves, descending from the highest values
of gm to zero. The curve for Lena ends just before the end of the third cluster,
the curve for the human brain ends just before the end of the second cluster.
The set of pixels with gm under these curves was checked to consist of all pixels
with the record of (n1, ..., n7) equal to (0, 0, 0, 0, 0, 0, 0). This means that the gm
distances for all neighboring pixels exceed t7 for b = 0.2, i.e. for the image at
Figure 2 they exceed 0.23.

The gm values of the pixels with records of n1, . . . , n7 other than
(0, 0, 0, 0, 0, 0, 0) form quills, i.e. they lie along separate disjoint descending
curves, some of which are longer and correspond to larger groups of pixels. The
first most left quill, which runs through clusters 1-3, corresponds to the subset
consisting of 1774 pixels with (n1, . . . , n7) = (0, 0, 0, 0, 0, 0, 1). Each pixel in this
first quill has exactly seven neighbors with gm differing from the pixel’s gm
more than t7(0.2) = 0.23 and exactly one neighbor with this difference between
t6(0.2) = 0.19 and t7(0.2) = 0.23. The same concerns the first (most left) quill
in each of the three gm stripcharts in Figure 1.

For the image in Figure 2 there is 256 different records of (n1, ..., n7) which
correspond to at least 1 pixel, but only 13 of them correspond to subsets
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Fig. 3. Stripcharts of gradient module gm and gray level gl for GCA ordered pixels
of a fragment of a human brain image at Figure 2

containing more than 500 pixels. The records of all these sets are indicated
in the upper stripchart in Figure 3.

Each pair of quills in the gm stripchart which has ordered records of
(n1, . . . , n7) (e.g. a pair corresponding to record (0, 0, 0, 0, 0, 1, 1) and record
(0, 0, 0, 0, 0, 0, 2)) has the sets of gm values stochastically ordered (i.e. for any
value a of gm the fraction of gm’s not exceeding a is in the first quill not
smaller than that in the second quill). This holds also when any quill is com-
pared with the subset of pixels such that their (n1, . . . , n7) record is equal to
(0, 0, 0, 0, 0, 0, 0). The stochastic order of quills is visible in the upper part of Fig-
ure 3. We say that one quill is "left" to another quill if the (n1, . . . , n7) record
for the former quill precedes the record for the latter. An analogous although
less regular and clear ordering exists also for the sets of the gl values (cf. the
lower stripchart in Figure 3) but this is more complicated and so will not be
considered in this paper.

The subsets of pixels reordered according to their (n1, . . . , n7) records have
gradually less differentiated gm neighborhoods. As shown in Section 4, it is possi-
ble to cluster some subsets of pixels with adjacent (n1, . . . , n7) records and then
restore their spatial structure. So the image will be decomposed into subimages
with gradually less differentiated neighborhoods, precisely described in relation
to gmmax. These subimages reveal areas with homogeneous neighborhoods.

4 Image Decomposition into Subimages of Pixels with
Adjacent Values of Neighborhood Variables

The clustering structure for the sequence of subsets of pixels with adjacent values
of (n1, . . . , n7) can be arbitrarily chosen. For the image in Figure 2 only three
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Subimage 1 Subimage 2
(0, 0, 0, 0, 0, 0, 1)

(n1, n2, . . . , n7) = (0, 0, 0, 0, 0, 0, 0) � (n1, n2, . . . , n7) �
number of pixels: 34727 (0, 2, 2, 2, 2, 2, 2, )

number of pixels: 21364

Subimage 3 Subimage 4
(1, 2, 2, 2, 2, 2, 2)

� (n1, n2, . . . , n7) � (n1, n2, . . . , n7) = (8, 8, 8, 8, 8, 8, 8)
(8, 8, 8, 8, 8, 8, 8, ) number of pixels: 635

number of pixels: 5845

Fig. 4. Image from Figure 2 partitioned into subimages 1-3 containing pixels with
n1, ..., n7 records belonging to the respective three clusters. Subimage 3 contains subim-
age 4. The almost empty gray circles in subimage 3 indicate the homogeneous compact
areas of pixels with similar highly differentiated gm’s inside their neighborhoods.

clusters were formed: the first for pixels with (n1, . . . , n7) = (0, 0, 0, 0, 0, 0, 0),
the second with (n1, . . . , n7) between (0, 0, 0, 0, 0, 0, 1) and (0, 2, 2, 2, 2, 2, 2, ), the
third with (n1, . . . , n7) between (1, 2, 2, 2, 2, 2, 2) and (8, 8, 8, 8, 8, 8, 8, ). The re-
sulting subimages 1-3 are presented in Figure 4 which, additionally, contains
subimage 4 related to record (8, 8, 8, 8, 8, 8, 8, ).

It is left to the reader to find out the difference between subimages 3 and 4.
Clearly, there has to exist a contour line at the edge of the black area placed at
the left side of subimage 3, formed by some thinner contour lines, each referring
to a record placed between (1, 2, 2, 2, 2, 2, 2) and (8, 8, 8, 8, 8, 8, 8).

Subimage 1 contains two areas worth special attention. They lie approximately
in the circles (drawn in subimage 3) with the centers situated in points (126, 174)
and (120, 110) which were mentioned in Section 3. The circles in subimage 3 are
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practically empty (no more than 10 pixels in the upper circle and no more than
5 in the lower circle). Contrarily, a majority of all pixels belonging to the upper
and the lower circle lies in subimage 1.

A more detailed decomposition of subimage 2 is under preparation. It would
enable a more precise description of the circles which could be useful in the
future medical recognition and classification.

It is interestin that the two circles are almost identical in each of the three
subimages. Let us supposed that both circles become identically classify by a
specialist from the medical point of view. This will suggest that the description
of gm neighborhoods might help to specify that particular phenomenon.

In any case the exceptional homogeneity of the gm neighborhoods which ap-
pears in both circles needs a closer investigation.

5 Conclusions

The decomposition described in Section 4 can be modified according to the
choice of the value of parameter b, the number of neighborhood variables, the
size of pixel neighborhoods, the number and sizes of clusters aggregating pixels
with adjacent neighborhood records. By a diligent preliminary search through-
out that parameter space at the learning stage, followed by a sequence of well
done choices, it is possible to get a deep knowledge of the gm neighborhoods in
particular parts of the image.

If b = 0 then all neighborhood variables are equal to zero and therefore the
post GCA gm stripchart consists only of the gm’s of pixels ordered according to
the quotient gm/gl. If b is non-zero but very small, the fraction of pixels with
record (0, 0, 0, 0, 0, 0, 0) is relatively large, and it diminishes when b increases.
Thus small values of b are particularly useful to reveal thin contour lines at the
edges of areas with homogeneous gm neighborhoods.

An increase of the number of neighborhood variables could be very useful
to classify and describe homogeneous gm neighborhoods. This would be better
for a preliminary recognition of image neighborhoods than changing the values
of parameter b. Also investigating in a preliminary search the neighborhoods
consisting of 24 pixels instead of 8 pixels seems highly advisable in a preliminary
search.

However, the subimages in Figure 4 suggest that the formation of clusters
consisting of pixels with adjacent neighborhood records is of special importance.
A look on the post GCA gm stripchart might be a good guide to make a pre-
liminary choice.

Computational effort accompanying the use of procedures described in the
present paper is big. A thorough analysis of a gray level image by methods
based on GCA needs a computational tool more developed and specialized than
the GradeStat programme in its present form, but preserving the grade approach
to the analysis.
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Summary. Watershed transformation is an image segmentation method. Its main
advantage is that it extracts almost all edges present in the image. The edges
are always continuous, which is the method’s main advantage. Unfortunately it
detects all edges - even if they are very weak. This causes more classes being seg-
mented than there are objects present in the image. This phenomenon is called over-
segmentation.

This paper presents a solution to the over-segmentation problem. The solution uses
hierarchical cluster analysis for joining similar classes of the over-segmented image into
a given number of clusters. It treats watersheds as objects characterized by a set of at-
tributes. Four different clustering methods, seven attributes combined in different sets,
seven similarity/dissimilarity measures and four standardization methods were com-
pared using quality assessment functions. Tests were performed on CT and MRI scans.
Combinations that achieved the highest number of good segmentations are described.
Selected segmentations are presented.

1 Introduction

Watershed transformation was introduced by Beucher and Lantuejoul in 1979
[1] and is still a popular subject of research [8, 9]. It is a segmentation method
that mimics pouring water onto a landscape created on the basis of a digital im-
age. Water raining onto a landscape flows with gravity and collects in catchment
basins (also called watersheds) [2, 3]. To prevent water from spilling from one
basin into another, the segmentation algorithm builds ”dams” between catch-
ment basins. This causes all the boundaries to be continuous. The algorithm
assumes that higher pixel values indicate the presence of boundaries in the im-
age I(x). The output of the gradient operator satisfies this requirement and,
for this reason, is often used for obtaining the height function I(x) = |∇f(x)|
from the original image f(x). The gradient operator is very sensitive to noise
[7], and since the transformation produces a region for each of the image’s local
minima, the resulting number of regions (watersheds) is significantly larger than
number of objects depicted in the image: hence the image is over-segmented.
The over-segmentation is illustrated in figures 2b and 3b.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 84–91, 2007.
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2 Watershed Merging by Means of the Hierarchical
Cluster Analysis Methods

In the described method, watersheds are treated as objects with a set of at-
tributes assigned. Their similarity is measured with a similarity or dissimilarity
coefficient. There are a number of coefficients that can be used to perform clus-
tering. Four clustering methods were included in this comparison: single linkage
(SLINK), complete linkage (CLINK), unweighted pair-group method using arith-
metic averages (UPGMA) and Ward’s minimum variance method. The first three
are very similar [4].

Before the clustering method can be executed, the clustering parameters need
to be specified. These parameters include: attribute set, standardization method
and similarity or dissimilarity coefficient. The watershed clustering process with
SLINK, CLINK and UPGMA methods is straightforward: (1) attribute val-
ues are calculated for each watershed, (2) optionally the data is standardized,
(3) the similarity (or dissimilarity) matrix is constructed using one of similar-
ity/dissimilarity coefficients described below, (4) the two most similar clusters
are found, (5) the clusters are merged (similarity tree which represents the clus-
tering hierarchy is updated), (6) the similarity (or dissimilarity) matrix is up-
dated, (7) if there are two or more clusters left, the algorithm goes back to
step 4. The SLINK, CLINK and UPGMA methods differ only in the way they
update the similarity (or dissimilarity) matrix. SLINK considers two clusters
as similar as their two most similar components (i.e. watersheds). Conversely,
CLINK considers two clusters as similar as their two most dissimilar components.
UPGMA can be classified in between SLINK and CLINK because it averages
the similarity measures of all possible pairs of components in the two clusters.

Ward’s minimum variance method doesn’t use similarity/dissimilarity coeffi-
cients. Instead, the algorithm attempts to find a merger that will cause a minimal
increase in the total within-cluster error sum of squares [5]. Consequently in each
iteration, the algorithm has to check all possible mergers.

Regardless of the clustering method used, the result is a similarity hierarchy
which can be represented as a tree. Each node in the tree represents a merger
of two clusters and has a value (usually a measure of their similarity) associated
with it. With the similarity tree available, obtaining the required number of
classes comes down to picking the appropriate value of the tree node (similarity
measure). This can be thought of as cutting the tree into two parts: top and
bottom. The top part (containing the final clustering steps) is left out, and the
bottom determines how the watersheds are merged.

2.1 Hierarchical Cluster Analysis Parameters

Hierarchical cluster analysis methods depend upon three types of parameters
that can easily be exchanged. These parameters are: watershed attributes, stan-
dardization method and similarity/dissimilarity coefficient. In the equations be-
low the following symbols are used: j,k - object’s numbers, t - number of objects,
n - number of attributes, Xij - value of i-th attribute of j-th object, Xik - value
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of i-th attribute of k-th object, Xmin i,Xmax i - minimum and maximum values
of i-th attribute, X̄i - mean value of i-th attribute, σi - standard deviation of
i-th attribute.

In this comparison of clustering methods, seven different attributes were used.
The first included attribute is watershed size (figure 1c). It is expressed as the
number of pixels the watershed consists of. It was included because sometimes
only selected classes are over-segmented like bone tissue in figure 2b. The second
kind of attribute (figure 1d) used here is watershed mean value (denoted avg.
in table 1). The third and the fourth attributes are variance (denoted var.) and
standard deviation σi (denoted s.d.). These two attributes are similar. They are,
to some extent, sensitive to image texture. Regions that are almost identical with
respect to their mean value may be considered different when their variance or
standard deviation is taken into account (figures: 1e and 1f). The fifth attribute
is the value spread (figure 1g). It is also partially dependent on texture. The
sixth and seventh are minimal value (denoted min.) and maximal value (denoted
max.) correspondingly (figures: 1h and 1i).

(a) (b) (c) (d) (e)

(f) (g) (h) (i)

Fig. 1. Watershed attributes: (a) original image, (b) watersheds, (c) size, (d) average,
(e) variance, (f) standard deviation, (g) value spread, (h) minimal value, (i) maximal
values

Attributes usually take values from different ranges. Standardization may be
needed to prevent one attribute from dominating others. Four different stan-
dardization equations were used in the comparison. The first equation

Zij =
(
Xij − X̄i

)
/σi (1)

(denoted S in table 1) makes the standardized attribute have a mean value of
Z̄i = 0 and a standard deviation of σi = 1 [4]. The next two equations

Zij = Xij/Xmax i (2)
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(denoted L1) and

Zij = (Xij −Xmin i) / (Xmax i −Xmin i) (3)

(denoted L01) scale the data [4] to the range of [0,1]. But only in the case of
the second equation, is the lowest value guaranteed to be equal to 0. The last
equation

Zij = Xij/

t∑
i=1

Xij (4)

(denoted LS1) causes the normalized data to sum up to 1 [4].
There are many different similarity and dissimilarity measures that can be

used in combination with clustering methods. Seven such measures have been
used for grouping watersheds. Only the measures that were found useful are
described in more detail. The first dissimilarity measure is the Euclidean distance
coefficient [4] given by

ejk =

√√√√ n∑
i=1

(Xij −Xik)2 (5)

It represents the distance between two points in n-dimensional space. The aver-
age Euclidean distance coefficient [4]

djk =

√√√√ n∑
i=1

(Xij −Xik)2 /n (6)

differs from ejk in that it is able to compensate for missing values by using the
scaling factor 1/n. The Canberra metric coefficient [4]

ajk =
1
n

n∑
i=1

|Xij −Xik| / (Xij + Xik) (7)

equalizes the contribution of each attribute to overall similarity. The last dissim-
ilarity measure presented here is the Bray-Curtis coefficient [4]

bij =

(
n∑

i=1

|Xij −Xik|
)

/

(
n∑

i=1

(Xij + Xik)

)
(8)

Unlike the Canberra metric, it allows one attribute to be dominant. Other sim-
ilarity/dissimilarity measures included in the comparison are: the coefficient of
shape difference, the cosine coefficient and the correlation coefficient (also known
as the Pearson product-moment correlation coefficient) [4]. These coefficients can
be used for obtaining good segmentation but usually didn’t give good results. In
some cases it was impossible to calculate them for parts of the test images.
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3 Clustering Methods Comparison

In the comparison of hierarchical cluster analysis methods four different cluster-
ing algorithms were included: SLINK, CLINK, UPGMA and Ward’s minimum
variance method. Each method was tested with four standardization equations
plus one test with no standardization. Seven similarity/dissimilarity coefficients
were used with SLINK, CLINK and UPGMA methods. Ward’s method has
a built-in similarity measure; hence, it couldn’t be used with the coefficients
described above. Twelve attribute sets were tested: (1) watershed’s average,
(2) watershed’s average and standard deviation, (3) watershed’s average, stan-
dard deviation and size, (4) watershed’s average and variance, (5) watershed’s
average, variance and size, (6) watershed’s minimal value, (7) watershed’s max-
imal value, (8) watershed’s average and value spread, (9) watershed’s average
and minimal value, (10) watershed’s average and maximal value, (11) water-
shed’s average and both minimal and maximal value, (12) watershed’s average,
minimal value, maximal value and the value spread. All possible combinations of
method/standardization equation/attribute set were tested on four test images:
CT, MRI PD, MRI T1 and MRI T2 scans. All test images were preprocessed
with a gradient diffusion filter [6]. The gradient filter was applied to extract
edges. The resulting image was in turn thresholded with a threshold value equal
to 5% (for CT) or 2% (for MRI) of maximal brightness in the gradient image.
The required number of classes was between 2 and 12 classes resulting in eleven
segmentations being created in each case. This gave a total of 46,464 segmenta-
tions created. The quality of each segmentation was assessed using five quality
measures:

1. mean value of the difference image: ad =
∑
x∈I

|Id(x)| /n,

2. mean square error: MSE =
∑
x∈I

(I(x) − Ia(x))2 /n,

3. mutual information: MI,Ia =
k∑

i=0

m∑
j=0

p(i, j) · log p(i, j)/ (pI(i) · pIa(j)),

4. standard deviation of the difference image: σd =

√∑
x∈I

(Id(x)−Īd)2

(n−1) ,

5. redundancy: RI,Ia = MI,Ia/(HI + HIa),

where: I - original image, Ia - image with classes’ average values, Id - difference
image, Īd - mean value of difference image, x - a pixel, n - pixel count, k -
number of different gray levels in the original image, m - number of classes in
the final segmentation, pI ,pIa - pixel value probability distributions in image
I and Ia,p - joint probability distributions of gray levels in images I and Ia,
HI ,HIa - entropies of I and Ia.

Once all the segmentations had been performed, their quality was assessed
using the-above-mentioned quality assesment functions. Then, for a particular
number of classes (ranging from 2 to 12), the highest values of all assessment
functions were found. A particular segmentation was considered good when at
least one of the quality measures had a value differing by no more than 10%
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from the best segmentation. Segmentation parameters (method, standardization
equation and attribute set) were ordered by the number of cases in which they
produced a good segmentation (regardless of the number of classes). The best
segmentation parameters are shown in Table 1. Two example segmentations are
depicted in figure 2.

(a) (b) (c) (d)

Fig. 2. CT scan segmentation (the scan comes from The Visualization Toolkit’s ex-
ample data package) (a) original image, (b) over-segmented image (885 watersheds),
(c) UPGMA with Euclidean distance coefficient, no standardization, 4 classes, at-
tributes: average, standard deviation, (d) CLINK with Bray-Curtis coefficient, no stan-
dardization, 3 classes, attributes: average, minimal and maximal values

(a) (b) (c) (d)

Fig. 3. MRI scan segmentation (MR brain data set 788 6 m was provided by the Cen-
ter for Morphometric Analysis at Massachusetts General Hospital and is available at
http://www.cma.mgh.harvard.edu/ibsr/) (a) original image, (b) over-segmented image
(2907 watersheds), (c) Ward’s method, no standardization, 4 classes, attributes: aver-
age, standard deviation, (d) Ward’s method, no standardization, 4 classes, attributes:
average, maximal value

4 Conclusions

The presented results show that these hierarchical cluster analysis methods can
be used for watershed merging. The results presented in table 1 show that op-
timal segmentation parameters depend upon the type of the image. However,
some general conclusions may be drawn. UPGMA gives the best results for CT
images. It also generates good segmentations in case of the MRI scans but not as
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Table 1. Segmentation parameters that produced highest number of good
segmentations

CT MRI PD
Pos. Method Coefficient Std. Attr. set Method Coefficient Std. Attr. set

1 UPGMA Euclidean none avg. s. d. WARD none none avg. min.
2 UPGMA avg. Eucl. none avg. s. d. WARD none none avg. s. d.
3 CLINK Bray-Curtis none avg. min. WARD none L1 avg. var.

max.
4 CLINK Bray-Curtis L1 avg. var. WARD none L01 avg. var.
5 CLINK Euclidean none avg. WARD none LS1 avg.
6 CLINK Euclidean L1 avg. WARD none S avg.
7 CLINK Euclidean L01 avg. CLINK Euclidean none avg.
8 CLINK Euclidean LS1 avg. CLINK Euclidean L1 avg.
9 CLINK Euclidean LS1 avg. min. CLINK Euclidean L01 avg.

max.
10 CLINK Euclidean S avg. CLINK Euclidean S avg.

MRI T1 MRI T2
Pos. Method Coefficient Std. Attr. set Method Coefficient Std. Attr. set

1 CLINK Euclidean none avg. max. WARD none none avg.
2 CLINK Euclidean LS1 avg. WARD none none avg. s. d.
3 CLINK avg. Eucl. none avg. max. WARD none L1 avg.
4 CLINK avg. Eucl. LS1 avg. WARD none L01 avg.
5 Ward’s none none avg. min. WARD none S avg.

max.
6 WARD none none avg. CLINK Bray-Curtis none avg.
7 WARD none none avg. s. d. CLINK Bray-Curtis L1 avg.
8 WARD none L1 avg. CLINK Bray-Curtis LS1 avg.
9 WARD none L01 avg. CLINK Canberra none avg.
10 CLINK Euclidean none avg. CLINK Canberra L1 avg.

frequently as CLINK and Ward’s methods. As a consequence, UPGMA was not
among the best parameter sets for MRI scans. Ward’s method gave best results
in the case of MRI PD and MRI T2 scans, whereas CLINK was most successful
when used for merging watersheds in the over-segmented MRI T1 scan. SLINK
failed in almost all cases.

In most successful segmentations, methods that need a similarity measure
(that is CLINK or UPGMA) were used in combination with the Euclidean dis-
tance, average Euclidean distance or Bray-Curtis coefficients. The Canberra met-
ric produced it’s share of good results. Other coefficients failed frequently. Ward’s
method does not use an “external” similarity measure.

Attribute sets used in most successful segmentations differ from each other.
However several things should be noted: (1) in the case of the images other than
MRI T2, attribute sets usually contain more than one attribute. This means that
adding an extra attribute can improve segmentation quality, (2) watershed size
and value spread do not appear to be relevant when merging watersheds in CT
or MRI scans, (3) standardization is not always necessary however it improves
the segmentation quality when attributes that differ in the order of magnitude
are used (i.e. average and variance). The following attribute sets allowed for
obtaining good segmentations: (1) average and standard deviation, (2) average
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and minimal value, (3) average and maximal value, (4) average, (5) average and
variance and finally (6) average, the minimal and maximal values.
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Summary. In this paper a novel approach for image denoising using stochastic dif-
ferential equations (SDEs) is presented. In proposed method a controlled parameter to
Euler’s approximations of solutions to SDEs with reflecting boundary is added. It is
shown that modified diffusion gives very good results for Gaussian noise source models
and compares favourably with other image denoising filters.

1 Introduction

Let D be a bounded, convex domain in R2, u : D → R be an original image and
u0 : D → R be the observed image of the form

u0 = u + η,

where η stands for a white Gaussian noise. We assume that u and u0 are appro-
priately regular. We are given u0, the problem is to reconstruct u.

The inverse problem of restoration of noisy image by automatic and reliable
methods belongs to the most intensively studied topics of image processing. Var-
ious techniques of noise removal were proposed to tackle this problem. One may
quote the linear filtering, variational/PDE-based approaches [1, 2, 4, 5], wavelets
theory and stochastic modelling (generally based on the Markov field theory). In
this paper we study the restoration based on reflected stochastic stochastic dif-
ferential equations. We will present a new stochastic method: modified diffusion,
which involves advanced tools of stochastic analysis.

2 Mathematical Preliminaries

Let D ⊂ Rn be a domain with closure D and boundary ∂D. Let T > 0 and by
C([0, T ]; Rn) denote the set of Rn valued continuous functions f : [0, T ] → Rn.

Definition 1. Let y be an element of the set C([0, T ]; Rn) such that y0 ∈ D.
A pair (x, k) ∈ C([0, T ]; R2n) is said to be a solution to the Skorokhod problem
associated with y and D if

(i) xt = yt + kt, t ∈ [0, T ],
(ii) xt ∈ D, t ∈ [0, T ],

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 92–99, 2007.
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(iii) k is a function with bounded variation |k| on [0, T ], k0 = 0 and

kt =
∫ t

0
ns d|k|s, |k|t =

∫ t

0
1{xs∈∂D} d|k|s, t ∈ [0, T ],

where ns = n(xs) is a normal unit vector at xs ∈ ∂D.

It is known that if set D is convex, there exists a unique solution to the Skorokhod
problem (see [7]).

Definition 2. Let (Ω,F ,P) be a probability space.

(i) A stochastic process is a parametrised collection of random variables X =
{Xt; t ∈ [0, T ]} defined on a probability space (Ω,F ,P) with values in Rn.

For each fixed ω ∈ Ω the function t → Xt(ω) is called a trajectory of X
and is denoted by X(ω).

(ii) A filtration (Ft) = {Ft; t ∈ [0, T ]} is a nondecreasing family of sub-σ-fields
of F i.e. Fs ⊆ Ft ⊆ F for 0 ≤ s < t ≤ T .

(FX
t ) denotes a filtration generated by process X, i.e. FX

t = σ(Xs; 0 ≤
s ≤ t).

(iii) A stochastic process X is adapted to the filtration (Ft) (X is (Ft) adapted)
if for each t ∈ [0, T ], Xt is Ft - measurable random variable.

Definition 3. Let Y be an (Ft) adapted process with continuous trajectories,
Y0 ∈ D. We say that a pair (X,K) of (Ft) adapted processes is a solution
to the Skorokhod problem associated with Y and D, if for almost every ω ∈
Ω, (X(ω),K(ω)) is a solution to the Skorokhod problem associated with Y (ω)
and D.

In what follows, by W denote a Wiener process, x0 ∈ D and σ : Rn → Rn×Rm.

Definition 4. Let Y be an (Ft) adapted process. A pair (X,KD) of (Ft) adapted
processes is called a solution to reflected SDE

Xt = x0 +
∫ t

0
σ(Xt) dWt + KD

t , t ∈ [0, T ], (1)

if (X,KD) is a solution to the Skorokhod problem associated with

Yt = x0 +
∫ t

0
σ(Xs) dWs, t ∈ [0, T ]

and D.

The proof of existence and uniqueness of the solution to SDEs with reflection
can be found in [7].
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3 Stochastic Representation of Solution to the Heat
Equation

Before presenting a general method, we will illustrate our ideas by constructing
a model which is equivalent to a commonly used filter, namely, the convolution
of the noise image with two-dimensional Gaussian mask. The construction of
our model is based on construction of the process X . We suppose for a while
that the image is given by a function defined on the whole plane and put Xt =
W x

t , t ∈ [0, T ], where W x is a Wiener process starting from x ∈ D.
Then

E[u0(XT )] =
∫

R2
G√

T (x− y)u0(y) dy, (2)

where Gγ(x) = 1
2πγ2 e

− |x|2
2γ2 is two-dimensional Gaussian mask.

The mean value defined above is the reconstructed pixel u(x). Therefore, the
image is the convolution of the noise image with two-dimensional Gaussian mask.

While discussing the above example, we assumed that the image is the func-
tion given on the whole plane. Since we want to consider the image as a function
defined on the bounded convex set, we have to introduce a new assumption on
the process X . Suppose that the process X is a stochastic process with reflec-
tion with values in D. In this case process X is given by a Wiener process with
reflection, i.e. it can be written as Xt = W x

t + KD
t .

4 Image Denoising

The model constructed in the previous section is equivalent to the convolution of
the noise image with two-dimensional Gaussian mask. This filter removes noise
and blurs edges. In this section we provide a construction [3] with the following
properties: noise is removed and image has sharp edges.

In a neighbourhood of an edge, the image exhibits a strong gradient. In order
to preserve this edge, we should diffuse along it [5]. Assume that the process X
has the form

Xt = x +
∫ t

0
σ1(Xs) dWs + KD

t , (3)

where

σ1(Xt) = λ1(|∇u0(Xt)|)

⎡⎢⎣−
u0x2 (Xt)

|∇u0(Xt)| , 0

u0x1 (Xt)

|∇u0(Xt)| , 0

⎤⎥⎦ , λ1(s) > 0.

At locations where the variations of the brightness are weak (low gradient),
we would like to encourage smoothing, the same in all direction. We expect that
process X will have the property of the Wiener process. This condition may be
achieved by imposing

Xt = x +
∫ t

0
σ2(Xs) dWs + KD

t , (4)



Modified Diffusion to Image Denoising 95

where the diffusion coefficient has the form

σ2(Xt) = λ2(|∇u0(Xt)|)

⎡⎢⎣−
u0x2 (Xt)

|∇u0(Xt)| ,
u0x1 (Xt)

|∇u0(Xt)|

u0x1 (Xt)

|∇u0(Xt)| ,
u0x2 (Xt)

|∇u0(Xt)|

⎤⎥⎦ , λ2(s) > 0.

Combining the assumptions (3) and (4) we can write X as

Xt = x +
∫ t

0
σ(Xs) dWs + KD

t , (5)

where

σ(Xt) =

⎡⎢⎣−λ1(|∇u0(Xt)|) u0x2 (Xt)

|∇u0(Xt)| , λ2(|∇u0(Xt)|) u0x1 (Xt)

|∇u0(Xt)|

λ1(|∇u0(Xt)|) u0x1 (Xt)

|∇u0(Xt)| , λ2(|∇u0(Xt)|) u0x2 (Xt)

|∇u0(Xt)|

⎤⎥⎦ ,

lim
s→0

λ1(s) > 0, lim
s→0

λ2(s) > 0, lim
s→0

λ1(s)
λ2(s)

= 1, lim
s→∞λ1(s) > 0, lim

s→∞ λ2(s) = 0.

5 A Numerical Scheme

Consider the following numerical scheme

Xm
0 = X0,

Xm
tk

= ΠD[Xm
tk−1

+ σ(Xm
tk−1

)(Wtk
−Wtk−1)], k = 1, 2, ...,m,

(6)

where tk = k T
m = k h, k = 0, 1, ...,m and ΠD(x) denotes a projection of x on

the set D.

Theorem 1. Let (X,KD) be the solution to the reflected SDE (1). If there exists
C > 0 such that

‖σ(x) − σ(y)‖2 ≤ C|x − y|2,
then

lim
m→+∞ |Xm

T −XT | = 0 P − a.s.

The proof of the above theorem can be found in [6].

6 Modified Diffusion

Recall that the mean value E[u0(Xm
T )] is the reconstructed pixel u(x). The nu-

merical scheme (6) gives good results, but only with small value of the parameter
h = T

m (for example h = 0.01). Calculating the mean value using Monte Carlo
method for small h is not effective and takes a long time. To solve this problem,
we improve the scheme (6).
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Xm
0 = X0, Hm

tk
= ΠD[Xm

tk−1
+ σ(Xm

tk−1
)(Wtk

−Wtk−1)],

Xm
tk

=

⎧⎨⎩
Hm

tk
, if |u0(Hm

tk
) − u0(Xm

tk−1
)| ≤ p,

Xm
tk−1

, if |u0(Hm
tk

) − u0(Xm
tk−1

)| > p,
k = 1, 2, ...,m.

(7)

Parameter p guarantees that, if the image exhibits a strong gradient then the
process Xm diffuses as a process with small value of the parameter h; at locations
where variations of the brightness are weak, the process Xm can diffuse with
large value of h (for example h = 2). For p = +∞ (in practice p > 255) the
numerical scheme (7) is equivalent with the scheme (6).

It should be observed that the numerical scheme (7) works well only, if the
model of the digital image u0 is continuous. In practice, we use linear interpola-
tion to get value of the image u0, for any point x ∈ D.

7 Comparison and Experimental Results

Some results from our evaluation experiments regarding the modified diffusion
method and classic PDE-based methods (minimal surfaces [2], Perona-Malik [5],
total variation [4]) are presented in tabular form in Table 1. In this table the
maximum values of the SNR are given. The results refer to two images, bridge
and boat, corrupted with the various Gaussian noise with standard deviation ρ.
In all cases the modified diffusion method performs better.

Table 1. SNR

Image bridge bridge bridge boat boat boat
Method\Standard deviation ρ = 40 ρ = 60 ρ = 80 ρ = 40 ρ = 60 ρ = 80
Minimal surfaces 11.93 10.08 8.86 12.94 11.13 9.72
Perona–Malik 12.70 11.02 9.96 13.70 11.90 10.62
Total variation 12.78 11.09 10.02 13.93 12.26 10.91
Modified diffusion 12.80 11.19 10.13 14.02 12.48 11.06

Fig. 1. SNR as a function of p for T = 40 a) boat image (ρ = 80) b) boat image
(ρ = 40)



Modified Diffusion to Image Denoising 97

a) b)

c) d)

e) f)

Fig. 2. Result of the reconstruction of the bridge image a) Original image b) Noisy
image (ρ = 80) c) Minimal surfaces d) Perona–Malik e) Total variation f) Modified
diffusion (p = 15, h = 2, m = 20)
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a) b)

c) d)

e) f)

Fig. 3. Result of the reconstruction of the boat image a) Original image b) Noisy image
(ρ = 60) c) Minimal surfaces d) Perona–Malik e) Total variation f) Modified diffusion
(p = 28, h = 2, m = 20)
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In case images with strong noise (ρ = 80) the best values of the SNR are
obtained for p ∈ [20, 40] and h ∈ [1, 4]. In case when the image has weak noise
(ρ = 40) the SNR has maximum values for p ∈ [5, 20] and h ∈ [1, 4]. The values
SNR as a function of parameter p are shown in Fig. 1.

In Fig. 2 and Fig. 3 we present denoising of the bridge and boat images. We
add Gaussian noise to the original image with standard deviation ρ = 60 for
bridge image and ρ = 80 for boat image. Images have been denoised by running
minimal surfaces method, Perona-Malik method, total variation method and
modified diffusion.
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6. Leszek S�lomiński (2001). Euler’s approximations of solutions of SDEs with reflecting
boundary. Stochastic Processes and Their Applications, 94:317-337.

7. Hiroshi Tanaka (1979). Stochastic differential equations with reflecting boundary
condition in convex regions. Hiroshima Math. J., 9(1):163–177.



New Results in Generation of Accurate 3D

Multiview Representation of Monotonous
Polyhedrons

Wojciech S. Mokrzycki1 and Andrzej Salamończyk2
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Summary. The paper presents exact 3D multiview representation of monotonous
polyhedrons (on the basis of their Brep) obtained by means of faces surrounding scan-
ning algorithm. The algorithm uses the viewing sphere and perspective projection to
describe the movement of points. (called K-M view space model). Visual identification
is done based on these multiview models and a scene depth map. The results of tests
for this algorithm for some solids are also presented.

1 Introduction

Visual identification is based on the multiview models described in this paper
and a scene depth map . The following steps, which constitute an element of
strategy are usually taken in order to recognize a given system:

1. Determination of recognizable object types.
2. Definition of identification task.
3. Generation of viewing models for each object that should be identified
4. Creation of database with all views of all models.
5. Acquisition of scene space data and visual data.
6. Isolation of scene elements and transformation of those elements to model

structures stored in the database.
7. Identification of objects by comparing them with database models.

Methods of generating 3D multiview representation of polyhedron for object
visual identification are described in several papers, e.g. [1]÷ [13]. Some of them
(e.g., described in [2], are based on the following idea, which can be described
by a series of steps. First, central views corresponding to object features chosen
for identification are generated. Next, single-view areas are calculated on the
view sphere. They correspond to views generated earlier. Then, it is checked if
the whole viewing sphere is covered with single-view areas. If this is completed,
generation of viewing representation is finished. If not, then additional views cor-
responding to uncovered areas of viewing sphere are generated and it is checked

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 100–107, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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again if the process is completed. Complete viewing sphere cover with single-
view areas means that generated representation is complete. Completeness of
the view representation means that all different views (aspects) of the object are
determined for each point on the view of the sphere and a view is defined.

Papers [5, 6, 8] present better methods. Complete representation is obtained
by covering the viewing sphere precisely with single-view areas without loop,
but in spiral way and controlling ,,edge” register (of not covered area). When
the register is set to ,,empty” the generation of representation is completed. The
representation used is complete, which results from the generation method used.
However, to achieve complete representation you must calculate single-view areas
on viewing sphere and carry them out in a given order. Without single-view areas
it is not possible to find a complete set of views. All described methods produce
convex polyhedron views only.

Another group of methods in [7, 10, 12] does not use any single-view areas and
is based on other principles. It consists of the following steps. A complementary
cone (s.c. scanning cone) rotates around faces normals and records every visual
event to obtain all views. This event occurs as a result of a new normal versor
entering the scanning cone or by disappearance of a versor. The outcome of such
a routine is a set of vectors faces that can be seen from the view sphere. They
were tested for convex polyhedrons only, [12].

In [13] we presented a method (the algorithm and its implementation) based
on another idea: a complementary cone does not rotate around faces normals,
but around faces alone, fig. 1b and records every visual event to obtain all
views. The algorithm then generates - first of all - exact 3D views (not only
for convex polyhedrons) but also for monotonous polyhedrons (a class of non-
convex polyhedrons). However, this implementation does not include shadows in
the views. Presented method deals with these problems.

In sec. 3 of this paper we present a method for generating a viewing rep-
resentation of polyhedrons, which improves and develops our previous method
for monotonous polyhedrons, fig. 1a and we also present the resulting views for
some solids.

2 Research Assumptions

We focus on developing the method and algorithm in [13] for generation of exact
3D multiview representation for monotonous polyhedrons taking shades into
consideration. We use viewing sphere with perspective projection (K-M view
model, [2]) in order to generate the representation. The following conditions
have to be met to accomplish it:

1. Models are accurate - every model is equivalent to Brep model.
2. Models are viewing models - to identify a given object from any view.

We consider polyhedrons monotonous and not transparent. Use of a viewing
sphere as a projection space allows simple view standardization.
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Fig. 1. Monotonous polyhedron and scanning face surrounding

3 Views by Scanning of Faces Surrounding

The idea of presented MS∪N algorithm is an extension and generalization of
FM∩V algorithm from [10] generating view representation for convex polyhe-
drons based on Vrep representation. This generalization applies to scanning faces
using complementary cone and tracing appearances and disappearances of faces
from view.

The new scanning is performed by rotating the complementary cone around
faces (not normals) and is conducted in the following way:

Let k1, k2, · · · , km be lateral edges of Nrep pyramid with face fi, and let
γ1, γ2, · · · , γm be internal angles between planes determining the edges kj of
the pyramid. We also assume that angle of flare of cc is larger than the angle of
flare of every possible pyramid in Nrep.

Now, let us rotate cc around lateral edges of Nrep. It should be done in in such
a way that cc surface is tangent to lateral edges. We rotate the complementary
cone in a range which does not allow the pyramid to which the selected edge
belongs leave cc, fig. 1b. During rotation (space scanning) information is collected
about polyhedron faces that enters and leaves cc, and about path of the cc axis
on view sphere.

Let cc be tangent to km and k1 lateral edges of the first polyhedron face f1 .
Let us rotate cc on β1 = π− γ1 around the k1 edge - to the position of tangency
with k2 (and k1). During rotation every visual event and cc axis path on V S
should be noted.

Next, cc on β2 = π − γ2 around the k2 edge is rotated - to the position of
tangency with k3 and every visual event and path is noted until the rotation
around km is completed and every visual event and path has been noted.

Then, structure of used views faces is tested and additional view in central
position of scanned face should be noted if internal faces( not bordering with
view contour) do not appear in the tested view.

For multiface views (n ≥ 3 faces) the structure of the view on the concavity
seen is analyzed and the area and we find contours of concavity, and analyze
overshading in every view.

In subsequent steps, we generate views (and note paths) for the rest of poly-
hedron faces, test their structure and complete views and shadows.
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The following events may occur:

• cc includes faces together with their normals; they create a set of visible faces
(at a particular view).

• cc includes faces without their normals; they are invisible in the view; some
of potentially visible faces can be occluded by the invisible ones.

• Faces with edges outside the cone are invisible regardless of the state of their
normal vector; they belong to opposite site of polyhedron.

During scanning the edge’s vectors leave end enter cc. Such events may result
in new visual events (new view appears). Several different events may appear.
Any of them may lead to a different situation.

• Covering last edge vector of some face with cc causes potential extension of
view. However face could remain invisible or became invisible.

• Covering normals that are currently in cc makes these faces potentially visi-
ble, however they could still remain occluded.

• Covering faces with normals outside cc makes these faces invisible. These
faces may occlude other faces that are currently immersed.

• Face may enter cc but its normal does not. It causes overshadow.
• If any edge vector of a given face leaves cc, this face leaves the actual view.

Fig. 2. Concept of scanning of face surrounding and path of the scanning

If an event occurs during scanning it must by carefully checked whether the
actual view includes immersion and whether it is true that information about
this view must be enriched with information about shadow boarders.

4 Invisibility and Overshadows in Views

Known algorithms of visibility determination with moving viewpoint, e.g. [14,
15, 16, 17], do not resolve our problems. So, we try to resolve them below.
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We will use two main terms: invisibility and overshadows. Invisibility occurs,
when a face is on the opposite side of a solid (than viewpoint V P ); overshadow -
when a face is on the same side as V P , but it is in concavity and is shaded by
concavity contour.

When cc includes all edge vectors of a given face except its normal, then this
face belongs to view contour , but it is inclined backwards to V P , therefore it is
invisible and shades other faces of immersion. These shaded faces form the area
of overshadows. The area of overshadow is designated by viewpoint
and edges of inclusion contour that belong to shading face. When cc,
during its rotation, approaches immersion, the occlusion gets smaller and finally
disappears.

To resolve the problem of views with shadow we need:

1. faces of view,
2. positions of V P on the scanning trajectory at the time of visual events

(change of view); two neighbour positions V P determine - for a given view,
single-view path - segment of path (trajectory) on V S of V P motion.

So, to determine a shadow in a view it has to move along single-view path and
test shadow displacement;

Fig. 3. Two different shadows on the same view

Data that needs to be collect during scanning to make view representation
complete (for identification reason):

• Information about view contour.
• Information about invisible faces that lay inside view contour.
• Information about faces that are partially or completely occluded and lay

inside view contour (information about border of shadow).
• Single-view paths for determine occlusions.

All these elements define view content. Any differences between such sets make
them different
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Inclusion to immersion analysis: Faces that are inside cc but their normals
are not - belong to immersion. Faces that are visible may also belong to im-
mersion. We use the following condition to select faces belonging immersion:
normals of faces that belongs to immersion cross each other. Concavity contour
is designated by border between immersion faces and other faces that belongs
to view.

To find area of overshadows we can:

• For path TS1 connected with Vi view (i = 1(1)ni) of fi face (i = 1(1)n):
1. First, we put straight lines from beginning point BP on scanning path

TS that go through vertices of consecutive edges of concavity contour to
create plane of overshadow; faces of view below this overshadow plane are
occluded, faces lying above - are not

2. Then, we step along TS path and observe changes in occlusion: note
changes in view of the concavity vertex only; note them as ,,subviews”
with determined sheets of shade;

• Finally, subviews are included into the base of views.

5 Summary

This latest approach to generating 3D multiview models of polyhedron (the
algorithm MS∪N) is in testing phase. Some monotonous polyhedron models
were tested and the results are presented below. The number of views depends
on angle of view cone. In presented cases, figs. 4 and 5 it was equal to 22 degrees
and for this angle we obtained: 32 views for model1 and 21 views for model2,
fig. 6.

Algorithm is going to be carefully checked and verified on larger set of test
for monotonous polyhedrons. Expected are positive results as problem has been
precisely analyzed. Result will be presented in consecutive papers.

Fig. 4. Model1 (concave octahedron: 8 faces, 9 edges, 6 vertices)
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Fig. 5. Model2 (concave octahedron: 9 faces, 9 edges, 21 vertices)

Fig. 6. a)Views for model1 b)Views for model2
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Summary. Colorization is a term used to describe a computerized process for adding
color to black and white pictures, movies or TV programs by replacing a scalar value
stored at each pixel of the gray scale image by a vector in a three dimensional color
space with luminance, saturation and hue or simply RGB. Since different colors may
carry the same luminance value but vary in hue and/or saturation, the problem of
colorization has no inherently ”correct” solution. Due to these ambiguities, human
interaction usually plays a large role.

In this paper we present a novel colorization method that utilizes the morphological
distance transformation and changes of neighboring pixel intensities to propagate the
color within the gray scale image. The proposed method frees the user of segment-
ing the image, as color is provided simply by scribbles which are next automatically
propagated within the image. The effectiveness of the algorithm allows the user to
work interactively and to obtain the desired results promptly after providing the color
scribbles. In the paper we show that the proposed method allows for high quality
colorization results for still images.

1 Introduction

With the advancement in computer technology, adding color to gray scale im-
ages and movies in a way that looks natural to most human observers, became
a problem that challenged the motion picture industry in the 1980s and has re-
cently attracted renewed interest within the computer vision community. In the
last few years, several advanced and convenient techniques for images and video
have been proposed. These techniques can be grouped by the general leading
idea of colorization as follows: luminance keying, color transfer [1], image analo-
gies [2], motion estimation [3], segmentation [4], color prediction [5], probabilistic
relaxation [6], chrominance blending [7].

In this paper we show that using our novel colorization method based on the
new, generalized distance transformation, it is possible to obtain satisfactory
colorization results in surprisingly short time and with small amount of work.

This paper is organized as follows. Section 2 presents the proposed colorization
algorithm. Subsection 2.1 reviews different distance transformation methods,

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 108–116, 2007.
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which are used to propagate the color within the gray scale image. In Subsection
2.2 we discuss the way, in which standard distance transforms can be extended to
give better colorization results, and in subsection 2.3 we exploit kernel functions
and introduce a correction factor for additive color mixing process in order to
preserve original image structure and pixels luminance. Finally, in Section 3 we
present our colorization results and in Section 4 some conclusions are drawn.

2 The Proposed Colorization Algorithm

In this Section we present our novel algorithm for image colorization that exploits
the generalized distance transformation (DT) and luminance changes within
the source gray scale image (Fig.1). Our goal is to create a fast and effective
colorization algorithm which does not require precise segmentation as well as
any other color images as a reference.

2.1 Distance Transform

The first step of our algorithm, after the user scribbles the image, is to isolate
the scribbles and compute the distance from each pixel of the binary image to
these scribbles. For this purpose we have implemented three different kinds of
distances, [8]: 4-connectivity city-block distance (d4), 8-connectivity chess-board
distance (d8) and chamfer 5-7-11 distance dch. As a result of this transformation,
we obtain a gray scale image whose intensities show the distance to the object
(scribble) from each image pixel.

(a) Test color
image

(b) Gray scale
image

(c) Scribbled
image

(d) Colorized
image

Fig. 1. Illustration of the proposed colorization process: (a) shows test color image
that after conversion to gray scale (b) is scribbled with color (c), (d) presents the
colorization result

Thus, let P be a binary image defined on an image domain grid G in which:

〈P〉 = {p : p ∈ G ∧ P(p) = 1}, 〈P̄〉 = {p : p ∈ G ∧ P(p) = 0}, (1)

are proper subsets of G. For any grid metric dα, the dα distance transform of P
associates with every pixel p of 〈P〉 the dα distance from p to 〈P̄〉.
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The d4, d8 or dch distance transform of P are computed by scanning G twice
with suitable structuring element and performing a series of local operations.
The structuring element consists of a pattern specified as the coordinates of a
number of discrete points relative to some origin (see Fig. 2). In our algorithm
the best results are obtained with chamfer 5-7-11 structuring element (Fig. 2c),
since dch is the best approximation of the Euclidean distance.
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Fig. 2. Structuring elements for: d4 (a), d8 (b) and dch (c) distance. The dot in the
middle of each structuring element represents its origin.

For any p ∈ G let B(p) (before scan) be the set of pixels adjacent to p that
precedes q when G is scanned, and let A(p) (after scan) be the remaining neigh-
bors of p. Then, during the first scan (in left-to-right, top-to-bottom direction)
we compute:

f1(p) =
{

0 if p ∈ 〈P̄〉,
min{f1(q) + 1 : q ∈ B(p)} if p ∈ 〈P〉. (2)

After the first scan, we approach to the second scan in reverse direction i.e.
right-to-left, bottom-to-top and compute the following:

f2(p) = min{f1(p), f2(q) + 1 : q ∈ A(p)}. (3)

Thus, after the second scan we obtain the distance values, that can be ex-
pressed as intensities of points within the gray scale image (see Fig. 3b, 3e).

2.2 Extended Distance Transform

Another aspect, that is considered in our algorithm are intensity changes within
the source gray scale image. We are investigating these changes in order to
detect boundaries between objects and preserve the original image structures.
The intensity difference between neighboring pixels is defined as:

D(p, q) = |Y(p) − Y(q)| , (4)

where Y(p) denotes the intensity value at a point p.
The intensity values of neighboring points within the image are usually very

close to each other and the transition between objects is quite smooth, which
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(a) Isolated blue
scribbles from
image (1c)

(b) DT performed
on blue scribbles

(c) Extended DT
performed on blue
scribbles

(d) Isolated green
scribbles from image
(1c)

(e) DT performed
on green scribbles

(f) Extended DT
performed on green
scribbles

Fig. 3. Scribbles isolated from the image (1c) and distance transformation to these
scribbles using chamfer 5-7-11 distance

causes that the boundary between them is very often hardly noticeable. In this
case, in order to bring out the intensity changes, we decided to raise D to the
power of γ. Thus, we have: De(p, q) = |Y(p) − Y(q)|γ , where γ > 1 denotes
the exponent whose value is defined by a user. Usually, satisfactory results are
obtained for γ = 2, (see Fig. 4).

Since the calculation of intensity changes De, as well as computation of dis-
tances (Eqs. 2, 3), requires a sequence of local operations on neighboring pixels
within the gray scale image, we have decided to merge these steps together.
Taking this opportunity, we have also decided to introduce one more parameter
δ, which will let us to investigate the influence of topological distance on the
quality of resulting colorized images. Finally, we obtain the following equations,
which define the novel, extended distance transform:

f1(p) =
{

0 if p ∈ 〈P̄〉,
min{f1(q) +De(p, q) + 1 + δ : q ∈ B(p)} if p ∈ 〈P〉, (5)
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(a) γ = 0 (b) γ = 1 (c) γ = 2 (d) γ = 3

Fig. 4. Illustration of the influence of γ on the quality of resulting colorization

f2(p) = min{f1(p), f2(q) +De(p, q) + 1 + δ : q ∈ A(p)}, (6)

that are next used in conjunction with gradient functions to propagate the color
within the image.

In [9] two new geodesic distance transforms for gray scale images based on d8
distance which values are weighted with gray value differences were proposed.
In our approach, we utilize this idea extending it with kernel functions defined
in the next Section.

2.3 Gradient Functions

The intensities within the gray scale image can change in various ways i.e. creat-
ing a smooth transition between two shades or objects or sharp-edged boundary
between objects. That suggests us the way the color, we are adding to the gray
scale image, should change. To make use of these indications, we have decided
to use kernel gradient functions, that are able to reproduce the structures of
the source image. We have implemented two kernel gradient functions in our
algorithm; linear dl(d) and a Gaussian like fg(d):

fl(d) =
∣∣d−1

h − 1
∣∣ , fg(d) = exp

(
− (d/h)2

)
(7)

where parameter h, set by the user, determines how smooth the function is. In
both cases, d denotes the value we obtain from Eqs. 5 and 6, for each point of
the gray scale image.

These functions are used next to determine the color C of a given point p
during the additive color mixing process:

C(p) = C1· f1(d, p) + C2· f2(d, p), (8)

where C1 and C2 are the colors of the scribbles inserted by the user, and f1(d, p),
f2(d, p) are weights obtained for a given point p using one of the presented kernel
gradient functions. Since the proposed algorithm is iterative and colors are added
one by one, indexes 1 and 2 in Eqs. 8-10 correspond respectively to the current
and previous colorization step, (see Fig. 5).
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(a) (b) (c) (d) (e) (f)

Fig. 5. Illustration of iterative colorization: images (a), (c) and (e) show color scribbled
by the user, while images (b), (d) and (f) present colorization results in consecutive
steps

In order to preserve the intensity from the source gray scale image in the
newly propagated color, we have defined a correction factor r which allows us to
determine the desired pixel intensity even when one of the RGB channels reaches
the maximum value:

r(p) =
Y(p)

max{C1· f1(d, p), C2· f2(d, p)} (9)

where Y(p) denotes the original intensity value from the source gray scale image.
Thus, the final color can be achieved from:

C(p) = [C1· f1(d, p) + C2· f2(d, p)] · r(p), (10)

In this way, we are able to determine the color for each point of the image
taking the colors scribbled by a user as a basis, and propagate them, preserving
the original intensity values within the color image. Our method uses the max
function within the RGB color space to determine the luminance value. How-
ever, the proposed method can exploit various fuzzy norms, other color spaces
like HSV or lαβ and various methods of luminance calculation within the color
image.

3 Colorization Results

The results shown here were all obtained using the presented method that works
on the basis of the extended distance transformation. The proposed solution is
iterative and adds scribbled colors one by one. This method was implemented
using Microsoft Visual C# .NET 2.0. Although the code is not yet fully opti-
mized, this implementation of algorithm works fast enough to allow the user for
interactive work without noticeable delays and achieving real-time preview.

The colorization results look very promising. The proposed method gives very
good results for images with solid outlines like cartoon images (Fig. 6) as well
as for natural images (Fig. 7). The proposed scheme can be successfully used for
natural images colorization and to enhance scientific presentations or medical
illustrations.
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In Fig. 6 we can see the cartoon colorization example. After conversion of the
original color image (Fig. 6a) to the gray scale (Fig. 6b) a user scribbled the
image with a chosen color (Fig. 6c). The scribbles are next isolated from the
image (Fig. 6d) converted to the binary form and then our colorization method
is applied. As a result we obtained a good quality color image (Fig. 6e), which
looks very similar to the source image (Fig. 6a). It is also possible to provide
a different set of colors and propagate them within the image. Such example is
shown in the Fig. 6f.

(a) Original color
image

(b) Gray scale im-
age

(c) Scribbled image

(d) Separated scrib-
bles

(e) Colorization re-
sult

(f) Colorization re-
sult using different
colors

Fig. 6. Cartoon colorization example: image from Polish cartoon ”Przygody Baltazara
Gabki”

The presented method can be also successfully applied to natural images.
In Fig. 7 we present a set of natural images colorized using our algorithm. In
columns from left to right we can see original color images as well as images
converted to gray scale, the ones scribbled with color and results of our coloriza-
tion. Comparing original color images with these obtained during colorization
process we can see some differences which result in most cases from the choice
of colors used for the scribbles. Apart from this effect, our colorization examples
look very natural, transitions between colors are smooth and edges are sharp.
Thus, the structure, look and feel of the original image can be preserved.
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Fig. 7. Colorization examples obtained with the proposed algorithm. In columns:
original color images, original gray scale images, scribbled images and our colorization
results.

4 Conclusions

In the future work, we plan to explore other than RGB color spaces i.e. CIE Lab
or lαβ color spaces, which minimize the correlation between channels and give
direct access to the luminance channel. Additionally, we will experiment with
other distance transformation algorithms and fuzzy weighting functions in order
to make this method more sensitive to the hardly detectable boundaries. The
optimization of the code of our application will allow us also to shorten the time
of colorization process in the case of very large images. We are very optimistic
that these improvements will allow us to produce even better colorization results
in the near future.
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Summary. The focus of this article is the analysis of corresponding pixel neighbor-
hoods in two stereo pair images. A nonlinear structure present in the form of multi-
plicative pixel interactions is investigated with polynomial Volterra predicting model.
The difference in efficiency of central pixel prediction on subsequent images is the base
for quantifying uncertainty introduced with second camera offset. The main contri-
bution of this article are experimental results and the discussion of applying implicit
polynomial models based on reproducing kernel regression to the Amsterdam Library
of Object Images database stereo image set.

1 Introduction

Humans unwittingly use stereo vision for getting around in three dimensional
world. The brain is very effective in matching and extracting information from a
pair of stereo images. At the same time, processing of such pairs is also the key
to many advanced computer vision applications. Local region processing forms
the backbone of a substantial number of such methods [1]. On the other hand,
it is known [7] that commonly used second order metrics, like normalized cross-
correlation (NCC) are blind to the structure present in higher order statistics
(HOS). This structure contains an important part of information about scene
semantics, yet is difficult to extract because computational load required for its
effective estimation [6].

One way to study this structure is by the analysis of predictability: how much
can we tell about one region in first stereo image from the corresponding other
region? The efficiency of such prediction for subsequent images can be compared
and described. Certain models, including used in this work Volterra polynomial
filters, are directly related to HOS of the region, allowing for extraction of statis-
tics that can be later used in construction of matching methods. Recently a new
method for effective general identification of arbitrary order polynomial model
has been introduced [3]. In this article, we follow their earlier work [4], applying
that approach to stereo images.

We present results and analysis of experiments in pixel value prediction from
a multiplicative interactions of neighborhood values. We investigate polynomial
models of various order and different neighborhood sizes. The data set used is
the stereo pair set from Amsterdam Library of Object Images [5].

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 117–123, 2007.
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The paper is structured as follows: second section presents the method used
for analysis, third section presents the experiment results, last section presents
conclusions.

2 Method

We focus on a local pixel neighborhood of predefined size (see figure 1). We use
a polynomial model of multiplicative pixel interactions [4] to predict the central
value and corresponding pixel value in the other (pair) image. We then compare
the difference in prediction efficiency in the function of polynomial order and
neighborhood size.

We are given two calibrated stereo images Y1 and Y2, both indexed by n =
(n1, n2)�. For some fixed n, we get two central points y1 = Y1[n] and y2 = Y2[n],
and the neighborhood vector1 x = (x1, x2, . . . , xN ), where xi = Y1[n + δi]. The
set of offsets {δi}N

i=1 is used to define the neighborhood (which does not include
the y1).

We model the dependency of both central pixels on the neighborhood x as an
L-th order polynomial Volterra system [6]

yi(x) = Hi
0 + Hi

1x + Hi
2x + . . . + Hi

Lx (1)

where

Hi
0 = hi

0, Hi
jx =

N∑
n1=1

N∑
n2=1

· · ·
N∑

nj=1

hi(n1, n2, . . . , nj)xn1xn2 . . . xnj . (2)

To identify above model, [3] use the linear regression in Reproducing Kernel
Hilbert Space (RKHS), where they find function yi(x) as

yi(x) =
M∑

j=1

γijk(x, zj), k(xi,xj) =
L∑

l=0

(
〈xi,xj〉

)l

, (3)

for given model order L, a set of training neighborhoods X = {xi}M
i=1 to arrive

at parameters γij ∈ IR.
Given set X and order L, the value of the function can be calculated [3] from

the expression
yi(x) = z�i K−1k(x), (4)

where k(x) =
(
k(x,x1), k(x,x2), . . . , k(x,xM )

)� ∈ IRM , K is a Gram matrix
defined as Kij = k(xi,xj), and zi = (zi1, zi2, . . . , ziM )�, zij is the central value
in image i associated with, but not belonging to, training neighborhood xj .

Following [4], we extracted the set X from the database, then used (4) to
observe the error |zi − yi(xi)|. We thus didn’t separate the data into training

1 For simplicity, we don’t consider here image boundaries.
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and test sets, as the objective was to investigate the structure of images, not
generalization over to other stereo pairs.

We note that we can recover (1) from (4) (i.e. using the method from [2]).
The original Volterra filter can be then represented as a dot product of vector
of stacked coefficients hi and vector φ(x) of polynomial combinations of com-
ponents of x, yi(x) = h�

i φ(x). Since the stacked coefficient vector hi is related
to the autocorrelation matrix Rxx of members of X and cross correlation pi of
components of zi with members of X with the relation [6] hi = R−1

xx pi, we see
that used model directly relates to HOS of region components.

To quantify the prediction error, we use the Peak Signal to Noise Ratio
(PSNR) distance, defined as

PSNR(yi) = 10log10
2552

1
M

∑M
j=1 |zi − yi(xi)|2

(5)

3 Experiments

We performed experiments with the ALOI database. Among others, that im-
age set contains 750 sequences wide-baseline stereo images of different physical
objects. Each object has three images associated with it: base image, camera
rotated 150 and 300. Each object is in the center of the camera view2. Several
combinations of stereo pairs can be constructed; we’ve used all three images for
three independently identified polynomial models.

Fig. 1. Various neighborhoods used in experiments. The subsequent neighbors from
one class and all classes below are used together. Note that the central pixel is not
included.

We use various neighborhood sizes, presented on figure 1. Each next neigh-
borhood is used together with previous, so we predict from sets (A), (A,B),
(A,B,C), etc. The regression was done with C++ implementation using Mat-
lab numerical routines. Model order varied from 1 to 8.

2 This is important as it justifies the application of the above method.
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Fig. 2. PSNR of prediction performance for central pixel from it’s neighborhood in
function of its size and model order. Negative values are associated with numerical
errors of matrix inversion. See text.
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Fig. 3. PSNR difference for performance of prediction of central pixel in base and
the other stereo image, for 150 camera rotation variant. Note the overfitting and thus
reduced performance of higher orders with larger neighborhood.
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Figure 2 presents the base image prediction result in function of order and
neighbor size. Negative values of PSNR are associated with numerical errors
introduced by ill-conditioning of Gram matrix. Regularization methods or
pseudo-inverse could possibly improve results in those regions. We observe that
higher order requires smaller neighborhood to achieve some fixed performance
than lower order. For some neighborhood size, the order value that produces
maximum efficiency can be usually observed, but since error is neglible over
a range of orders, this is only important for small neighborhoods. Prediction
performance grows with each new set of neighborhood points added, this rela-
tionship is non-linear.

Figure 3 presents the difference in PSNR for prediction of 150 stereo pairs.
Lower order results are again contaminated with numerical noise. The better
performance of lower order models than higher ones is due to better generaliza-
tion properties of the former and overfitting of the latter. Interestingly, this is
less pronounced for 300 (see figure 4). We don’t note the increase of performance
with neighborhood size growth. On overall, the error level change is small. The
uncertainty introduced with moving the second camera are on the level of those
contributed by individual pixels.

We’ve also observed the behavior of errors. With different values of PSNR, the
error histogram has similar shape, with strong peak. This suggests that most of
the predictions are performed correctly, with only few errors of large magnitude.
Evolution of error kurtosis with change of parameters is presented on figure 5.
The error streams are highly correlated, with correlation coefficient on the order
of r = 0.9.

It is interesting to observe the computational cost of prediction realization.
The method introduced in [3] has the property of having complexity dependent
linearly on number of X samples and neighborhood size. Depending on value of
used parameters, this can be several order of magnitude more or less than direct
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Fig. 4. Similar results of PSNR difference for the 300 camera rotation variant
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Fig. 6. Computational cost associated with direct realization of symmetrized Volterra
filter in the form of (1)

realization of (1). The latter cost grows quickly with small changes in parameter
values (see figure 6).

4 Conclusion

We have presented the results of application of implicit polynomial models for
prediction and structure representation of local neighborhood in stereo pair im-
ages. The implicit Volterra models were identified for varying neighborhood sizes
and model orders. Prediction performance was compared against parameters and
stereo disparity value.
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Although preliminary, this results confirm that significant higher order struc-
ture is present in local neighborhood. It is not clear how to effectively include that
information for image matching, but presented results can be used to propose
a range of orders and neighborhood sizes for methods working on local image
region. Application of results could include, but is not limited to: parameter
setting for methods for matching, compression (i.e. probability estimation for
arithmetic coding), and shape from stereo. At the same time, analysis of results
suggest that more research should be done on higher order relations between
corresponding pixel neighborhoods.
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Summary. The precise face and eyes detection is crucial in many Human-Machine
Interface system. The important issue is the reliable object detection method. In this
paper we present the architecture of a 3-stage face and eye detection system based on
the Haar Cascade Classifiers. By applying the proposed system to the set of 10000 test
images the 94% of the eyes were properly detected and precisely localized.

1 Introduction

Many Human-Machine Interface (HMI) tasks, such as face tracking, expression
recognition and human person recognition to be efficient require the proper ini-
tialization. For example, face recognition (FR) techniques are sensitive to the
accurate face alignment. Detecting only a face is often insufficient to achieve
the desired final classification results. Information such as face in-plane rota-
tion, scale and precise location can be obtained by localizing eyes on previously
extracted faces.

As precise eyes location enables accurate alignment, one has to first design an
efficient face and eye localization method in order to develop an automatic face
recognition system.

Currently, the Haar Cascade Classifiers (HCC) are getting increasing attention.
High detection ratio obtained with those computationally-efficient detectors sug-
gests the possibility of using them in a reliable real-time HMI systems. Therefore,
our goal was first to train the efficient face and eyes HCC detectors and then to
combine them into a hierarchical system. Moreover, we wanted to improve the de-
tection rates of the HCC by introducing the additional knowledge-based criteria.

In this paper we present a 3-stage hierarchical face and eye detection system
based on the HCC. Firstly, we present the state of art in both face and eyes
detection. Secondly, we present the idea of the HCC. Then we describe the
architecture of our system. Finally, give the preliminary results and the achieved
detection rates.

2 The State of Art in Face and Eyes Detection

A human face is a highly non-rigid 3D object whose image is susceptible to both
pose and expression variations. This combined with variability of personal face

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 124–131, 2007.
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features and possible structural disturbances (such as glasses, facial hair, make-
up) makes face detection a challenging task. The poor performance of features
detectors based only on human knowledge as well as of those based on simple
template matching, points out to the necessity of involving machine learning-
based approaches.

Huang et al. [1] applied the Polynomial Neural Network (PNN) to the task of
detecting faces. PNN is a single-layer network taking polynomial expansion of
pattern features as inputs. The feature pool was based on pixel intensity values,
Sobel filter responses, and on directional gradient decomposition. The Principal
Components Analysis (PCA) was then used to reduce feature’s vector dimension.
It was proved that the system based on gradient decomposition outperformed
systems using simpler features.

The system proposed by Heisele et al. [2] consisted of three independent first-
level Support-Vector Machine (SVM) detectors for finding potential eyes, nose and
mouth regions. The second-level classifier checked if their relative position could
correspond to that typical for the human face. Bileschi and Heisele [3] improved
this method by training SVM not against a rich background but only against some
other facial features. The authors claimed that component-based face detection
system is more resistant to face pose changes than holistic detectors.

Viola and Jones [4] were first to introduce Haar Cascade Classifiers and to
apply HCC to the task of face detection. The idea of using cascade of simple
classifiers led to the creation of an accurate and computationally efficient detec-
tion system. Lienhart et al. [5] improved the HCC by enlarging the feature pool
with the rotated Haar-like features. He also tested the influence of various weak
classifiers and boosting algorithms on the performance of cascades.

Weak classifiers ensembles were also used by Meynet et al. [6]. They combined
a simple HCC with another parallel weak classifiers ensemble. The HCC was used
to discard easy to classify non-faces. The remaining windows have been tested
with boosted classifiers based on the Anisotropic Gaussian Features; the final
classification depending on votes of those classifiers.

Eyes detectors are usually applied to already localized face regions, which are
fairly similar. Here the detectors must discriminate between eyes and other facial
features.

Wang et al. [7] used homomorphic filtering to compensate for illumination
variations. The binary template matching was then applied to preprocessed im-
ages in order to extract potential eyes. Candidate regions were verified with the
SVM and the precise eyes’ location was acquired with variance filters.

Many authors tried to use the HCC in the task of eyes detection. Wilson
and Fernandez [8] used cascades trained against other features to extract eyes, a
mouth and a nose from the face region. As the processing of a whole face led to
many false positives (FP) they proposed the regionalized search approach. This
explicitly means the use of the knowledge about a face structure i.e. looking for a
left eye in an upper-left, for a right eye in an upper-right, a nose in a central and
a mouth in a lower part of the face. This simple solution significantly reduced
the FP ratio.
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Feng et al.[9] used the HCC at the first stage of their detection system. In
order to reduce the FP ratio the results have been verified with another boosted
classifier, the one based on ordinal features rather than on Haar-like and trained
with the algorithm similar to the AdaBoost.

3 The Haar Cascade Classifiers

The HCC emerged as a successful combination of three ideas. Instead of working
directly on image function values, the detector uses an extensive set of features,
which can be efficiently computed in a fixed time. This feature-based approach
helps to reduce the in-class variability and increases variability between classes.
Secondly, using a boosting algorithm allows for a concurrent selecting of a small
subset of sufficient features and for the classifier training. Finally, creating a
cascade structure of gradually more complex classifiers results in a fast and
efficient detection scheme.

Haar-Like Features

According to Lienhart [5], Haar-like features can be calculated with the following
equation:

feature =
∑

i∈{1...N}
ωi·RecSum(x, y, w, h) (1)

Where RecSum(x, y, w, h, φ) is the sum of intensity values over any given upright
or rotated rectangle enclosed in a detection window and x, y, w, h, φ stand for
coordinates, dimensions and rotation of that rectangle (see Figure 1).

To reduce potentially infinite number of features, the following restrictions
are applied:

• Pixel sums over only two rectangles are allowed (N=2)
• The weights are used to compensate the area difference of two rectangles

and have opposite signs. Which means that ω0·Area(r0) = −ω1·Area(r1),
substituting ω1 = 1 one gets ω0 = −Area(r0)/Area(r1)

• The features should be similar to those used in early stages of human vision
pathway, such as directional responses of Gabor filters.

Those constraints leave 14 prototype features (see Figure 2), which can be
scaled in both directions and placed in any part of the detection window. This
allows to create an extensive feature pool. The features are computed as the
proportion of pixel sums under black and white rectangles and scaled to com-
pensate for the areas difference. It’s worth mentioning, that line features can
also be viewed as a combination of two rectangles: one of them containing both
black and white, but the second only a black area.

To efficiently evaluate features, two novel image representations are intro-
duced. The Summed Area Table (SAT(x, y))[4] is used to calculate features
based on upright rectangles. Each entry of the table is defined as the sum of
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Fig. 1. Upright and rotated rectangles in the detection window

Edge features:

Center-surround features:

Line features:

Fig. 2. Prototypes of Haar-like features

pixel intensities over the upright rectangle extending from (0, 0) to (x, y) and is
being filled according to the formula:

SAT (x, y) =
∑

x′≤x,y′≤y

I(x′, y′) (2)

Once filled, the SAT enables computing pixel sum over any upright rectangle
with only four look-ups:

RecSum(x, y, w, h, 0) = SAT (x− 1, y − 1) +
+ SAT (x + w − 1, y + h− 1)− SAT (x + w − 1, y − 1)−
− SAT (x− 1, y + h− 1) (3)

Rotated features are computed using another auxiliary representation called
the Rotated Summed Area Table [5]. Each entry is filled with the following value:

RSAT (x, y) =
∑

|x−x′|≤y−y′,y′≤y

I(x′, y′) (4)

Pixel sum of any rotated rectangle can be computed according to:

RecSum(x, y, w, h, 45) = RSAT (x− h + w, y + w + h− 1) +
+ RSAT (x, y − 1)−RSAT (h− x, y + h− 1)−
−RSAT (x + w − 1, y + w − 1) (5)
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Classifiers Cascade

In the most of cases the detected object occupies only a small part of the im-
age. Thus it’s better to discard non-object regions quickly and focus only on
those which are relevant, than to examine every window thoroughly. The cas-
cade structure allows for such an approach. It consists of the N stages i.e. of
serially connected classifiers distinguishing between the detected object and the
background. Every stage is trained to achieve TP ratio p close to 1 with the
FP ratio f kept usually 0.5. The positively classified windows are passed to the
subsequent stage; the others are excluded from the further processing.

1-f 1-f 1-f 1-f

p p p p p

Fig. 3. Structure of the cascade detector

Due to the serial nature, the overall detection ratios are exponential function
of single stage efficiencies:

TP cas =
i≤N∏
i=1

pi ≈ pN (6)

FPcas =
i≤N∏
i=1

fi ≈ fN (7)

The adequate selection of p, f and N results in a detector achieving a high TP
ratio (slightly less than 100%) and a low FP ratio at the same time. The stages
are consecutively trained to achieve the desired detection rates. The whole sets
of positive and negative samples are presented only to the first stage classifier.
The others are trained only with subsets which have passed previous stages. In
that way classifiers at succesive stages are faced with more difficult tasks and
have to discover subtler differences to keep up the desired p and f ratios.

The Single Stage Classifier

Having such extensive features pool one needs to find a way to select a minimal
subset guaranteeing the desired detection rate. Boosting is a machine learning
concept combining performance of many ’weak classifiers’ (where ’weak’ means
only slightly better than a random choice) into a single powerful ensemble called
’strong classifier’.

In the HCC simple CARTs (Classification And Regression Tree) are used as
weak classifiers. Their size is restricted only to several splits. In the simplest
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case (single-split CARTs called ”stumps”) they rely on a single feature only.
Using slightly more complex weak classifiers (e.g. 4-splits CARTs) slows down
the training but allows for preserving some relations between features in a weak
classifier. Even those more complex classifiers could not be sufficient to achieve
the desired detection rates. To assemble weak classifiers into a strong one the
boosting algorithm called AdaBoost[10] is used. In [5] Lienhart with colleagues
proved that by using the version called the Gentle AdaBoost one obtains a detec-
tor having lower FP ratio than those detectors trained by using other AdaBoost
versions.

Gentle Adaboost algorithm specification according to [10]:

1. Given N examples (x1, y1), ..., (xN , yN ) where xi ∈ Rk, yi ∈ (−1, 1)
2. Start with weights wi = 1/N, i = 1, ..., N
3. Repeat until p and f are achieved, for m = 1,...,M

a. Fit the regression function (the CART) fm(x ) by the weighted least-
squares of yi to xi having weights wi

b. Set wi = wi · exp(−yi · fm(xi))

4. Output the classifier: sign[
M∑

m=1
fm(x )]

4 The System’s Architecture

Our detection system consists of the three stages. At the first one, the HCC face
detector is applied to the whole image. As the neighboring positive responses
of HCC are merged into a single detection result, it is possible to fine-tune the
detection ratios by relaxing the constraint on the minimum number of neighbors
(Nb). The detected candidate regions are futher processed independently.

At the second stage, the left and right eye HCC detectors are used on previ-
ously found face regions and their results are stored in the two lists. As with the
face detector the constraint on the minimum number of merged neighbors can be
set. Moreover, instead of searching for eyes over the whole face,the regionalized
search can be used. This means, applying the left eye detector the rightmost and
the right eye detector to the leftmost 60% of the upper half of the face.

The third stage is a simple knowledge-based rule of combining left and right
eye detections into valid eye-pairs. For each left and right eye combination in a
given face rectangle an in-plane rotation φ is calculated. Eye-pairs with φ > 20
are discared, as too unlikely to belong to a upright view of the face.

5 The Results and Conclusions

Our HCCs were trained with the Gentle AdaBoost by using 4-split CART as a
weak classifier and setting the required TP ratio of each stage for 0.999.
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The positive training set for the face HCC consisted of 2500 face pictures from
our base. The negative set was created by randomly gathering 3500 images not
containing any faces. Eyes detectors were trained with positive sets of 2500 left
or right eye images from our base. Negative sets consisted of face images with
the appriopriate eye being hidden.

The eye localization error measure was the same as the one used by Campadelli
[11].

error =
max(‖Cl − ClGT ‖, ‖Cr − CrGT ‖)

‖ClGT − CrGT ‖ (8)

Where Cl stands for the center of the left eye found, Cr stands for the center of
the right eye found, ClGT and CrGT stand for the centers of ground truth eyes.

Detections with error less than 0.1 were treated as TPs, the others were
counted as FPs. Pictures without any positive eyes detection were considered
to be false negatives (FNs).

Fig. 4. Exemplary results: upper row - manually marked face and eyes, lower row -
automatically detected face and eyes

While no constraints to the minimum number of neighbors were set, the pro-
posed system achieved the TP ratio of 94% and FP ratio of 13%. Constraining
solely the eyes detector (Nb=3 ) resulted in the TP ratio of 88% with less than 1%
FP. The average processing time on a PC with Intel Celeron 2,8 GHz processor
and 512 MB RAM was 321 ms.

Our detection system was proved to be efficient both w.r.t detection rates
and computation costs. It turned out to be resistant to pose variations and to
structural disturbances.

Future work will focus on using this solution in a complete face recognition
system. The influence of the training sets used, of the weak classifiers applied and
of the each stage’s desired detection rates settings on the overall detection ratios
will be investigated. Additionaly, our detectors performance will be compared
with the performance of custom HCCs trained by other authors.
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Piotrowo 3A, 60-965 Poznań
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Summary. Mathematical morphology is a widely known image processing technique.
Morphology-based processing techniques can be easily implemented, thanks to concep-
tual simplicity of basic morphological operators. However, most morphological algo-
rithms that are run on sequential processors are unable to meet real-time requirements.
A way to solve this problem are the implementations using dedicated hardware, e.g.
the FPGAs.

This paper describes a complete FPGA architecture for real-time edge detection. The
architecture consists of prefiltering, gradient image computation and non-maximum
suppression blocks, allowing the extraction of a single-pixel-thin binary edge image
of good quality. The described solution, although simple and compact, is capable of
processing image data stream with the speed of hundreds of frames per second for a
512×512, 8-bit gray-scale image, while keeping the costs, size and power consumption
at a low level. Description of implemented algorithm, resource usage summary, output
images, as well as block diagrams of the architecture are included in the paper.

1 Introduction

Edge detection refers to the process of identifying and locating significant discon-
tinuities in an image function, to extract significant external world information –
the scene structure. Edge detection is an important step in the feature extrac-
tion and supervision tasks, like texture analysis, pattern recognition, machine
vision, motion detection etc. Therefore, fast implementations of edge detection
algorithms are desirable. One of the methods to achieve the speedup in algo-
rithm’s execution is to use the potential of available FPGA-circuits. They en-
able parallel processing of image-data using custom digital structures. There are
many methods for edge detection, but most of them can be grouped into two
categories, gradient-based and zero-crossing based. The gradient-based methods
detect edges by looking for maxima and minima in the first derivative of the
image function, usually for the local directional maxima of the gradient magni-
tude (like in the Canny algorithm [1]). The zero-crossing based methods search
for zero crossings in the second derivative of the image in order to localize edges
(an example is the Marr-Hildreth algorithm [4]). There are also other, nonlinear
methods based on structural properties of the image, like the SUSAN method [7].

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 132–139, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Another interesting possibility for edge detection is the morphological gradient,
that combines the structural analysis (by using the morphological operators)
with some mathematical properties (the image gradient). Morphological gradi-
ent operator for a grayscale image A by using the structural element B is defined
by equation 1, where ⊕ denotes the dilation, and � denotes the erosion [6]. Fur-
ther informations on the extension of mathematical morphology operators to the
gray-scale images can be found in [3].

MG(A) = (A⊕B) − (A�B) = max(A,B) −min(A,B) (1)

The morphological gradient is an attractive tool in some cases because of its
properties. The main advantage of the morphological operators is their concep-
tual simplicity and ease of implementation. The morphological operators rely
more on the geometric than mathematical properties of the image. This prop-
erty helps them to filter out or preserve certain geometric features in the im-
age [2]. Moreover, the morphological gradient does not require normalization to
avoid clipping, while the differential convolutional operators often produce the
response which is out of the intensity range of the image (clipping). The main
drawbacks of the morphological gradient are its sensitivity to noise (rising as
the area of the structural element increases) and the lack of edge direction in-
formation, which makes the non-maximum suppression impossible. This paper
presents methods overcoming these drawbacks while preserving the advantages of
morphological gradient edge detection. Additionally, a compact implementation
of the algorithm that uses an inexpensive FPGA is described. This implemen-
tation is capable of processing the grayscale images of 512× 512 resolution with
the speed reaching hundreds of frames per second.

2 Description of the Implemented Algorithm

The regular morphological gradient (see equation 1) provides information about
edge strength, but not on the edge orientation. Most edge detectors, like for ex-
ample the widely known Canny edge detector [1], use the difference filters, such
as the Sobel filter, as part of their edge extraction algorithm. Such difference
filters are sensitive to edge direction and enable therefore the edge orientation
information to be extracted from the filtered image. The knowledge of edge ori-
entation is necessary to perform the non-maximum suppression. Such suppres-
sion is necessary, because good quality edges should be placed at the gradient
maximum location and also should be thin. To overcome the morphological gra-
dient’s insensitivity to the edge direction, it is possible to use direction-biased
structuring elements, like those shown in figure 1.

Let us denote the horizontal, vertical and diagonal (45 and 135 degrees) struc-
tural elements by SEH , SEV , SE45 and SE135 respectively. The directional gra-
dient for a grayscale image A is given as the difference between the directional
dilation and directional erosion (i.e. dilation and erosion of the image using the



134 M. Kraft and A. Kasiński

Fig. 1. Directional structural elements defined on a 3 × 3 raster. From left to right,
respectively: SEH , SEV , SE45 and SE135; the origin pixel is denoted by x.

same directional structuring element), and for the four principal directions it is
given by equations:

GH(A) = (A⊕ SEH)− (A� SEH) (2)

GV (A) = (A⊕ SEV ) − (A� SEV ) (3)

G45(A) = (A⊕ SE45) − (A� SE45) (4)

G135(A) = (A⊕ SE135) − (A� SE135) (5)

For any given pixel at the coordinates (x, y) we define the morphological
gradient magnitude as the maximum of the horizontal and vertical gradient
filter response at that point:

MG(x,y) = max[GH(A(x, y)), GV (A(x, y))] (6)

Please note, that combining these two directional gradients corresponds to
the computation of a morphological gradient with a cross-like structural ele-
ment. This is because the morphological operations using complex structural
elements can be decomposed into series of operations using simpler structural
elements. The knowledge of the magnitudes of directional morphological gradi-
ents at any given image point let also the determination of the gradient direction.
For performing the non-maximum suppression it is sufficient to classify the edge
direction to the one of the four principal directions, see figure 2:

Fig. 2. The four principal gradient directions

The edge direction Θ can be obtained from the following equation:

Θ(x,y) = arctan
GH(A(x, y))
GV (A(x, y))

(7)
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Please note however, that the magnitudes of directional morphological gradi-
ents GV (A(x, y)) and GH(A(x, y)) are never negative, and therefore the result
of the gradient direction computation is not always explicitly the proper angle.
However, to classify the local edge direction just to one of the four quadrants,
the available information is sufficient. If a diagonal edge is encountered, there
are two possible solutions, but comparing both of the diagonal gradient magni-
tudes allows to discard the improper solution. Therefore, the complete criteria
to classify the edge direction of the pixel at coordinates (x, y) can be formulated
as shown in equation 8.

dir(x,y) =

⎧⎪⎪⎨⎪⎪⎩
1 for Θ(x,y) ≤ 22, 5◦,
2 for Θ(x,y) > 67, 5◦,
3 for 22, 5◦ < Θ(x,y) ≤ 67, 5◦ and G45(A(x, y)) < G135(A(x, y)),
4 otherwise.

(8)
Please note, that the boundary values of Θ(x,y) correspond to certain values

of GH(A(x, y)) over GV (A(x, y)) in the arctangent function (see equation 7).
Therefore, the value of the fraction can also be used for edge direction classifi-
cation. Such approach is favorable, because it eliminates the need to call for the
computationally costly arctangent function. Also, it requires less resources than
the lookup table approach.

After the gradient magnitude and edge directions are computed, non-maximum
suppression can applied. The non-maximum suppression is done by retaining the
points with the gradient magnitude MG(x,y) higher than some threshold t, their
gradient magnitude being a local maximum in the gradient direction (we assume
the gradient direction to be perpendicular to the edge direction). We have observed
a significant quality drop on a class of images (mostly artificial test images with
strong step edges). The edgeswere not fully connected, and also some sharp corners
were destroyed during the process non-maximum suppression.

The problem can be alleviated by prefiltering the image with a simple 3 × 3
gaussian mask. This approach has also the advantage of filtering some amount of
registrationnoise, andmany edge detectors perform suchfiltering as preprocessing.
To that goal we used the pseudo-gaussian mask H given in equation 9.

H =
1
16

⎡⎣ 1 2 1
2 4 2
1 2 1

⎤⎦ (9)

Please note, that all coefficients can be simply implemented by multiplying
and dividing by numbers that are the power of 2. Such operations can be easily
implemented in hardware by shifting the binary representation of the number
left (for multiplication) and right (for division).

3 Processor Architecture

Because all the stages of the algorithm operate on a 3 × 3 window, addition
of FIFOs with additional address generators working as digital delay lines was
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necessary to assure access to all of the nine pixel values in the processed window
at once. The FIFOs were implemented using on-chip block RAM. This solution
was preferred over the one with external memory for its speed and flexibility.
The block RAM was used in the dual-port memory configuration, with an 8-
bit interface. This allows to perform a read and write operation in a single
clock cycle. The FIFO depth is equal to the horizontal resolution of the image.
The whole datapath is organized in pipeline, where all the functional blocks
(gaussian filter block, gradient magnitude and direction computation block and
the non-maximum suppression block) are connected in series. Thanks to parallel
processing, after filling the pipeline, the processor accepts and outputs one byte
of data on every clock cycle. The pipeline structure is depicted in figure 3.

Fig. 3. Processing pipeline structure (FIFO delay lines have been omitted for clarity)

The use of a gaussian mask given by equation 9 allows to implement multi-
plication by shifting left the binary representations of numbers. The multiplied
values are then added using pipelined adder tree. The result of the addition is
then divided by 16 by shifting it right four places. Depending on the values of the
discarded bits, the result may be increased by one to achieve proper rounding
to the nearest integer value.

The output of the filter is then fed to the block that computes gradient mag-
nitude and direction. In the first clock cycle, all the directional erosions and
dilations are computed by selecting the minimum and maximum value under
each of the four directional structural elements. In the following clock cycle, the
values of directional erosion are subtracted from the respective values of direc-
tional dilation. This gives the four directional gradients as the result. Depending
on the gradient values, the edge direction is determined in the third and fourth
clock cycle. To avoid floating-point computations, the values under arctangent
have been split into two integer coefficients. The horizontal and vertical com-
ponent of the gradient are multiplied by these two coefficients respectively and
compared. We have therefore four coefficients, two for each boundary value of Θ.
To reduce the resource cost, one of the coefficients for each boundary value has
been set to 128. This allows to implement the multiplication by 128 as bit-shift
operation and use two hardware multipliers instead of four. The errors resulting
from the differences between the values approximated with the chosen integer
values and the actual arctangent values for the boundary values of Θ do not
exceed 0, 05%. The values of horizontal and vertical gradient components after
multiplication and also the diagonal gradient components are then compared
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to classify the edge direction according to equation 8. A this point also, the
maximum of horizontal and vertical gradient components is selected as the local
gradient magnitude.

The information on edge strength and direction is passed to the non-maximum
suppression block. For each pixel with the magnitude above some selected thresh-
old value t, the magnitude of the pixel is compared to the magnitude of the two
pixels along the gradient direction. If the magnitude of this pixel is greater than
the magnitudes of the other two pixels, the output is set to ’1’, otherwise it is
set to ’0’. The pixels on the output of the non-maximum suppression block form
the binary edge image of the input image data.

The whole processor circuit uses six delay lines (two for each functional block),
so the delay introduced is equal to six scan lines plus eleven clock cycles (this
results from the pipeline depth).

4 Implementation and Performance Evaluation

We have implemented the architecture described above in hardware for testing
purposes. The processor capable of performing all the operations used in the
algorithm was implemented and tested by using VHDL as hardware description
language together with Xilinxs ISE 8.1 package and Mentor Graphics’ ModelSim
XE III 6.1e. Target chips were the FPGA’s from Xilinx’s Spartan 3, namely the
XC3S200-4FT256. The design was first tested using simulation software to con-
firm the correct operation of the post-synthesis and post-place and route model.
The design was then implemented in a physical device. We have used the Xplorer
script from Xilinx to determine the best implementation settings with the maxi-
mum clock speed chosen as the priority. The summary of implementation details
is given in table 1.

Table 1. Resource usage of the implemented design. The values in percent are given
with respect to all resources available.

Parameter Value
No. of block RAMs 6 (50%)
No. of flipflops 516 (13%)
No. of LUTs 689 (17%)

The software indicates, that the solution is able to operate at pixel clock
of 150 MHz. The time to process an 8-bit 512 × 512 image is therefore about
1,8 milliseconds. Functional tests were performed by sending a stream of bytes,
representing the image data, to the device and visualizing the data received
in response. We have compared the processing time with the performance of
the optimized Canny algorithm implemented in the OpenCV library. The tests
were run on a PC fitted with 1.6 GHz Turion processor with 1 GB of RAM. The
software edge detector turned out to be ten times slower. We have also compared
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our design with a FPGA-based edge detection solution that uses the Canny
algorithm [5]. The pixel clock of this design is 260 MHz. Our design consumes
however significantly less resources and we also believe, that implementing it in a
high-end FPGA would result in significant performance increase (up to 2.1 times
faster on a Virtex-4 FPGA). Output images are given in figure 4. Threshold level
t was set here to 12. An 8-bit grayscale test image of 512×512 resolution has been
used. Results of applying the Canny edge detector to the same test image have
been provided for comparison. Parameters of the Canny edge detector (threshold
levels and standard deviation of the gaussian mask) were as tH = 70, tL = 30
and mask size 3× 3, σ = 0.85.

(a) Original test image (b) Morphological
edge detector result

(c) Canny edge detec-
tor result

Fig. 4. Original image and images obtained by applying the morphological and Canny
edge detectors

Morphological edge detector demonstrates a decent performance. The local-
ization of edges is good. The edges are also properly thinned. The main problem
is the edge streaking. However, this implementation of the edge detector uses
only simple thresholding, while the Canny edge detector uses thresholding with
hysteresis. Incorporating more sophisticated thresholding schemes is planned in
future revisions of the hardware. Another problem is the lack of connectivity at
T-junctions and X-junctions . The Canny algorithm however demonstrates sim-
ilar effects, caused mainly by the gaussian filtering and also the non-maximum
suppression.

5 Conclusions

A fully functional hardware implementation of the morphological edge detector
capable of meeting the demands of real-time applications has been presented in
this paper. The use of FPGA circuits offers not only a significant increase in pro-
cessing speed, but also allows to reduce the cost, size and power consumption of
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the device and offers the flexibility to modify existing features and add new fea-
tures in new hardware revisions. This is an attractive perspective, especially for
embedded system. Further research includes the implementation of other feature
extraction algorithms, such as the corner detector and image segmentation. We
plan to use these feature extraction processors as the part of a system-on-chip
processor for high-performance tracking and machine vision applications. Such
processor can be incorporated into the flow of visual data-stream, directly after
the camera.
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Summary. In the current study the numerical complexity of the Live-Wire (LW )
method has been significantly reduced. The LW technique delineates the edges on the
basis of a graph searching algorithm. The size of the graph, traditionally equal to the
image size, refers to all image pixels. The graph size reduction can be obtained by
withdrawing from the analysis homogeneous regions inside the anatomical structures.
In this approach an FCM technique has been implemented and tested on selected MRI
and CT examination.

1 Introduction

Image segmentation is still an open problem in the field of image processing
and computer graphics. Existing algorithms are nigher sufficiently, accurate nor
universal in order to be employed to different applications. Complexity of the
segmentation problem causes an increase in the number of developed methods.
Additionally, proposed solutions often execute many various operations increas-
ing numerical complexity. Simultaneously, users care for receiving fast results.
Thus, it seems reasonable to reduce the numerical complexity by withdrawing
from the analysis image area of no pertinent information.

This paper is organized as follows: in section 2 the traditional Live-wire tech-
nique is presented. Then, a modification employing the FCM algorithm is intro-
duced (section 3) and the results are shown in section 4.

2 Live-Wire Algorithm

Live-Wire (LW ) algorithm [1, 2, 3] is an edge-based segmentation technique and
requires manual initialization of characteristic points. Marked points trace the
structure boundary at the segmented process. Image boundaries are represented
by optimal paths linking the graph vertices, indicated by the user. Hence in the
LW algorithm image is seen as a weighted, undirected graph G = (V,E), where
V denotes the set of vertices and E denotes the set of edges. Each graph vertex
corresponds to a single image pixel and is connected with its eight-neighborhood.
Additionally, a suitable weight, assigned to each graph vertex, describes the edge
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properties of the image pixel corresponding to this vertex. The full set of weights
creates a matrix called an image cost map.

2.1 Cost Map Definition

In order to determine, for each image pixel, a value of the membership de-
gree to image boundaries, different methods can be applied. In traditional LW
method [1, 2, 3] image gradient features are adapted. Among them are: im-
age gradient magnitude, image gradient direction, and laplacian zero-crossing.
Other solutions employ the Fourier transform [4, 5] or wavelet image decomposi-
tion [6, 7]. The way the cost map is defined influences the segmentation quantity
and precision of boundaries delineation. This stage of the cost map analysis has
already been discussed in [2, 3, 6, 7].

2.2 Graph Searching Algorithm

Detection of the entire structure boundary is carried out in several steps. In each
step only a single boundary segment, limited by the pair of user assigned points
(the seed and the free point), is found. The distance between the seed point and
the free point influencing the delineation accuracy, depends on the boundary
curvature. Every part of the boundary structure is connected with the optimal
path, which joints vertices representing the seed and the free point.

In order to compute a single boundary segment (any optimal path) a graph
searching algorithm is required. In the current study the Dijkstra algorithm [8]
has been implemented. It analyzes vertices and their neighborhood step by step,
starting from the seed point manually selected by the user. As a result a tree
rooted at this point is obtained. This tree constitutes a set of optimal paths,
which connects each image pixel with the seed point. In order to select exclusively
one path the user has to specified a free point.

In order to compute the next edge segment the graph searching procedure
is repeated. Usually, the analysis stops when the entire structure boundary is
detected.

2.3 LW On-the-Fly

In the traditional LW method even the detection of a short boundary part re-
quires the full graph to be searched. One has to keep in mind that the number of
vertices is equal to the number of the image pixels and the entire image has to
be processed. Additionally, the numerical complexity of the Dijkstra algorithm
is proportional to the number of vertices and equals O(n2), where n denotes
vertices number. Thus, this stage of the LW algorithm is the most time con-
suming. In order to decrease the graph size, the LW on-the-fly modification has
been proposed [5, 9, 10]. This solution requires a free point specification before
the graph searching procedure starts. The searching process stops when the free
point is achieved. Therefore, the set of analysed points grows around the seed
point in each direction, until the free point is reached.
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3 LW-FCM Algorithm

Both solutions: the traditional LW method and the LW on-the-fly take into
consideration each image pixel independent of its properties and context. From
the image edge-based segmentation point of view pixels located in homogeneous
areas can be ignored, because they have no boundary features required in the
LW methodology. Thus, the FCM algorithm is employed in order to find image
pixels to be subjected to the graph searched phase. The image pixels described in
terms of the gray level value, is classified into c classes. In the current study the
class number has been determined empirically. The maksimum of corresponding
elements of the partition matrices allows a pixel to be assigned to a certain class.
As a result, each image pixel is referred to a class label (value from 1 . . . c). In this
image, pixels located in homogeneous areas have got the same class label and can
be skipped during the graph searching process. Only pixels, whose neighborhood
belongs to a different class are located at or near an edge and only these pixels
are subjected to the graph search process.

Additionally, the number of classes influences the sensitivity of the edge detec-
tion. For small c only strong edges are detected, whereas large c enables a correct
segmentation of structures surrounded even by weak and thin boundaries. It also
influences the numerical complexity of LW-FCM method (as shown in section 4).

3.1 LW-FCM On-the-Fly

The LW-FCM algorithm can be performed in the on-the-fly mode. Thus, the
processing breaks when the initially indicated by the user free point is reached.
The benefits of this modification strongly depends on the distance between the
seed and the free point.

4 Results

To access the accuracy of the segmentation procedures as well as the numerical
complexity of the algorithms, the following evolution studies have been con-
ducted. The computed tomography (CT ) chest and magnetic resonance imaging
(MRI ) knee studies have been selected. The lung areas in the first and the bony
structures in the second type of exams have been segmented.

First the numerical complexity of the traditional LW and the modified LW-
FCM algorithms have been tested. It is strongly influenced by the graph search-
ing algorithm (Dijkstra algorithm [8]), whose numerical complexity depends on
the image pixel number building the graph. With this regard estimation of the
numerical complexity value will be express in pixels number or the percentage of
their total number in the image (Table 1). In the traditional LW algorithm the
entire image (100%) is subjected to the graph search phase. On the contrary the
LW-FCM method depends on number of classes c in the FCM algorithm. Addi-
tionally, the number of analyzed pixels in LW-FCM algorithm strongly depends
on the segmented structure and the seed points marked by the user.
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Table 1. Numerical complexity of the LW algorithm in comparison with LW-FCM
for various number of classes c

Method Number of pixels %
Traditional
LW method

65536 100

LW-FCM
method,
c = 2

1116 1, 7

LW-FCM
method,
c = 3

1265 1, 93

LW-FCM
method,
c = 4

12324 18, 8

LW-FCM
method,
c = 5

15088 23, 02

LW-FCM
method,
c = 6

16157 24, 65

LW-FCM
method,
c = 7

17889 27, 29

In Table 1 a rapid increase in the number of pixels building the graph can be
noticed. Another interesting remark can be made by comparing a small increase
in the edge points when c changes between 5 and 7. However, only less than 30%
of the image points are required to sufficiently extract even small edges. The
clustering results and pixels building the graph are shown in Fig. 1.

(a)

seed_point
(c)

(e)

(b)

(d)

Fig. 1. LW-FCM method, (a) original image with seed point, (b), (d) clustered version
of image for c = 3 and c = 5, respectively, (c), (e) image pixels involved in the graph
search procedure
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(a)

seed_point

free_point

(b) (c)

Fig. 2. LW-FCM-on-the-fly method, (a) original image with seed and free point,
(b),(c) image pixels involved in the graph search procedure for c = 3 and c = 5,
respectively

Similar analysis has been conducted for the LW on-the-fly and LW-FCM on-
the-fly algorithms. Since these techniques strongly depend on the seed point
marked by the user, the increase in the number of classes does not effect the nu-
merical complexity. Fig.2 shows the image pixels examined at the graph searched
phase for c = 3 and c = 5. Results (Table 2) indicate, the on-the-fly modification
of the LW and LW-FCM methods to be more effective than the traditional LW
and LW-FCM approach, respectively. In all structures the characteristic points

Table 2. Numerical complexity of LW on-the-fly algorithm in comparison with LW-
FCM on-the-fly for various number of classes c

Method Number of pixels %

LW on-the-fly method 12786 19, 51
LW-FCM on-the-fly method, c = 2 447 0, 68
LW-FCM on-the-fly method, c = 3 685 1, 04
LW-FCM on-the-fly method, c = 4 710 1, 08
LW-FCM on-the-fly method, c = 5 875 1, 33
LW-FCM on-the-fly method, c = 6 1084 1, 65
LW-FCM on-the-fly method, c = 7 1033 1, 57

Table 3. Numerical complexity of LW on-the-fly algorithm comparison with LW-FCM
on-the-fly for distance between characteristic points

Method CT chest examination MRI knee joint examination
Number of pixels % Number of pixels %

LW on-the-fly method 1659 2, 53 1840 2, 81
LW-FCM on-the-fly method 146 0, 22 148 0, 22
LW on-the-fly method 37387 57, 05 21445 32, 72
LW-FCM on-the-fly method 1107 1, 69 750 1, 14

have been located identically. Since in the on-the-fly mode, results depend on
the geometrical distance between the seed point and the free point the LW on-
the-fly and LW-FCM on-the-fly have also been compared (Table 3). Graphical
representation is presented in Fig. 3, Fig. 4.
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(a)

seed_point

free_point

(d)

(b) (c)

(e) (f)

Fig. 3. Numerical complexity reduction of LW algorithm for short boundary segments,
(a), (d) original images with seed and free point, (b), (e), (c), (f) image pixels involved
in the graph search procedure for: (c), (d), LW-on-the-fly and (e), (f) LW-FCM–on-
the-fly

(a)

seed_point

free_point

(d)

(b) (c)

(e) (f)

Fig. 4. Numerical complexity reduction of LW algorithm for long boundary segments,
(a), (d) original images with seed and free point, (b), (e), (c), (f) image pixels involved
in the graph search procedure for: (c), (d), LW-on-the-fly and (e), (f) LW-FCM–on-
the-fly

The evaluation of the methodology has also been performed on a set of 50
chest CT and 25 knee joint MRI images. The LW-FCM approach reduces the
number of analyzed pixels to down to 2 − 31% depending on the number of
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Table 4. Image pixels involved in the graph searching procedure in LW and LW-FCM
methods

Image Structure Number of pixels %
LW LW-FCM

c = copt c = 5

CT chest examination single lung 100 1, 7029 23, 022
MRI knee joint thighbone 100 1, 1765 31, 801
MRI knee joint tibia 100 5, 5038 31, 801

Table 5. Image pixels involved in the graph searching procedure in LW on-the-fly and
LW-FCM on-the-fly

Image Structure Number of pixels %
LW LW-FCM

c = copt c = 5

CT chest single lung 20, 108 0, 58441 0, 85754
MRI knee joint thighbone 11, 214 0, 4837 2, 4765
MRI knee joint tibia 31, 313 3, 5873 15, 039

classes (Table 4). Another decrease of the analyzed area is obtained when the
on-the-fly mode is employed (Table 5).

Apart from the reduction of the numerical complexity an improve in the seg-
mentation accuracy has been obtained. Since the FCM phase excludes the ho-
mogeneous regions from the graph search step only the edge of an anatomical
structure can be followed. This means that no short cuts are possible. This
decreases the required number of characteristic points and reduces the user in-
teraction Table 6.

Table 6. Number of characteristic points

Image Structure Number of points
LW LW-FCM

CT chest examination single lung 6 − 8 2 − 3
MRI knee joint thighbone 7 − 16 3 − 5
MRI knee joint tibia 5 − 8 2 − 5

5 Conclusion

The introduced LW-FCM method reduced the numerical complexity of the tra-
ditional LW technique. User interaction can be decreased to only a few points



Numerical Complexity Reduction in Live-Wire Algorithm 147

to be marked on the edge. Finally, an improvement of the accuracy has been
obtained. The method has been evaluated as a image segmentation tool for se-
lected soft tissue and bonny structures.

References

1. Mortensen E N, Barrett W A (1995) Intelligent Scissors for Image Composition.
Computer Graphics and Interactive Techniques (ACM SIGGRAPH ’95) 191–198

2. Barrett W A, Mortensen E N (1997) Interactive Live-Wire Boundary Extraction.
Medical Image Analysis 1:4:331–341

3. Mortensen E N, Barrett W A (1998) Interactive Segmentation with Intelligent
Scissors. Graphical Models and Image Processing 60:5:349–384

4. O’Donnell L, Westin C F, Grimson W E L, Ruiz-Alzola J, Shenton M E, Kikinis R
(2001) Phase-Based User-Steered Image Segmentation. Fourth International Con-
ference on Medical Image Computing and Computer-Assisted Intervention 1022–
1030

5. O’Donnell L (2001) Semi-Automatic Medical Image Segmentation. MA Thesis,
Massachusetts Institute of Technology, Massachusetts

6. Wiêcşawek W (2006) Live-Wire Method with Wavelet Cost Map Definition for
MRI Images. IFAC Workshop on Programmable Devices and Embedded Systems
(PDeS’ 2006) 197–202

7. Wiêcşawek W (2006) Live-Wire Method With FCM Classification. Mixed Design
of Integrated Circuits and Systems (MIXDES’2006) 756–760

8. Dijkstra E W (1959) A Note on Two Problems in Connexion with Graphs. Numer-
ishe Mathematik 1:269–270

9. Falcão A X, Udupa J K, Miyazawa F K (2000) An Ultra-Fast User-Steered Image
Segmentation Paradigm: Live Wire on the Fly. IEEE Transactions on Medical
Imaging 19:1:55-62

10. Kang H W, Shin S Y (2002) Enhanced Lane: Interactive Image Segmentation by
Incremental Path Map Construction. Graphical Models 64:5:282-303



Image Segmentation Using Adaptive Potential
Active Contours

Arkadiusz Tomczyk

Institute of Computer Science, Technical University of Lodz, Wolczanska 215,
90-924, Lodz, Poland
tomczyk@ics.p.lodz.pl

Summary. In the paper a new segmentation method is proposed. Adaptive potential
active contour approach (APAC) is a result of the relationship between active contour
methods and classifier construction techniques. As an optimization algorithm simulated
annealing was used to avoid local minima of energy function. The presented approach
allows to obtain contours of various topology and a new adaptation mechanism can be
introduced to improve segmentation results.

1 Introduction

Image segmentation is a crucial element of every system (e.g. medical diagnos-
tic systems) where image recognition is necessary. There exist many different
techniques of image segmentation such as thresholding methods, region growing
and splitting ([8]), etc. All of them, however, possess limitations in utilization
of high-level knowledge which can be obtained from experts and which can sig-
nificantly improve results of object identification. As a solution of that problem
active contour techniques were proposed ([1, 2, 3, 4]). In this paper a new method
from that group is presented.

The paper is organized as follows: in section 2 relationship between active
contour methods and classifier construction is presented, in section 3 a new
potential active contour (PAC) method is described, section 4 is devoted to
adaptation mechanism and finally the last two sections contain examples and
summary of the proposed method, respectively.

2 Active Contours and Classifier Construction

2.1 Classifiers

Classifiers are pattern recognition methods where the set of recognition results of
objects O is finite. Those results from set L(L) are usually called labels (further
L(N) will denote a set {1, . . . ,N} for N ∈ N and L will denote the number of
possible labels). Of course, none of the classification algorithms can operate on
the objects directly. They are able to operate on data extracted from object (i.e.
sensed, measured etc.). Consequently, there must exist some method of feature
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extraction. Summing up those considerations, classifiers can be considered as
functions k : X → L(L) that assign proper labels to the objects described by
means of their features from space X .

The actual problem is construction of classification functions. There are many
classifiers k ∈ K that map X into L(L) (where K is a set of all possible classifiers
in a given problem). To enable a choice of the proper one additional informa-
tion (expert knowledge) must be used (e.g. a training set with correctly labeled
objects). This knowledge can be formulated in the form of performance index
Q : K → R capable to evaluate the usefulness of each classifier. In consequence,
the problem of classification can be expressed as optimization of certain perfor-
mance index.

There are many practical methods of classifier construction. Some of them
bases on the quite obvious assumption, coming from observation of human recog-
nition process, that the result of classification depends on the labels of known
objects similar to the currently recognized one. Here the k-NN and potential
function methods can be given as an example ([5, 7]). The other approaches,
e.g. neural networks, try to simulate the human brain activity ([5, 6, 7]), etc.

2.2 Active Contours

Active contour methods were firstly introduced in [1]. The main idea was to
find an optimal contour c ∈ C describing object in the image (where C denotes
space of all considered contours). Optimality criterion was the so called energy
function E : C → R evaluating contours (internal energy was able to evaluate
contour’s shape while external - its location in the given image). The difference
of this approach from other segmentation methods is the utilization of high-
level knowledge for detection of object composed of lower-level image elements
(pixels).

In [1] contour is defined as a parametric curve and consequently the energy
function is in fact a functional. To minimize it calculus of variations is used
which transforms it into the problem of iterative solution of partial differential
equations set (discretization of contour was necessary). However, since the first
description of the snakes method there appeared a variety of other active con-
tour techniques. They differ in the method of contour description, in formulation
of the energy function and finally in the way of contour evolution. Examples are:
active shape models where the contour (polygon) can only change within the
previously trained model of shape ([2]), geodesic active contours where contour
is defined as an intersection of 3D surface and some plane which allows to con-
sider contours of different topology ([3]) and Brownian strings where contour is
described by means of chain code, external energy is statistically trained and
for evolution simulated annealing is used ([4]). This short review presents only
a small number of methods but it shows their diversity.

2.3 Relationship

In [10] relationship between active contour methods and construction of classi-
fiers was described. It was shown that contours can be interpreted as contextual
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classifiers of pixels where context of currently classified pixel are other pixels
from its neighborhood. Thus, the recognition result depends on the features of
all those pixels allowing to consider relations between them. Consequently also,
the search of an optimal contour can be interpreted as a method of optimal
classifier construction where energy E is performance index Q (in both cases
during optimization the parameters of the assumed contour or classifier model,
respectively, are sought).

The described relationship allows to exchange the methods and algorithms
([11, 12]) between active contours and classifier construction methods described
in sections 2.1 and 2.2 respectively. Example are adaptive potential active con-
tours (APAC). This technique is a new intuitive method of image segmentation
which possesses the advantages of active contour methods but originates from
potential function method so far used only as a pattern recognition method.

3 Potential Active Contours

3.1 Potential Function Method

Potential function method ([5]) is one of those methods of pattern recognition,
which assumes that label of the classified object should depend on the labels of
currently known, similar objects. The similarity measure considered in this case
is distance function ρ : X ×X → R and consequently the method can be applied
in any metric space X .

Let Dl =
{
xl

1, . . . ,x
l
Nl

}
denote a subset of X containing Nl control objects

corresponding to the label l ∈ L(L) and let the function P : R → R denote the
potential function. Example are exponential potential function:

P exp
Ψ,µ (d) = Ψe−µd2

(1)

and inverse potential function:

P inv
Ψ,µ (d) =

Ψ

1 + µd2 (2)

where Ψ and µ are parameters controlling the maximum strength of the potential
field in its center and its distribution, respectively (Fig. 1). The potential function
classifier kpot : X → L(L) is defined in the following way:

kpot(x) = argmaxl∈L(L)S(x, l) (3)

where x ∈ X , S : X × L(L) → R and S(x, l) denote the resulting potential of
object x ∈ X in the field generated by objects from set Dl:

S(x, l) =
Nl∑

i=1

Pψl
i,µ

l
i
(ρ(xl

i,x)) (4)

To put it differently, the object x ∈ X receives label l ∈ L(L) if the summary
potential of objects from Dl has the maximum value (Fig. 1).
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Fig. 1. The l resulting potential fields generated in space X = R by control points Dl

and the boundary dividing that space into X l regions where l ∈ L(L) and L = 3 (the
inverse potential function and Euclidean metric were used)

3.2 Potential Contour

Considering any classifier k in metric space X it can be observed that it divides
that space into L regions X l = {x ∈ X : k(x) = l} ⊆ X for l ∈ L(L) containing
objects with different labels and that there are such objects in X that separates
those regions (Fig. 1).

While segmenting the image only two classes (L = 2) are considered (label
1 will be treated as background label and 2 as object label) and pixels are the
objects that are to be classified. Let I : L(W)×L(H) → L(I) denote a gray-scale
image of width W and height H with I intensity levels (color images can also
be considered) and let X = R2 (of course L(W) × L(H) ⊂ X ). Any classifier
k : X → L(L) defined in space X divides it into two separate regions X l for
l ∈ L(L). Those regions can be used to define background X 1 ∩ L(W) × L(H),
object X 2 ∩ L(W)× L(H), and the boundary describing contour c in the image:

B =
{
x ∈ L(W) × L(H) : x ∈ X 2 ∧N(x) ∩ X 1 �= ∅} (5)

where N(x) = {〈i− 1, j〉 , 〈i + 1, j〉 , 〈i, j − 1〉 , 〈i, j + 1〉} ⊂ L(W) × L(H) for
x = 〈i, j〉 ∈ L(W) × L(H) (because of practical reasons it is assumed that
for coordinates that lie outside the image the classifier returns 1 and thus
B ⊂ X 2 ∩ L(W) × L(H)). Contour obtained for kpot classifier is called a po-
tential contour. Its shape for a given metric ρ and potential function P depends
on the distribution of control points in sets D1 and D2 and on the parameters
of potential functions (Fig. 2, Fig. 3).

3.3 Energy of Potential Contour

To present the concept of active potential contours a few simple energy functions
can be proposed:
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a) b)

c) d)

Fig. 2. Sample results of segmentation using potential active contour method (N1 = 8,
N2 = 4): (a) - initial contour, (b) - result of evolution where only Eint was used, (c) -
result of evolution where only Ecirc was used, (d) - result of optimization where both
energies were combined (their weighted sum was used)

• intensity energy which tries to place contour in darker areas of the image:

Eint(c) =
∑

〈i,j〉∈B
I(i, j) (6)

• homogeneity energy which tries to find contour that describes object com-
posed of pixels with given intensity T ∈ L(I):

Ehom(c) =
∑

〈i,j〉∈X 1

δ(I(i, j), T ) +
∑

〈i,j〉∈X 2

(1 − δ(I(i, j), T )) (7)

• circularity energy Ecirc that tries to evaluate the difference between contour
and the the closest circle which can be found using coordinates from the
set B.

The first two energies are external energies (they evaluate the position of contour
in the image) while the last one is an internal energy (it evaluates contour shape).
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Of course, they can be applied together - the resulting energy is a weighted sum
of them.

3.4 Potential Contour Evolution

To find the optimal shape of potential contour c the optimal parameter vector of
length 4(N1 +N2) must be found. Different optimization techniques can be used.
So far two iterative methods were tested: steepest descent method and simulated
annealing method ([9]). In this paper, only the second one with exponential
cooling scheme and the solution generator randomly changing the components of
parameter vector is used (the first one needs the gradient of energy function that
must be estimated by means of finite differences which can be time-consuming).
Other optimization techniques, e.g. genetic algorithm, can be also of use here.

4 Adaptation

Not only the values of parameters describing potential contour are important.
Also the proper choice of the number of control points describing background
N1 and object N2 is crucial because it determines the class of shapes that can be
obtained during the optimization. If that number is too small some of the shapes
can be unreachable and if the number is too large it can significantly slow the
optimization process as well as it can cause that the global optimum will be hard
to reach. That is why the adaptation mechanism of potential active contour is
also proposed in this paper (APAC). This mechanism allows to begin the contour
evolution with a small number of control points and to find an approximate
position of the contour. Later, new control points can be added there where the
shape is not satisfactory. It allows to increase the flexibility of the contour in
those regions and consequently it allows to obtain better segmentation results.

5 Examples

To illustrate the described in previous sections concepts two examples can be
considered. In Fig. 2 the first one is presented where intensity (Eint) and circu-
larity (Ecirc) energies were used. It shows the influence of choice of the energy
on segmentation results. If only the external energy is used (Fig. 2b) the contour
finds only the best position in the image which in the presence of many other
objects (or noise) is usually not satisfactory. Similarly if only internal energy is
applied contour neglects all the information from the image and evolves inde-
pendently (Fig. 2c). This example shows also that active potential contours like
other active contour methods allow to localize object even if the information
in the image is incomplete (the circle is not continuous) and even if there are
other objects that can potentially hinder the segmentation. The second example
(Fig. 3) shows the influence of adaptation mechanism on segmentation results
(only (Ehom) was used). New control points are added there where it allows to
locally improve contour shape and consequently its energy. This example shows
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a) b)

Fig. 3. Adaptation mechanism (only Ehom with T = 100 was used): (a) - first result
of contour evolution (N1 = 4, N2 = 2) and added control points, (b) - result after
adaptation (N1 = 6, N2 = 4)

also that adaptive potential active contours can be used to find objects of differ-
ent topology.

6 Summary

In the paper a new segmentation method, namely adaptive potential active con-
tours, is proposed. It originates from the relationship between active contour
techniques and methods of optimal classifier construction. This relationship al-
lows to use the classic potential function method for contour description. The
presented approach has the same advantages as other active contour techniques
(it allows to incorporate any expert knowledge into the energy function and
consequently it allows to avoid the necessity of explicit feature extraction). Ad-
ditionally, it is intuitive becuse it bases on the same analogies as the potential
function method. Moreover, an additional adaptation mechanism can be used
to improve segmentation results (it dynamically changes the class of shapes that
can be considered during optimization). The presented method can be also eas-
ily generalized for other classification tasks where more complex objects than
pixels are considered. Those aspects has already been described in [12, 13] and
will be further investigated together with adaptive potential contour method. In
particular, the ability of usage of any expert knowledge for classifier construction
seems to be very promising.
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Summary. An interesting property of GCA (Gradient Correspondence Analysis) re-
ordered pixels has been revealed. Pixels of gray level image are described by their gray
level, by calculated gradient module and a family of calculated variables taking into
account behavior of pixels’ modules in the neighborhood of the pixel. Evolved dataset is
processed by GCA procedure and forms new ordering of pixels. Line chart for modules
shows quills - lines consisting of pixels with the same values of the variables family.
Pixels in the line chart for gray level lay along distinct curves and can be extracted
with the aim of gradient module.

Keywords: Image, gray level, gradient module, Grade Correspondence Analysis.

1 Introduction

Images can be processed using grade methods like every phenomenon. Grade
models and methods were extensively described in [1]. Program GradeStat, which
has been developed in ICS PAS, implements these methods and can be down-
loaded as free software [2]. Many examples of data grade exploration in medical
and demographic domains are described in [3] and [4]. Multivariate data origi-
nated from images and processed involving GCA were explored in [5] and [6].

In Section 2 there is shortly explained dataset forming. Section 3 mentions
how reordering of rows and columns of the dataset is made. Section 4 presents
the revealed properties of line charts of the pixels rearranged according to GCA.
Line charts including quills are considered in [7] from a point of view of data
analysis. Closing Section 5 suggests some changes concerning forming of the
variables.

2 From an Image to a Dataset

The gray level image is a source of a set of variables. Pixel in the image has
its gray level value gm, usually within range 0 ÷ 255. The second variable is
gradient module gm which reflects changes in the gray level in a neighborhood
of the pixel. Sobel operator is chosen [8]. The variable gm preserves to some
extend space connections between neighboring pixels. More space dependencies
renders a family of variables. This group of variables is constructed using base
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parameter b defined as a fixed fraction of a maximal value of the gradient module
gmmax. The maximal module varies from image to image and therefore product
b×gmmax seems to be suitable to establish the variables family. Thresholds ti, i =
1, . . . , k are calculated for consecutive variables ni, i = 1, . . . , k belonging to the
variables family. Thresholds are equal to fractions of gmmax: ti = i× b×gmmax.
They are applied to compare gradient modules of neighboring pixels.

Each pixel in the image is surrounded by its neighbors. The distance between
the values of the pixel’s gradient module and the gradient module of neighboring
pixel is compared with the threshold and it is checked how many neighboring
pixels have their distance less than the value of this threshold. The value of
the variable is equal to the number of neighboring pixels fulfilling thresholding
criterion.

Sequence of variables is constructed with the aim of consecutive thresholds,
with chosen value b and fixed size of neighborhood.

3 GCA Reordering of Pixels Dataset

The dataset resulting from pixels is then processed by the GCA procedure. The
multivariate data matrix consists of rows corresponding to pixels and columns
corresponding to variables which describe different features of pixels. The ma-
trix is normalized to obtain an overrepresentation matrix: each cell is divided by
the total of the column to which the cell belongs and it is divided by the total
of a row. A chart called overrepresentation map is a very useful in exploration
of multivariate datasets [1][2]. The GCA procedure reorders rows and columns
of normalized matrix to obtain possibly maximal rows-columns positive depen-
dence measure (for instance Spearmans rho). This ensures that adjacent rows
(pixels) are rather similar one to another. The GCA procedure is supplemented
with post GCA clustering which groups adjacent pixels in a number of disjoint
subsets. This subsets can be visualized in a separate images and they constitute
decomposition of the image onto subimages [4][5].

Line charts (called stripcharts in GradeStat) are another way to present GCA
reordered dataset. Figure 1 shows the line charts of the variable (gm) for four
different images. On a horizontal axis are pixels ordered according to GCA.
Vertical lines separate clusters. Ten clusters are chosen in each example. There
are different numbers of pixels distributed to clusters. On a vertical axis is a
value of the gradient module. Maximal values of gm in the images are different.
The parameter b is equal to 0.2. The first gm line chart is drawn for a dataset
derived from a well known image Lena. The second is for a simple image of a
crossroad. The third is for image presenting collection of three toy blocks. The
fourth line chart shows the graph of gradient module for GCA ordered pixels of
a magnetic resonance (MR) image of a knee.

Most of pixels are ordered in such a manner that the values of grade modules in
line charts are descending along vertical axis. But a few pixels form characteristic
quills - a distinct descending lines. These lines and lines visible in gl charts will
be considered in next section.
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a

b

c

d

Fig. 1. Line charts of GCA reordered pixels for four images: a) Lena, b) crossroad, c)
blocks, d) knee (MR image)

Fig. 2. Fragment of a slice of a human brain on MR image

4 Experiment Results

In Figure 2 it is shown a fragment of a human brain MR image. The dataset
resulting of this image has 61936 rows. Maximum value of gradient module is
equal to 161.12, b = 0.2 and k = 7.

Figure 3 presents line charts of two variables: gm and gl, pixels are ordered
according to GCA and clustered. In gm chart it can be seen thin long stripes -
quills, which descend from left to right. They are narrow at the top of the line
chart and widened at the bottom. These quills do not appear in line charts for
b = 0, e.g. for a extreme case when variables n1, . . . , nk are equal to 0 and the
procedure GCA can be used only to variables gm and gl. It looks like variables
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a

b

Fig. 3. Line charts of gradient module gm and gray level gl for GCA ordered pixels
of the fragment human brain image from Figure 2

a 0000000

b 0000001

c 0000011

d 0000111

e 0001111

f 2222222

Fig. 4. Line charts of gm for GCA ordered pixels for the image from Figure 2. Marked
pixels with selected values of variables ni, b = 0.2.

ni (for b = 0.2) cause that some pixels in this line chart are moved from theirs
spots (defined by quotient gm/gl for b = 0) to a new regular location. Quills are
influenced by variables n1, . . . , nk.
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a b c

d e f

Fig. 5. Images visualizing space distribution of the pixels marked in line charts in
Figure 4 from a to f

On line charts in Figure 4 are marked selected pixels with fixed values of ni

only. At the top (Figure 4a) there is the line chart for ni = 0, i = 1, . . . , 7. The
term 0000000 means that all variables ni are equal to 0. On this chart is a
quill consisting of pixels with variables ni = 0 and gm as follows from the line
chart.

In Figure 4b is the line chart with marked pixels which have value ni = 0
for i = 1, ..., 6 and n7 = 1. Next line chart (Figure 4c) is for variables’ values
ni = 0 for i = 1, . . . , 5 and ni = 1 for i = 5, 6 and so on. There are 256 different
sets of values n1, . . . , n7 but only twelve of them is characteristic for over 90%
pixels. Some groups of pixels which form separate quills are more distinct, some
are small and touching one to another. Figure 5a to 5f show restored spatial
positions of pixels marked in line charts from Figure 4a to 4f.

Figure 6 presents line charts of the variable gm for b = 5. A the top there is
the line chart with all pixels marked (like Figure 3a for b = 0, 2), below are the
line charts with marked pixels with fixed values of variables ni. Pixels with the
same values ni form quills as for lower values of the parameter b but these quills
are close to each other and are hard distinctive one from another. There are 4718
different sets of values n1, . . . , n7. Figure 7 shows restored spatial positions of
pixels marked in line charts from Figure 6b to 6d.

Another kind of structures formed by the GCA reordered pixels are visible
in the gl line chart (Figure 3b). There are thin curves and medium size spots
converged near the top of a line which separates second and third cluster. Spots
consist of pixels with identical ni’s alike quills. Pixels are gathered into curves
on a different principle - pixels have a fixed value of variable gm. Figures 8a
and 8b show that there is a number of curves including pixels with the same
value of gm - the pixels are grouped on the basis of theirs ni values. In the
line chart for gm = 2.5 (Figure 8b) pixels in the left curve have ni pattern
equal to 0000000 as can be implied from n1 line chart in Figure 8c. Next curve,
characterized by another ni ((1111111)), begins with a few pixels near the top of
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a

b 0000000

c 1111111

d 2222222

Fig. 6. Line charts of gm for GCA ordered pixels for the image from Figure 2. Marked
pixels with selected values of variables ni, b = 5.

a b c

Fig. 7. Images visualizing space distribution of the pixels marked in line charts in
Figure 6 from b to d

the sixth vertical line, continues through some pixels between seventh and eight
vertical line and ends with pixels at the bottom next to right lower corner of
the chart. Third and fourth curve with ni = 2 and ni = 3, i = 1, . . . , 7 form two
remaining small segments of curves. There are four different ni patterns among
pixels with gm = 2.5. Another gl line charts with different values of variable gm
are similar but there are more curve segments. For gm = 3.5 there is 18 different
ni’s. It is to difficult to show them in one chart and these groups contain fewer
pixels.

There are many different gm values in the dataset. For b = 0.2 there are 3445
different values of gm, for b = 5 there are 4718.

In Figures 9a and 9b are restored spatial positions of pixels marked in the line
charts in Figures 8a and 8b.
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a gm = 0

b gm = 2.5

c gm = 2.5

Fig. 8. Line charts for GCA ordered pixels for the image from Figure 2: a) gl line
chart, gm = 0, b) gl line chart, gm = 2.6, c) n1 line chart, gm = 2.5

a b

Fig. 9. Images visualizing space distribution of the pixels marked in line charts from
Figure 8a and b

5 Conclusions

Procedure GCA reorders the rows and the columns of multivariate data ma-
trix and the maximum of the positive dependence measure implies the possible
maximum regularity of the matrix. Groups of pixels with defined values of vari-
ables (such as variables ni, variable gm) form regular structures with distinct
features (quills in gm charts, curves in gl charts). These groups of pixels are
arranged evenly on charts due to their similarity one to another and a similar-
ity/dissimilarity with other pixels. Huge influence on pixel’s characteristic has its
neighborhood, i.e. character of changes aroused in surrounding of the pixel. Dy-
namics of changes of the gray level gl in the near neighborhood is revealed by the
variable gm. The influence of the neighborhood is strengthened through variables
ni, since they use gradient modules of the pixels belonging to near neighborhood
and it means involving gray level of pixels of farther neighborhood. It seems that
there are involved robust constrains. However, more similar are pixels with the
same neighborhoods in different positions in the image whereas we intend to
reveal structures hidden in the image [5]. It could be performed when stronger



Towards an Exploration of GCA Ordered Pixels 163

space dependencies will be introduced (taking into consideration coordinates of
pixels but without effect of an origin coordinate position).
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Barcelona, 08193 Bellaterra, Spain
mozerov@cvc.uab.es
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Summary. A simple method for multiple camera calibration based on a novel geo-
metric derivation is presented. The main advantage of this method is that it uses only
three points in the world coordinate system to achieve the calibration. Rotation matrix
and translation vector for each camera coordinate system are obtained via the given
distance between the vertices of the marker triangle formed by the three points. There-
fore, the different views from the different cameras can be converted into one top view
in the world coordinate system. Eventually, the different trajectories traced by certain
tracked agents on the floor plane can be obtained from different viewpoints and can be
matched in a joint scene plane.

1 Introduction

Camera calibration techniques play an important role in the different applica-
tions of computer vision. The objective of the calibration process is to obtain
both the intrinsic and the extrinsic camera parameters. The intrinsic parameters
are decided by the inner geometry and the optical characteristics of the camera;
these include focal ratio and radial distortion factor. The extrinsic parameters re-
flect the relationship between the image plane and the world plane; these include
rotation matrix R and translation vector T. However, the importance of each of
these parameters, intrinsic or extrinsic, depends on the problem to be solved and
on the camera model. For example, a new generation of digital cameras provides
rectified image sequences; therefore, the obtained images are not affected by the
radial distortion of the camera. Most traditional camera calibration techniques
require specific knowledge about the geometric characteristics of the referenced
object, such as Direct Linear Transformation (DLT)[1], which solves the per-
spective matrix linearly; similar methods include Tsais[2],and Zhangs [3].Plane
based methods[4]-[5],use the same DLT paradigm, but show more flexibility.
These methods use multiple view approach for each camera and are not very
useful for our problem. The main goal of this work is to use calibration in order
to convert the image planes obtained from multiple camera views into one top
view of an inspected scene, as shown in Fig. 2. This allows us to interpret certain
actions, after extracting them from the scene, in a chosen world coordinate sys-
tem. The similar approach is used in the paper of Lee et al.[6]. This can be done
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by performing trajectory matching of the tracked foot points of the moving agent.
Many works use these approach to handle uncertainty of one point view[7]-[8].
In such a scenario, the most important aspect is to achieve sufficient accuracy
in the ground plan which contains the marker triangle (the floor plane on which
the agent is walking). Our experiments show that in this situation, the focal
ratio does not play an important role and the lens focus scope (±5%)produces
minimal distortion in the ground plan measurements. Furthermore, in the ex-
treme case where the image plane and the world plane coplanar, the accuracy
of the ground plane measurements do not depend on the focal ratio. Of course,
the focal ratio is essential in determining the distance between the camera and
the scene or in measuring the heights of objects in the scene; however, in these
case, the focal length can be obtained a priori, either through a simple geometric
approximation or from the datasheet of the camera and lens. The DLT methods
require more than three points in the world coordinate system, for example, the
Tsais calibration technique requires five points. Three point problem usually is
considered as theoretical problem without implementing in real experiments[9]-
[10]. Our main contribution is to propose calibration method that uses only three
world coordinate points, eventually calibration process can be considered as two
independent and intuitively clear parts with simple geometrical interpretation;
the first part is obtaining values of marker triangle points in a camera coordinate
system while the second is deriving R and T. This paper is organized as follows.
Section 2 presents our camera model while section 3 discusses our calibration
process. Section 4 describes inverse perspective mapping. Section 5 shows our
experimental results. Concluding remarks are made in section 6.

2 Camera Model

As shown in Fig. 2 pinhole camera model is used. We suppose that the focal
ratio parameter is known or predetermined. The right-hand camera coordinate
system p0, Xc,Yc,Zc is defined as origin p0,, which coincide with optic center of
camera,Zc axis coincident with optical axis and has invers direction, which means
that all visible point including projection points have depth values strongly less
than zero. A scene point P can be represented in the camera coordinate system
as Pn = [Xn, Yn, Zn]t and in the world coordinate system (Ow,Xw,Yw,Zw) as

P̂n =
[
X̂n, Ŷn, Ẑn

]t
. The projection of any world point onto image plane, which

is parallel to the camera plane, is denoted by lowercase as pn = [xn, yn,−f ]t,
where f is the camera focal length. The relationship between these two coordinate
values is as follow.

Pn =
Zn

f
pn (1)

As we work with the raster images, it is useful also to consider the raster
representation of the image plane points mn = [in, jn,−fpix]t , i ∈ [−I, I] , j ∈
[−J, J ] , where fpix is the focal length expressed in the raster pixels, I and J are
the half size of the image matrix in X and Y directions respectively. If to denote
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the distance between two neighbor raster pixels as µ = CCDx/2I , where CCDx

is the physical size of the camera CCD matrix in X direction, then, the focal
length in pixels is fpix = f/µ.Let us denote the inverse of the intrinsic constant
f−1

pix as ϕ, and now we are prepared to express an image plane point via raster
representation:

pn = µmn = fun (2)

where un = ϕmn = [ϕin, ϕjn,−1]t is a convenient raster representation of a
point in the image plane.

Fig. 1. Pinhole camera model for calibration with three world coordinate points

To obtain focal ratio of our cameras we use a simple geometrical approach
with just two points: it is assumed that two world coordinate points P1, P2
have two given projection on the image plane p1, p2 as it is shown in Fig. 1. We
also suppose that the distance between the two world points d12 = |P2 −P1|
is known and distances between optical center p0 and given points P1, P2 are
measured (for example using laser distancemeter as it is in our experiments).
Now, the angle between unknown vectors p1, p2 can be calculated using cosine
theorem, and finally cos( P1,P2)= cos(p1,p2). Then the focal ratio is the a
simple solution of this equality.

3 Calibration Algorithm

Now, we assume that the intrinsic constant ϕ is given or predetermined. Note,
that in this case only the depth parameter Zn is needed to completely describe
all the visible points in the world coordinate system of a camera (see Eq.( 1- 2).
On the other hand, three points of the world coordinate system (if they do not
belong to the same line) are enough to determine extrinsic coordinate system.
So, the calibration process can be divided into two independent parts. First, we
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calculate values of marker triangle points in a camera coordinate system and
then obtain extrinsic parameters R and T. Let us denote the distances between
three point in the marker triangle P1,P2,P3 and scalar product matrix of its
projection points as dkl = |Pk −Pl|and σkl = ukul with k,l=1,2,3. Then the
three perspective points problem can be defined as follow: find three desired
values Z1, Z2, Z3 that satisfy the system of three equations

Z2
k − 2ZkZlakl + Z2

l bkl − ckl = 0 (3)

where akl = σkl/ σkk, bkl = σll/ σkkckl = dkl/ σkk.
The system of these nonlinear equations can be solved in two ways. One way

leads to a biquadratic closed form, which is a big problem itself. We propose an-
other way with a fast iterative algorithm that provides computer level accuracy.
Let us suppose that 0 > Z3 ≥ Z1 ≥ Z2. In this case the system has just one
solution and the values of Z3, Z1 can be calculated via value Z2

Zk = Z2ak2 +
√

Z2
2 (a2

k2 − bk2) − ck2 = 0, k = 1, 3 (4)

We remember that depth values of the marker triangle points satisfy 0 >
Z3 ≥ Z1 ≥ Z2 and the expression under square root in Eq.( 4) must not be
negative. These constraints provide us with the limits of Z2 variable domain.
Then substituting Eq.( 4) in ( 3) we have one equation to solve

(Z1(Z2))
2 − 2Z1(Z2)Z3(Z2)a13 + Z2

l b13 − c13 = 0 (5)

This equation with given order constrain 0 > Z3 ≥ Z1 ≥ Z2 has only one
solution within the calculated segment [min(Z2),max(Z2)]. In such a case, the
solution can be obtained iteratively using dichotomic division algorithm of the
desired variable domain. The double float precision computer accuracy can be
achieved with less than 50 steps. Now we are able to derive rotation matrix and
translation vector that transform the new world coordinates of a point into the
camera world coordinates

Pn = RP̂n + T (6)

To obtain the transformation parameter, first, it is necessary to define new
world coordinate system. Let us put the origin of our world coordinate system
to one of the marker triangle vertices Ow = P1, and take one of the triangle leg
as the X coordinate axis. It is reasonable to put our marker triangle into the
new coordinate system plane with Z=0. Then, the new world coordinate system
can be defined by its basis

Xw =
(P3 −P1)
|P3 −P1| ; Zw =

Xw × (P2 −P1)
|Xw × (P2 − P1)| ; Yw = Zw ×Xw; (7)

Now, rotation matrix can be represented as a simple combination of the basis
vectors and translation vector is equal to origin vector

R = [XwYwZw] ; T = P1; (8)
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4 Inverse Perspective Mapping

One of the implementations of the multiple camera calibration is inverse per-
spective mapping. Once your tracking algorithm localizes the pixel of interest
(i,j) in the image of one camera (in our case it is a foot point of an agent) you
have to project this pixel onto joint plane in the world coordinate system for
the matching with another point obtained from the image of the second camera.
This projection process is referred to as inverse perspective mapping. In other
words, we need to derive a function P̂(i, j) that project arbitrary pixel with
indexes (i,j) into the real world plane. To derive the desired function, first, we
need to obtain the value of the optical center point in the joint world coordinate
system

p̂0 = Rt (p0 −T) = −RtT (9)

Let us denote the pure rotation of the image plane vectors as

ŭij = Rtuij = Rt [ϕi, ϕj,−1]t (10)

then, the desired inverse perspective mapping function is

P̂ij = p̂0 − ŭij
ẑ0

z̆ij
(11)

If the localization algorithm is working properly and pixels of interest (i,j) in
the image of one camera and (i’,j’) in the image of other camera belong to the
same agent the distance between these two points

∣∣∣P̂(ij)− P̂(i′j′)
∣∣∣ in the joint

world coordinate plane might be zero. Of course, the excellent accuracy of the
method can be flawed by the real world ground curvature, and to check it we
performed experiments with real image sequences.

5 Computer Experiments

In our experiments we use the real data sequences of two view point. In general
the goal is to compare trajectories form different points of view in one joint plane.
The marker triangle (Egyptian triangle with 3x4x5 meter legs) is formed using
the corner points of colored square markers Fig. 2. To check the accuracy of the
method we map two images in one joint top view. The green border of the in
Fig. 2 shows the overlapping effect of the two inverse mapping. We can see that
visual features (zebra crossing lines e. g.) coincide on the arbitrary drown fringe.
The inverse perspective mapping also performed for two trajectories taken from
different cameras and belongs to the same tracked agent (the green colored line
from the first camera and red colored line form the second).

We estimate the distances in the joint ground plan and maximum error value
is 45 cm. Note, that this error is not a result of inaccurate calibration or inverse
mapping, but mostly due to inaccuracy of the foot point localization in the
image. The no planarity of the scene affects on the curvature of zebra crossing
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Fig. 2. Projection of two multiple camera views onto the top view of the inspected
scene

Fig. 3. The result of two trajectory matching

relative to strait black line in Fig. 3, but this effect produces error measurements
less than 10 cm in the field of interest. So, we can conclude that the proposed
calibration method has a sufficient accuracy for handling multiple cameras views.
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6 Conclusion

We propose simple calibration method, which is sufficient for multiple camera
handling. Trajectories of the foot points of the tracked agents are usually not
very accurate due to intrinsic property of segmentation and tracking algorithms.
The experimental results show that the accuracy of the trajectories matching
with proposed calibration and geometrical mapping technique highly overpass
tracking approximation.
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Summary. In this paper we propose a new method of generation 3D multiview rep-
resentation of monotonous polyhedrons on the base of their Brep. The algorithm acts
according to viewing sphere with perspective projection concept (called K-M view space
model), scanning polyhedron faces in spiral way. Obtained models are used for visual
identification based on them and a scene depth map. The results of algorithm testing
are presented.

1 Introduction

3D multiview exact representation of polyhedron is mainly used for object visual
identification. It is based on multiview models and a scene depth map. The
following steps, which constitute an element of strategy are usually taken in
order to recognize a given system:

1. Determination of recognizable object types.
2. Definition of identification task.
3. Generation of viewing models for each object that should be identified.
4. Creation of database with all views of all models.
5. Acquisition of scene space data and visual data.
6. Isolation of scene elements and transformation of those elements to model

structures stored in the database.
7. Identification of objects by comparing them with database models.

Generation of viewing models for each object that should be identified is one
of the first and main step for acting identification system.

Methods of generating 3D multiview representation of polyhedron for object
visual identification are described in several papers, e.g. [2]÷ [4], [6]÷ [8], [10]÷
[13], [16, 17]. Some of them - concerning models for convex polyhedrons only
and called iterative methods (e.g., presented in [3]), can be described by a series
of steps:

• First, central views corresponding to object features chosen for identification
are generated.
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• Next, single-view areas are calculated on the view sphere. They correspond
to views generated earlier.

• Then, it is checked if the whole viewing sphere is covered with single-view
areas.
– If this is completed, generation of viewing representation is finished.
– If not, then additional views corresponding to uncovered areas of view-

ing sphere are generated and it is checked again if the process is
completed.

Complete viewing sphere cover with single-view areas means that generated
representation is complete. Completeness of the view representation means that
all different views (aspects) of the object are determined for each point on the
view of the sphere and a view is defined.

Papers [6, 8] concern methods called noniterative, better as faster. Com-
plete representation is obtained by covering the viewing sphere precisely
with single-view areas without loop, but in spiral way and control-
ling ,,edge” register (of not covered area). When the register is set to
,,empty” the generation of representation is completed. The representa-
tion used is complete, which results from the generation method used. However,
to achieve complete representation you must calculate single-view areas on view-
ing sphere and carry them out in a given order. Without single-view areas it is
not possible to find a complete set of views. All described methods produce
convex polyhedron views only.

Next group of methods in [7, 10, 12] does not use any single-view areas,
so are faster than the previous ones. They are based on other principle which
consists of the following steps: A complementary cone (s.c. scanning cone)
rotates around faces normals and records every visual event to obtain all views.
This event occurs as a result of a new normal versor entering the scanning cone
or by disappearance of a versor. The outcome of such a routine is a set of vectors
faces that can be seen from the view sphere. However, they were tested for convex
polyhedrons only, [12].

In [13] authors presented a method (the algorithm and its implementation)
based on following idea: complementary cone to obtain views, rotate around
faces (no around faces normals)as in Fig. 1b and record every visual event. The
followed algorithm generates 3D exact views for (not only convex polyhedrons
but also) monotonous polyhedrons (monotonous polyhedrons are a class of non-
convex polyhedrons). However this implementation does not include shadows in
the views. The presented method in this work (algorithm and its implementa-
tion) concerns views with shadows. Implementation presented in [16] just in-
cludes shadows in the views also.

In this paper we present entirely new method, which will be suitable
(as we belive) to generate not only 3D multiview polyhedrons representation.
It consists in moving scanning cone along spiral way of viewpoint around given
normal.
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2 Research Assumptions

We concentrate on developing our latest method and algorithm [13], generating
3D exact view representation for monotonous polyhedrons taking shades into
consideration. For representation generation we use viewing sphere with per-
spective projection (K-M view model [3]). For the following conditions have to
be met:

1. Models are accurate - every model is equivalent to Brep model.
2. Models are viewing models - it is possible to identify object from any view.

We consider polyhedrons that are non transparent and monotonous. As we use
a viewing sphere with central projection as a projection space, we allow simple
view standardization.

Fig. 1. Monotonous polyhedron and scanning face surrounding

3 View Generation Space - Basic Concepts

Let object be a monotonous, non transparent polyhedron without holes or pits.
Consider its faces as feature areas, those areas will be used as a foundation for
accurate multiview 3D model determining. This model is a set of accurate views,
acquired through perspective projection from viewing sphere, according to the
model from [3]. This model is the best for 3D scene data acquisition as it gives
identification system reliability.

The concept of generating 3D multiview representation based on assumed
generation space model is as follows:

- Circumscribe a sphere on a polyhedron. The sphere is small (radius r) and
its center is at the polyhedron center.

- On this sphere place a space view cone (vc) with angle of flare 2α . This is the
viewing cone. The vertex of this cone is a model viewing point V P . The
distance between polyhedron center and model viewing point - R. Viewing
axis always goes through sphere (and the same object) center.
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Fig. 2. Concept of view sphere and ,,single view areas”, [3]

- Unconstrained movement of the cone vertex, where the cone is tangent to
the small sphere creates a large sphere with radius R. This sphere is called
viewing sphere (Fig. 2). Each object has its own viewing sphere, the same
for all views of this particular object.

- Generate views, taking into account only object features selected for identi-
fication i.e. faces. Faces visible in the viewing cone create a view, external
edges from this view create view contour.

The dependency between r and polyhedron vertices coordinates (Xvi, Y vi, Zvi)
and: R, α, r and angle of view cone vc flare are:

r = maxi=1,···,k
√

Xvi2 + Y vi2 + Zvi2, R ≥ r

sinα
, � (vc) = 2α.

Changing one view to the other is a visual event. This event occurs as a result
of point V P movement and is manifested by appearance of a new feature in a
view, disappearance of a feature or both (Fig. 2).

Complementary cone (cc) is a cone defined by current viewing axis (it’s
collinear with its height) and has an opposite direction of flare to the view-
ing cone. It intersects viewing cone with angle π/2, so its angle of flare is:
� (cc) = π − 2α.

Vector Representation of Polyhedron Vrep is a set of polyhedron faces
normals translated to point (0, 0, 0) (Gauss map) [7].

View is created by faces that are visible in the viewing cone at a certain
viewing point V P position. External edges of a view create a viewing contour.

Natural Representation of Polyhedron (Nrep) is a set of pyramids, which
have common top in the geometric center of the polyhedron and whose bases
are on the polyhedron faces.
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Monotonous Polyhedrons, [9], is a class of nonconvex polyhedrons in which
pyramids of Nrep do not pierce.

Edge Vector is a vector that has starts in polyhedron center and ends in one
of polyhedron vertex. It is collinear with some edges of pyramids from Nrep.

4 Mathematical Description of Spiral Motion

In this section we describe motion of view point in mathematical way and prove
that the algorithm generates complete set of views (exact viewing representa-
tion). We start from determining the resolution of scanning:

∆ϕ = min
i,j

{ � (Ni, Nj)− 2β �= 0} (1)

where � (Ni, Nj) ∈ [0, 2π) stands for angle between normals of two faces and β
denotes 1/2 of flare of complementary cone (β = π/2 − α). First, we perform
spiral motion of view point around given normal. For simplicity reason we de-
scribed the movement around positive ,,z” axis and it is described in parametric
equation in spherical coordinates. {

θ = k
√
t

φ =
√
t

(2)

where t ∈ [0, β2
)
. The zenith angle is denoted by φ is a zenith angle and θ stands

for an azimuth angle. The factor k determines the angle between successive coin
of spiral(it is equal to 2π/k). We put k =

[
2π
∆ϕ

]
+ 1 where ∆ϕ is determined by

the equation 1. The square root in above equation is responsible for traveling
equal distance (approximate) for constant change of parameter t.

After the spiral motion we perform full rotation the complementary cone
around face’s normal. {

θ = t
φ = β

(3)

where t ∈ [kβ, kβ + 2π).
In Cartesian coordinates we describe this motion as follows:⎧⎨⎩x = cos θ sinφ

y = sin θ sinφ
z = cosφ

(4)

Trajectory of scanning around normal is show on fig. 3. We register views and
visual event during this scanning.

Theorem 1. The set of views obtained by the algorithm is complete (there is no
additional views on view sphere).
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Fig. 3. Trajectory of scannig around normal in spiral way

Proof. (on the contrary) Assume that there is at least one view on view sphere
which is not obtained by the algorithm. Then there exists view point (let us
denote them by V P ′) on view sphere, which gives this view. We have at least one
normal in cc (denoted by Nin) and at least one normal outside the cc (denoted
by Nout). If V P ′ lies on the trajectory of scanning it means that we already
obtained this view and we have contradiction with the assumption. If V P ′ lies
outside the trajectory we move slightly V P ′ in any direction in such way that
the angle between V P ′ and every normals lies outside cc remains less then β.
Such a movement do not change the view because:

• None of normals will not enter the cc,
• None of normals will not leave the cc.

If the second case occurs it means that V P ′ cross the trajectory of scanning
around this normal (the second phase of scanning, see equation 3). Therefore we
should deal with the firs case. Whereas this movement we cross the trajectory
we prove the theorem. If not we move in opposite direction with maximum angle
equals ∆ϕ. None of normal lies outside cc do not enter cc. It follows from the
definition of ∆ϕ (see equation 1). Because we can move V P ′ in any direction
with the angle equal to ∆ϕ in such way that normals lies outside do not enter
cc we surely cross the trajectory of scanning. It follows from the method of
determination the factor k. We have shown that is impossible to obtain view not
generated by our algorithm because all potential views are generated (normal of
face in cc is necessary condition of visibility of this face) and the proof is finished.

5 The Results and Conclusion

The algorithm works - as one can see on figs. 4, 5, and we are testing it on
other monotonous polyhedrons. We expect it occurs to be very robust algorithm
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not for generation of 3D multiview representation of (monotonous) polyhedrons
only, but also for solids with curved faces, what we plane to research.

Fig. 4. Monotonous octahedron (12 vertices, 18 edges) used for testing spiral scanning
algorithm

Fig. 5. Obtained 37 views, α = 22o
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1 Computer Vision Center and Department d’Informàtica. Universitat Autònoma de
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Summary. Face detection is a primary step in many applications such as face recogni-
tion, video surveillance, human computer interface, and expression recognition. Many
existing detection techniques suffer under scale variation, pose variation (frontal vs.
profile), illumination changes, and complex backgrounds. In this paper, we present a
robust and efficient method for face detection in color images. Skin color segmentation
and edge detection are employed to separate all non-face regions from the candidate
faces. Primitive shape features are then used to decide which of the candidate regions
actually correspond to a face. The advantage of this method is its ability to achieve a
high detection rate under varying conditions (pose, scale,...) with low computational
cost.

1 Introduction

Detecting faces in images is essential in many applications of computer vision.
Of these applications, facial expression analysis and human computer interac-
tion have attracted much interest lately. The main challenges facing any face
detection system include: pose variation, presence or absence of structural com-
ponents (beards, mustaches, and glasses), facial expressions, occlusion, image
orientation, and imaging conditions. Many techniques exist for solving these
problems and trying to achieve a robust detection. A survey for face detection
is presented, [1], where the different methods are classified into four, sometimes
overlapping, categories: knowledge-based methods, feature invariant approaches,
template matching methods, and appearance-based methods. Viola and Jones,
[2], have introduced a rapid and robust object detection using Haar-like features
and Adaboost and they applied it to face detection. This method has been gain-
ing popularity among researchers. However, the problem with this method is that
it is very sensitive to the face pose. In other words, it is very difficult to detect
frontal faces and profile faces with the same cascade of weak classifiers. There-
fore, two cascades, one for frontal and another for profile, need to be trained
for proper classification; and even with these two cascades, some faces whose
pose is between frontal and profile, 45 degree for example, can’t be detected.
Some modifications have been proposed to make this approach more robust for

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 179–186, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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multi-view [3]. However, some researchers have returned lately to the use of color
as a robust cue for face detection, [4] and [5], where the proposed methods are
based on segmenting the image using human skin color. A method that detects
face using the spatial arrangement of skin patches is available in [6].

In this paper, a novel face detection method based on skin color segmentation
is presented. The main contributions of this approach can be summarized in
proposing an efficient skin color model for image segmentation and using simple
primitive shape features to achieve robust detection under varying poses and
complex backgrounds.

This paper is organized as follows. Section 2 provides an overview of the sys-
tem. Section 3 introduces our proposed skin color model while section 4 presents
the face localization method. In section 5, experimental results are shown. Con-
cluding remarks are discussed in section 6.

2 System Overview

The complete system is shown in Fig. 1. It starts by segmenting the image into
regions that contain possible face candidates, while those that do not contain a
face object are dropped. This segmentation helps accelerate the detection pro-
cess. Later, an edge detection filter is applied (i) to separate the candidate faces
from any background component that has a color similar to the skin, and (ii) to
disconnect foreground components, such as two touching faces, or a hand on the
cheek. Next, the components are analyazed and some primitive shape features
of the human face are used to decide which region is a face and which is not.

Fig. 1. An overview of the system

3 Skin Color Model

Experience proved that skin is an effective and robust cue for face detection.
Color is highly invariant to geometric variations of the face and it allows fast
processing. Different colorspaces were studied by different researchers in order
to find an optimal representation for the skin color distribution. A survey about
pixel-based skin color detection can be found in [7]. Many researchers claim that
other colorspaces, such as YCbCr, [5], performs better than the RGB colorspace.
However the authors of [8] argue that the separability between skin and non-
skin classes is highest in the RGB colorspace and that dropping the illumination
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component worsens this separability. It is interesting to note here that an illumi-
nation compensation model is available in [5]. Many papers on skin detection do
not properly justify the colorspace of their choice probably because it is possible
to obtain good results, for a limited dataset, in any colorspace [7]. The perfor-
mance of a skin detection method depends on a combination of the colorspace
and the classifier, and we believe that it is possible to find an acceptable detector
for any colorspace.

In this section, we present a classifier for skin color based in the RGB col-
orspace. The proposed algorithm is shown below:

(R,G, B) is classified as skin if:
20<R-G<90
R>75
R/G<2.5

The advantages of this method are its simplicity and computational efficiency
since no transformation is needed to go to another colorspace. It is based on
an idea presented in [9], where it was noticed that when subtracting the red
channel from the green channel, the skin pixels tend to have distinctive values-
greater than the non-skin pixels. In our experiments, around 800,000 skin pixels
where taken from 64 different images of people with different ethnicity and under
various light conditions. The distribution of R-G is shown in Fig. 2.(a), while
that of R is shown in Fig. 2.(b), and that of R/G is shown in Fig. 3. Our
experiments revealed that 94.6% of the skin pixels have their R-G values between
20 and 90, see Fig. 2.(a), which supports the observation in [9]. Also, we have
noted that 96.9% of the skin pixels have their R value greater than 75, see
Fig. 2.(b), and 98.7% of them have their R/G values less than 2.5, see Fig. 3.
We found out that adding a constraint on R and another on R/G improves
segmentation.

It should be noted that this algorithm was able to perform with lower noise
than the one proposed by Kovac et al, [10], even though it has less constraints.
An example of this segmentation is shown in Fig. 4.

(a) (b)

Fig. 2. (a) The distribution of R-G values in skin pixels (b) The distribution of R
values in skin pixels
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Fig. 3. The distribution of R/G values in skin pixels

(a)

(b)

Fig. 4. (a) Original image (b) Segmented image

4 Face Localization

In this section, we will outline the steps we used in order to achieve the detection.
Edge detection was used to separate the face from any non-face object. Later,
the connected regions are grouped together and analyzed to determine which
connected component is a face and which is not.

4.1 Edge Detection and Connected Components

As indicated earlier, edge detection is necessary to achieve a robust detection. A
sobel edge detector, whose convolution masks are shown in Fig. 5, was used. The
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Fig. 5. Sobel convolution masks

first mask estimates the gradient in the x-direction while the second estimates
the gradient in the y-direction.

The gradient magnitude is calculated by: |G| =
√

(Gx)2 + (Gy)2.
An approximate magnitude which is faster to compute is given by:

|G| = |Gx| + |Gy|.
The angle which gives rise to the spatial gradient is computed through:

Θ = arctan(Gy/Gx).
After executing the edge detection, a dilation operation is applied to further

separate the edges. The results of both processes are shown in Fig. 6.

(a)

(b)

Fig. 6. (a) Image with edges detected (b) Image after applying dilation

The resulting image, combining skin color segmentation with edge detection,
is inverted (to assign the “1” value to the blobs rather than the edges) and
searched for connected components according to the adjacent 8-neighbor pixels.
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4.2 Face vs. Not-Face

Each of the connected components is then analyzed to judge whether it is a
face or not. Simple shape features are used in the classification process. Each
of these features, or cues, can be considered as a weak classifier. The cascade
of these weak classifier forms a strong classifier, as demonstrated later in the
experimental results. These features are:

1. Area: Normally, connected components with small areas correspond to noise
generated by segmentation. Therefore, these regions are eliminated.

2. Bounding Pox Proportions: The anatomy of the face suggests that the ratio
of the bounding box height to its width is around 1.4 on average; however,
this ratio varies slightly from one person to another. In our system, any
region whose height is more than 1.8 times its width is removed.

3. Holes: From the geometry of the face, it is expected to see at least one hole
in the region that corresponds to a face. Thus, any region with no holes is
deleted.

4. Orientation: There is a limit on how much me can “pan and tilt” our heads.
Therefore, it is logical to expect that the orientation of any face blob, with
respect to the x-axis, is- in absolute value -between 15 ◦ and 90 ◦ approxi-
mately. Any blob whose orientation is outside this range is dropped.

5. Centroid: The face is evenly distributed in the region where it is located.
Therefore, the centroid of a face region should be found in a small window
centered in the middle of the bounding box. The dimensions of this window
were found to be around 15% of the dimensions of the bounding box. Any
region whose centroid is outside this window corresponds to a blob that is
not evenly distributed and therefore it is not a face.

6. Extent: The extent of a blob is the area of this blob divided by the area
of the bounding box (both in pixels). Given the elliptical form of the face
and its distribution, our experiments revealed that the extent for a face is
between 0.3 and 0.8. Thus, any region whose extent is not in this range is
eliminated.

5 Experimental Results

Many of the face databases commonly used by researchers include only gray-scale
images, such as FERET face recognition database and the CMU face detection
database [11]. Actually, the field of face detection lacks a database where the
same agents are photographed under varying poses. Therefore, we have tested
our method on images generated by a sequence we recorded. The scenario of this
sequence includes one person entering a cafeteria, and then he is followed by two
of his friends. The three of them sit together and chat for a while before they
leave. The advantage of this sequence is that it provides us with faces having
variations in pose, size, position, and expression.

We have collected 211 sample images, containing 266 faces, from our recorded
sequence, and we have tested our method on. Out of the 266 faces, 238 were
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Table 1. Results Summary

Number Positive Detection False Precision
of Faces Detections Rate Positives

266 238 89.45% 22 91.5%

correctly detected with 22 false positives. The detection rate is 89.5% and the
precision is 91.5% proving that our method is robust and efficient in detecting
faces. Precision is defined as the ratio of detected faces to the sum of detected
faces and false positives. The results are summarized in Table 1. Some of the
tested images are shown in Fig. 7. Please note the variations in pose, scale,
position, and expression. Obtaining such a high detection rate on images under
such variations is considered a good result.

Fig. 7. Experimental Results

6 Conclusions

In this paper, a novel approach for face detection in color images is proposed. Skin
color segmentation is applied to separate the skin areas from the non-skin. Edge
detection with dilation is then implemented to separate face candidates from
any background or foreground blob. Connected components are later analyzed



186 M.A. Haj et al.

using primitive shape features to decide which blob is a face and which is not.
The experimental results revealed the robustness and efficiency of this method
under varying conditions. Future work includes expanding this method to detect
the different facial features.
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Summary. Modern, easy to use image processing software enables forgeries that are
undetectable by the naked eye. In this work we propose a method to automatically
detect and localize near-duplicated regions in digital images. The presence of near-
duplicated regions in an image may signify a common type of forgery called copy—
move forgery. The method is based on blur moment invariants, which allows successful
detection of copy—move forgery, even when blur degradation, additional noise, or ar-
bitrary contrast changes are present in the duplicated regions. These modifications are
commonly used techniques to conceal traces of copy—move forgery. Our method works
equally well for lossy format such as JPEG.

1 Introduction

In this work we focus on detecting a common type of digital image forgery,
called copy—move forgery. In copy—move forgery, a part of the image is copied
and pasted into another part of the same image, with the intention to hide an
object or a region of the image. Figure 1 shows an example. We can determine
whether an image contains this type of forgery by detection of duplicated regions.
Duplicated regions may not always match exactly. For example, this could be
caused by a lossy compression algorithm, such as JPEG, or by possible use of
the retouch tool.

Existing copy–move forgery detection methods are mostly based on match-
ing of overlapping image blocks. For example, Fridrich et al. [4] has proposed
a method which is based on matching the quantizied lexicographically sorted
discrete cosine transform (DCT) coefficients of overlapping image blocks. The
lexicographically sorting of DCT coefficients is carried out mainly to reduce the
computational complexity of the matching step. Another method has been pro-
posed by Popescu and Farid [5] and is similar to [4]. This method differs from
[4] mainly in the representation of overlapping image blocks. Here, the principal
component transform (PCT) has been employed in place of DCT. The represen-
tation of blocks by this method has better discriminating features.

As pointed out in [4], ideal regions for using copy—move forgery are textured
areas with irregular patterns, such as grass. Because the copied areas will likely
blend with the background it will be very difficult for the human eye to detect

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 187–195, 2007.
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Fig. 1. An example of a copy—move forgery. The original (left) and forged version
(right).



Detection of Near-Duplicated Image Regions 189

any suspicious artifacts. Another fact which complicates the detection of this
type of tampering is that the copied regions come from the same image. They
therefore have similar properties, such as the noise component or color palette.
It makes the use of statistical measures to find irregularities in different parts of
the image impossible.

2 Detection of Near-Duplicated Regions

To detect the copy—move forgery we focus our aim on detection of near-
duplicated regions in the image. Existing copy—move forgery detection methods
have limited abilities. In most cases of forgery investigated, they were able to
detect duplicated regions in the tampered image despite of the presence of an
acceptable amount of noise. This is mainly caused due to a quantization step
or a similarity threshold. Additionally, it allows for analysis images compressed
with a lossy algorithm, such as JPEG. However, a skilled falsifier will be able to
produce a work undetectable by these methods.

This can be, for instance, achieved easily by blurring. An experienced falsifier
can use a simple 2D convolution of the duplicated region with a blur filter mask
to make detection of forgery even more difficult. Thus, to improve the detection
abilities of the current available approaches, we can describe analyzed regions by
some features invariant to the presence of unknown blur. From a mathematical
point of view, we are looking for a functional B, which is invariant with respect
to blur degradation. In other words, B satisfies the condition B(f) = B(D(f)),
where operator D denotes the blur degradation. Furthermore, due to the fact
that the falsifier can also use additive noise to make detection more difficult,
these invariants should also work well with the presence of additive noise.

The aforementioned requirements are satisfied by blur moment invariants.
They have been previously addressed by Flusser and Suk [1, 2] and have found
successful applications in many areas of image processing such as: in face recog-
nition on out-of-focused photographs, template-to-scene matching of satellite
images, in focus/defocus quantitative measurement, etc. An advantage of mo-
ment invariants is that they are computed by a summation over the whole image,
so they are not significantly affected by additive zero-mean noise.

We will define the problem of copy—move forgery detection in the following
way. Given an image I(x, y) containing an arbitrary number of near-duplicated
regions of unknown location and shape, our task is to determine the presence
of such regions in the image and to localize them. The aim of this investigation
is create a method that can detect duplicated regions, even when some contain
degradations caused by convolution with a shift-invariant symmetric energy-
preserving point spread function (PSF) and additive random noise. Formally:
let f(x, y) be a function describing the original region and g(x, y) the acquired
region created by the falsifier via convolution of f(x, y) with the PSF, then
g(x, y) = (f ∗ h)(x, y) + n(x, y), where h(x, y) is a shift invariant PSF, n(x, y)
an additive random noise and ∗ denotes a 2D convolution.We would like to
find all g(x, y) created from f(x, y) and h(x, y) via the above equation. Due
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to the fact that moment invariants are utilized as features, we will assume the
following restrictions. Both f(x, y) ∈ L1 and g(x, y) ∈ L1 are real functions and
have a bounded support and nonzero integral. Moreover, the PSF is assumed
to be axial symmetric and energy-preserving, i.e.: h(x, y) = h(−x, y) = h(y, x)
and

∫∞
−∞
∫∞
−∞ h(x, y)dxdy = 1. These assumptions do not cause a significant

limitation. Most imaging systems that we are interested in perform some type
of symmetry. By supposing other types of symmetries, like central, four-fold
or circular symmetry, we can also construct blur invariants based on moments.
However, generally, the higher degree of symmetry of the PSF is assumed, the
more invariants can be obtained [1].

The proposed copy—move forgery detection method is based on a few main
steps: tiling the image with overlapping blocks, blur moment invariants repre-
sentation of the overlapping blocks, principal component transformation, k—d
tree representation, blocks similarity analysis and near-duplicated regions map
creation. Each step is explained separately in the following sections.

2.1 Overlapping Blocks

This method begins with the image being tiled by blocks of R×R pixels. Blocks
are assumed to be smaller than the size of the duplicated regions, which have to
be detected. Blocks are horizontally slid by one pixel rightwards starting with
the upper left corner and ending with the bottom right corner. The total number
of overlapping blocks for an image of M ×N pixels is (M −R+1)× (N−R+1).
For instance, an image with the size of 640 × 480 with blocks of size 20 × 20
yields 286281 overlapping blocks.

2.2 Blur Invariants Representation

Each block is represented by blur invariants, which are functions of central mo-
ments. The two-dimensional (p + q)th order moment mpq of image function
f(x, y) is defined by the integral:

mpq =
∫ ∞

−∞

∫ ∞

−∞
xpyqf(x, y)dxdy

The two-dimensional (p+ q)th order central moment µpq of f(x, y) is defined as

µpq =
∫ ∞

−∞

∫ ∞

−∞
(x− xt)p(y − yt)qf(x, y)dxdy

where the coordinates (xt, yt) given by the relations xt = m10/m00, yt =
m01/m00 denote the centroid or the center of gravity of f(x, y). By suppos-
ing that g(x, y) = (f ∗ h)(x, y), we can simply derive that central moments of
g(x, y) are defined as µpq =

∑p
k=0
∑q

j=0

(
p
k

)(
q
j

)
µ

(f)
kj µ

(h)
p−k,q−j .

We are looking for features invariant to blur. Feature B is called blur invariant
if Bf = Bfh = Bg.
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As mentioned, we consider only symmetric h(x, y). By applying the algorithm
as derived and described in [1, 3], we can construct blur invariants based on
central moments of any order by using the following recursive relation:

B(p, q) =µpq − α · µpq − 1
µ00

K∑
n=0

m2∑
i=m1

(
p

t− 2i

)(
q

2i

)
·B(p− t + 2i, q − 2i)µt−2i,2i

where

K = [(p + q − 4)/2], t = 2(K − n + 1),m1 = max(0, [(t− p + 1)/2]),
m2 = min(t/2, [q/2]), α = 1 ⇔ p ∧ q are even, α = 0 ⇔ p ∨ qare odd.

The proposed algorithm uses 24 blur invariants up to the seventh order to
create the feature vector B = {B1, B2, B3, . . . , B23, B24} of each block. Some
examples of utilized invariants in their explicit forms are listed below:

B1 = µ11, B2 = µ12, B3 = µ21, B4 = µ03, B5 = µ30,

B6 = µ13 − 3µ02µ11

µ00
, B7 = µ31 − 3µ20µ11

µ00
,

B8 = µ32 − 3µ12µ20 + µ30µ02

µ00
, B9 = µ23 − 3µ21µ02 + µ03µ20

µ00
.

Because we will use an Euclidean metric space, the invariants should be nor-
malized to have the same weight. To achieve this, the normalization described
in [2, 3] is used B

′
i = Bi

(R/2)ru00
, where R is the block size and r the order of

Bi. Please note that in this manner normalized invariants are also invariant
to contrast changes, which improves the duplication detection abilities of the
algorithm.

As is obvious, each block is represented by a feature vector of length 24 in
the case of gray-scale images. For RGB images, moment invariants of each block
in each channel are computed separately, resulting in feature vector Brgb =
{Bred, Bgreen, Bblue} of length 72.

2.3 Principal Component Transformation

In the case of an RGB image, the dimension of the feature vector is 72 (24
invariants per channel). Using the principal component transformation we reduce
this dimension. Fraction of the ignored variance along the principal axes is set
to 0.01. In PCT, the orthogonal basis set is given by the eigenvectors set of the
covariance matrix of the original vectors. Thus, it can be easily computed on
very large data sets. Note that PCT preserves the Euclidean distance among
blocks.

2.4 k—d Tree Representation

In blocks similarity analysis (see next section) we will need to efficiently identify
all blocks which are in a desired similarity relation with each analyzed block.
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A simple exhaustive search computes the distance from the block to all others.
This approach is very inefficient and its computational cost is O(N). To improve
the efficiency of finding neighboring blocks, some hierarchical structures have
been proposed. The k—d tree is a commonly used structure for searching for
nearest neighbors.

The k–d tree preprocesses data into a data structure allowing us to make
efficient range queries. It is a binary tree that stores points of a k–dimensional
space in the leaves. In each internal point, the tree divides the k–dimensional
space into two parts with a (k−1)-dimensional hyperplane. If a k—d tree consists
of N records, it requires O(Nlog2N) operations to be constructed and O(log2N)
to be searched. Because of these reasons, the proposed method transforms blocks
representation to a k–d tree for a more effective closest neighbors search.

2.5 Blocks Similarity Analysis

The main idea of this step is that a duplicated region consists of many neigh-
boring duplicated blocks. If we find two similar blocks in the analyzed space and
if their neighborhoods are also similar to each other, there is a high probability
that they are duplicated and they must be labeled.

The similarity measure s employed here is defined by the formula:
s(Bi, Bj) = 1/(1 + ρ(Bi, Bj)), where ρ is a distance measure in the Euclidean
space ρ(Bi, Bj) = (

∑dim
k=1(Bi[k] − Bj [k])2)1/2. For each analyzed block repre-

sented by the feature vector B, we look for all blocks with an equal or larger
similarity relation. It must be an equal or larger similarity to the threshold T .
The method finds all similar blocks for each one (similar to the nearest neighbors
search) and analysis their neighborhood. This is done efficiently using the k—d
tree structure, which was created in the previous step.

If s(Bi, Bj) > T , where T is the minimum required similarity, we also analyze
the neighborhood of Bi and Bj . Note that the threshold T plays a very important
role. It expresses the degree of reliability with which blocks i and j correspond
with each other. It is obvious that the choice of T directly affects the precision
of results of the method. Due to the possibility of the presence of additive noise,
a boundary effect, or JPEG compression, this threshold should not be set to 1.

After two blocks with the required similarity have been found, a verification
step begins. In the verification step, similar blocks with different neighbors will
be eliminated.

For analyzing the blocks neighborhood, we choose 16 neighboring blocks with
a maximum distance of 4 pixels from the analyzed block (distance from their
upper left corners). If 95% of these neighboring blocks satisfy the similarity con-
dition, the analyzed block is labeled as duplicated. More formally, block 1 with
coordinates (i, j) and block 2 with coordinates (k, l) are labeled as duplicated if
s(block(i + xr , j + yr), block(k + xr, l + yr)) ≥ T , where xr ∈ 〈−4,−3, . . .3, 4〉
and yr ∈ 〈−4,−3, . . .3, 4〉 and r = 1 . . . 16. This part of the algorithm also de-
termines the minimum size of the copied area, which can be detected by the
algorithm.
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To have more precise results, the verification step additionally uses informa-
tion about the image distances of analyzed blocks.

If s(block(i, j), block(k, l) ≥ T ), but
√

(i− k)2 + (j − l)2 ≤ D, these blocks
will not be further analyzed and will not be assigned as duplicated. Threshold D
is a user-defined parameter determining the minimum image distance between
duplicated regions.

The output of this section is matrix Q with the same size as the input image.
Elements of this matrix are either zero or one. An element of this matrix is set
to one if the block at this position is duplicated.

2.6 Near-Duplicated Regions Map Creation

The output of the method is a near-duplicated regions map showing the image
regions,which are likely duplicated. It is created by the multiplication of each
element of I(x, y) by its respective element in Q(x, y). Matrix Q(x, y) is created
in the previous section.

3 Experimental Results

An experimental version of the proposed method was implemented in Matlab.
The output of the method is a duplication map, in which likely duplicated regions
are shown. Parameters of the method were set to R = 24 (block size), T = 0.98
(similarity threshold), D = 24 (blocks image distance threshold). These parame-
ters can be changed (for instance, R = 20, T = 0.97), but it has a strong influence
on obtained results. In the PCT step, the fraction of the ignored variance along
the principal axes, ε, was set to 0.01. Please note that the computational time
of the method is highly dependent on these parameters (specially on T and ε).
In the presented example, the tampering was realized by copying and pasting a
region in the image with intent to conceal a person or object. Additionally, in
order to make the detection of forgery more difficult and interesting, the second
example contains further manipulations of the pasted region.

Fig. 2. Two duplication maps constructed by the proposed method
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The first example is presented in the top image of Figure 2. It shows the
output of the method applied to the tampered image shown in Figure 1(b).
In this example, no further manipulations were carried out with the tampered
regions. The tampered image was saved in TIFF format. The output shows that
the proposed method correctly detected the near-duplicated regions.

The bottom image of Figure 2 shows the duplication map created by applying
our method to Figure 1(b). In this example, the tampered region was blurred
with a Gaussian blur filter with radius 0.3 pixels. The tampered image in this
case was saved in JPEG format quality 80.

4 Discussion

Our results show that the use of blur moment invariants can improve the de-
tection abilities of the copy—move forgery detection methods. By using blur
moment invariants we are able to additionally detect duplicated regions with
presence of acceptable blur and additive Gaussian noise. By normalizing mo-
ment invariants they also become invariant against contrast changes. The pro-
posed method also works with lossy JPEG format images.

It can be interesting to mention briefly the stability of moment invariants un-
der additive random noise. As aforementioned, moment invariants are computed
by a summation over the whole image, so they are not significantly affected by
additive zero-mean noise. For a more detailed discussion about this topic see [3].

Our method is based on truncated versions of the filtered blocks which are
additionally corrupted by the neighboring pixels. Therefore we have to mention
the stability of moment invariants with respect to boundary effect. If our blocks
have R×R pixels and the size of PSF support is H ×H pixels, the correct size
of the resulting block must be (R+H − 1)× (R−H − 1). In our case, the value
of H is unknown. If H � R the errors of invariant calculation caused by the
boundary effect is negligible. If H is relatively large as in the case of heavy blur,
the boundary effect will cause significant miscalculations of the invariant values.
For an experiment on this topic, see [3].

A disadvantage of the proposed method is its computational time. The average
run time of the implemented experimental version with parameters R = 24
(block size) and T = 0.98 (similarity threshold) for 640 × 480 RGB images on
a 2.1 GHz processor and 512 MB RAM is 30 min. The computational time is
not the same for images with the same size. It is dependent on each images
characteristics (the dimension of space created after the PCT) and especially on
the similarity threshold parameter of the algorithm. It is also important to note
that the implemented experimental version was not optimized and there exist
possibilities to improve the computational time.

A way to considerably improve the computational time is to eliminate large
uniform areas in a preprocessing step and apply the proposed method to the
rest of the analyzed image. Then the output of the method could consist of a
duplication map and a uniform areas map.



Detection of Near-Duplicated Image Regions 195

References

1. J. Flusser and T. Suk. Degraded image analysis: An invariant approach. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 20(6):590–603, 1998

2. J. Flusser, T. Suk, and S. Saic. Image features invariant with respect to blur. Pattern
Recognition, 28(11):1723–1732, 1995

3. J. Flusser, T. Suk, and S. Saic. Recognition of blurred images by the method of
moments. IEEE Transactions on Image Processing, 5(3):533–538, 1996

4. J. Fridrich, D. Soukal, and J. Lukas. Detection of copy-move forgery in digital im-
ages. In Proceedings of Digital Forensic Research Workshop, Cleveland, OH, USA,
August 2003, IEEE Computer Society

5. A. Popescu and H. Farid. Exposing digital forgeries by detecting duplicated image
regions. Technical Report TR2004-515, Department of Computer Science, Dart-
mouth College, 2004



Automatic Merging of 3D Attribute Meshes

Krzysztof Skabek and Agnieszka Tomaka

Instytut Informatyki Teoretycznej i Stosowanej PAN, Gliwice, Poland
{kskabek,ines}@iitis.gliwice.pl

Summary. In the paper we introduce the method of automatic merging of 3D at-
tribute meshes. Attributes describe the certainty of particular vertices/faces in the
mesh. We calculate values of attributes on the basis of the assumed observation strat-
egy as well as the properties of the scanning system. We show the resultant meshes
and compare the method to the existing solutions.

1 Introduction

The 3D laser scanner Minolta VI9i can precisely obtain data of the surfaces which
are visible from its observation point. In order to scan the whole object a number
of measurements have to be done from different observation points around the
object. Our task was to integrate the observation data into one surface model. So
far this process was performed semi-automatically by a qualified person whose
task was to choose the most reliable points and faces in scans obtained from
particular directions. This tiresome process was followed by registration and
merging of scans and then visual verification of the resulting model surface. When
the merged surface was folded, faulty or too many holes appeared, the whole
process had to be repeated. Even if the results are acceptable the repeatability
of the process cannot be guaranteed. Sometimes the process can be facilitated
using a rotary stage. Then the information of the stage rotation is used to find the
initial registration of input range images in the surface model. But the difficulties
are much more serious when we measure unstable objects such as human heads.
Such situation occures in our research as we consider building 3D surface models
of human heads to support orthodontic diagnosis [5].

The scanner accuracy and the scanning procedures for orthodontic diagnosis
were discussed in [3]. The paper concluded that the best way to obtain full
coverage of the human head is to choose 7 observation points plus 1 rear view
placed evenly on the observation circle as shown in fig. 1a. Such number of scans
yields some redundancy but assures that each important part of the head surface
is scanned.

2 Automatic Surface Integration

The automatic registration and merging of range images of a human head into a
3D surface model can be decomposed into three steps: (1) processing the input
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Fig. 1. a) positioning of the observation points, b) observation vectors for particular
input range images

range images, (2) registration of input meshes and (3) merging input meshes
into one surface model. In the paper [1] the stages of initial processing and
registration were described and here we deal mainly with attribute data merging
that corresponds to the last integration step.

In the automatic surface integration we need first to roughly position the input
range images in the global coordinate system even before the initial registration.
Such positioning is performed on the basis of assumptions concerning the mea-
surement procedure. The observation vectors of the scanning device are defined
and computed for particular observation points (see fig. 1b). These vectors are
also used to compute weights of the surface mesh model.

The registration of input meshes uses points as matching units with the point-
to-point distance metric. Basically the algorithm uses a framework of the pair-
wise ICP algorithm [2]. The aim is to minimize globally an objective function
for all input meshes.

Fig. 2. Artifacts on the merged surfaces: a) surface merging, b) volume merging

Unfortunately the initial registration is not enough to do the proper merging
using surface or volume methods because some artefacts (downcasts, granules,
etc.) appear in places of the overlapping surfaces (see fig. 2). However, such arte-
facts are not the result of faulty behaviour of the merging methods, but they
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depend on: noises in range images, the limited accuracy of the scanning device
especially for strongly inclined faces, the angular distance from the scanner axis
or simply movements of the patient during the scanning. In what follows, we
deal with such problems (except the last one) by (1) eliminating the redundant
structures, (2) selecting the most reliable parts of the input meshes to register
and merge and, finally, subjection of the merge process to a reliability (weight)
of vertices in input meshes.

3 Valuating Uncertainty of Input Meshes

At this point we can distinguish two ways of uncertainty assessment of input
meshes: (1) discriminating faces having the greater angle from the vertical plane
containing the observation line (see fig. 3a), (2) discriminating faces inclined to
the observation axis stronger than a given angle (see fig. 3b). Of course both
measures concern the weights of faces in the input mesh but weights can easily
be computed for each vertex as an average of face weights adjacent to it. The
first point is extended to the task of range image segmentation.

Fig. 3. Valuating uncertainty of input meshes: a) a face angular distance to the vertical
observation plane, b) a face inclination to the observation line

In practice values of weights for each face in the input mesh are computed
from the scalar product dependence and particularly:

cosα = m◦f
|m|·|f | and cosβ = n◦f

|n|·|f | .

And the resultant value of weight for faces is defined as: w = cosα · cosβ,
w ∈ [0, 1].

We constructed maps of weights for a given example of the input mesh (see
fig. 4) to illustrate a distribution of weight values. The intensity of points in
maps is proportional to weight values and their range is from 0 (black colour)
to 1 (white colour). Note that the scalar product for cosα is in fact calculated
for vectors n′ and f ′ which are the planar projection of vectors n and f in the
horizontal plane.



Automatic Merging of 3D Attribute Meshes 199

Fig. 4. maps of weights for an example of the input mesh

Fig. 5. Preliminary segmentation of input meshes

4 Segmentation of Input Meshes

Our approach makes it possible to divide the input meshes into strips regarding
the reliability of surfaces (fig. 5). The reliability of surfaces is proportional to
the angular distance to the vertical plane containing the scanning vector. Such
strategy is connected to a feature of the scanning device that the best accuracy is
obtained in the middle of the scanning area [1]. The segments of the input mesh
were selected in a discrete manner so that we distinguish strips with reliability
up to the value 0.3. This makes the most reliable strips that are taken to the
final global registration and the attribute merging. Each strip is taken to the fine
registration with a piece of the neighbouring structure wide enough to provide
the overlapping area for registration [2].

5 Merging Attribute Meshes

The merge process incorporates three stages: (1) merging of faces, (2) merging
of vertices and (3) merging of texture. The first two stages are closely connected
and the third is rather a separate process. As an input we take weighted mesh
structures for each observation point of the scanner and sequentially integrate
them into a model mesh.

First we find the corresponding faces in the model mesh for each face of
the input mesh. The centers of mesh faces are calculated beforehand and used
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to create a KD-tree structure [4] for model mesh faces. The KD-tree is quickly
searched for face-to-face correspondences and when the correspondence is formed
the proper vertex-to-vertex matching is chosen for the corresponding faces. In
fact there are only three combinations of vertex matchings as we assume that
normal vectors of the corresponding faces have the same senses. If the distance
between faces is less than a given threshold d1 and the average distance of the
corresponding vertices is also less than a threshlod d2 then we combine these
faces and vertices into one face; otherwise, we add a new face to the model
structure. New vertices are added also provided that the corresponding vertices
do not exist. In our case it was assumed that d2 = 3d1.

The integration of many vertices from the input structures into the model
mesh causes modification of their position. A new position is computed consid-
ering the weights of component vertices.

The colour attribute is calculated for each vertex of the model mesh as a
weighted average of component input vertices proportionally to their weight
attributes.

We use other parameters beside the distance thresholds (d1, d2) to increase
the accuracy of the merging process. One of them is weight cut-off parameter
k ∈ [0, 1]. It makes it possible to reject vertices of weight w < k. In this case we
get rid of structures that were acquired imprecisely. There is another parameter
p which allows us to remove not proportional faces out of the model mesh. As not
proportional we mean such faces that have the shortest edge p times smaller then
the longest one. In our approach we assumed the following default values of the
parameters: d1 = 2(mm), k = 0.2, p = 4. The values were chosen experimentally
for our testing data to obtain the best accuracy.

6 Results

We implemented the method for merging attribute meshes and tested it on
several cases of 3D face measurement. The complete mesh models with texture
are presented in fig. 6.

As the merging method has been implemented in the RapidForm program-
ming environment we tested various methods to enhance the merging results.
One of them is the function fill holes. The function makes it possible to complete
the model structure even if it was not completely obtained from any observation
point or was obtained with significant noise.

RapidForm provides two standard functions to merge meshes: surface merge
and volume merge. We compared them to our attribute merge method (see fig. 7).

The main advantages of the described integration method are: (1) automatic
integration of range images facilitates the tiresome work of technician, (2) re-
peatability - for the same range images and the same parameters the result is the
same. The integration algorithm depends mainly on the quality of registration
and a stable position of patients is of the great importance. Some downcasts can
appear in case of movements of the patient during the examination.
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Fig. 6. a), b) examples of merged faces, c) coloured and filled face merged using
attribute method, d) coloured and filled face merged using surface method

Fig. 7. Comparison of merging methods: a) attribute merging, b) surface merging, c)
volumetric merging
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Summary. When problem solving reduces to examination of a single or a few learning
methods no sophisticated mechanisms of information exchange are necessary, but when
we use meta-learning for extensive search through a huge space of hybrid models, the
information exchange between subsequent models is crucial.

The information exchange between models must be universal, very flexible and as
simple to define as possible. The design of an efficient system must include abstract
methodology for transmission of amorphous information between different kinds of
methods and optimizing different types of functions. It is highly important for meta-
learning where different types of information must be collected and used by meta-
processes at high level of abstraction. This article presents a universal information
exchange system eligible for huge data mining tasks which was implemented in our
meta-learning environment Intemi.

1 Introduction

Meta-learning [1, 2] techniques will more and more often supply successful mod-
els, which would be very difficult to find by human, because of their unusual
structures. Some of our research have already born the fruits of very high accu-
racies of our classifiers solving tasks of the Feature Selection Challenge 1 [3] of
NIPS 2003 and the Handwritten Digit Recognition Competition2 organized with
The Eighth International Conference on Artificial Intelligence and Soft Comput-
ing in 2006. The models we found were usually complex model structures consist-
ing of some data transformations like standardization, feature selection, features
construction based on principal components analysis and some committees of
classifiers. We have also examined some aspects of member model competence
in classification committees [4].

All such meta-learning machines (algorithms) require large amount of calcu-
lations (e.g. to validate the methods) before they point to most attractive so-
lutions. Many candidates must be examined, numerous combinations validated
often with different optimization criteria. To make it all possible we need a general
1 http://www.clopinet.com/isabelle/Projects/NIPS2003/
2 http://www.icaisc.pcz.czest.pl/competition.htm

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 205–215, 2007.
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data mining system, which efficiently manipulates such complex models. Such
system must provide:

• uniform way of machines and model manipulation—the possibilities of ad-
ding, configuring, training and testing machines, exploiting and removing
models in a standard way, implemented as a set of project management rou-
tines in such a way that does not burden the authors of particular machines
with the administration efforts,

• uniform access to results of learning and tests, so that meta-
learning methods do not need knowledge about the specificity of
particular models,

• uniform query system for gathering information from submachines,
facilitating versatile and efficient functionality of analysis of gath-
ered results.

The second and third points define the main theme of this paper. The mecha-
nisms must be uniform but not too restrictive, i.e. general enough to fit any kind
of adaptive processes (also the results of machines which will be constructed in
future). The abstraction of management routines facilitates communication be-
tween different machines and models within the project on appropriate, different
levels of abstraction. Dependently on particular needs, general or detailed ques-
tions may be asked in a common language without the necessity to know the
details of the methods being used. This provides an excellent source of knowledge
(meta-knowledge) not only for basic analysis of datasets, but also for advanced
meta-learning.

Section 2 sketches some ideas of the system with special emphasis on the
topics of this article (more information is presented in [5]). Next, in section
3, we describe the abstraction of learning results representation. In section 4,
the general methodology of exploring the results is presented and illustrated by
examples in the last section 5.

2 Fundamental Ideas of Our Data Mining System

Our system is a general data mining tool eligible for any computational intelli-
gence applications. There are many data mining systems available on the market,
but we don’t know any, providing so rich general functionality of the kernel and
being so suitable for advanced meta-learning algorithms management. Abstrac-
tion of our system is based on generalized definitions of method (machine) and
model, an abstract view of inputs and outputs, parameters and results and pro-
vides general tools for machine and model management, independent of the kind
of the algorithm.

In computational intelligence, the term method (or learning machine) is used
to describe an adaptive algorithm. In our approach this term encompasses a
broader (than usual) range of algorithms, because from the point of view of a
general data analysis framework there is no reason to differentiate between the
algorithms for classification, approximation or clustering and those for loading
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Fig. 1. Decision tree learning machine structure

data, visualizing some aspects of data, testing classifiers etc. We define a model as
a result of application of a machine with some particular parameters to objects
given as inputs. A model is an information carrier—this information may be
passed to other models by means of outputs and may be put into a special
results repository.

The aspects of accessing inputs, output exhibition and management, access
to submachines and their configurations, results repository navigation etc. have
been implemented in MachineBase class. The class is common to all possible ma-
chines and allows the implementers to work only on the crucial code for particular
machines. Similar idea lies behind the configuration of the machine. Hence, we
have created a general ConfigBase class implementing the common functional-
ity related to machine configuration (inputs and outputs definition, parameters,
submachines configurations) and available to learning machines developers.

Machines within a project compose two hierarchies. One is defined by the
input–output relation. The other is defined by the parent–child (or subma-
chine/submodel) relation.

The distinction between outputs and results is technical and concerns the
way they can be used by external methods. Both are the effects of the adaptive
process, but outputs are to be bound with other machines inputs, and the results
are deposited in a special repository, which makes them available even after the
model itself is released (for example when a vast amount of model structures is
tested, and together they would occupy too much memory).

An example of the scenario with inputs, parameters, outputs and results is
shown in figure 1. It depicts a decision tree adaptive process with single input
of training data and some parameters. The model exhibits classification routine
as an output (for other machines use) and deposits some numbers in the results
repository.

3 Results Repository

To provide uniform results management, we created external (to the model) re-
sults repository containing items in the form of label–value pairs. The string label
lets queries recognize the values, which can be objects containing information of
any type. The object may be a number, string, collection of other values, etc.



208 N. Jankowski and K. Gr ↪abczewski

For an example, consider a classification test. It should have two inputs: the
classifier and the data to classify (including proper class labels, to be compared to
the predicted ones), and at least two outputs: one exhibiting the labels calculated
for the elements of the input dataset and one for the confusion matrix. The
natural destination for the calculated accuracy is the results repository. To add
the value of accuracy variable, labeled as ”Accuracy”, we need to call:

machineBase.AddToResultsRepository(”Accuracy”, accuracy);

where the machineBase is the object of MachineBase class corresponding to our test
model. Note that each model has its own results repository node which is accessible
for models of higher levels (parent models). Exactly in the same way any other
model can add anything to the results repository, for example SVM can provide
the value of its margin, an ensemble can inform about its internals etc.

Another useful possibility (especially for complex models) is that the addition
of label–value items can be done from outside of the model. For instance, the
parent model can add some information about its submachines, which depends
on the context in which the child machine occurs, and which the child can not
be aware of.

An example of such a parent is cross-validation (CV), which can label its
submachines with information on repetition number and the CV fold :

submachineCaps.AddToResultsRepository(”Repetition”, repetition);
submachineCaps.AddToResultsRepository(”Fold”, fold);

This labeling is performed in the context of model capsule, in which each model
is placed because of some efficiency requirements, which are outside of the scope
of this article. It may also be seen as labeling the connections between parent
and children.

Commentators
To extend the functionality of results repository, we came up with the idea of
model commentators. It facilitates extending the information in results reposi-
tory about particular models by external entities other than parent machines.
The necessity of such solution comes from the fact that the author of the ma-
chine can not foresee all the needs of future users of the models and can not
add all interesting information to the results repository. On the other hand it
would not be advantageous to add much information to the repository, because
of the danger of high memory consumption, which results repository is designed
to minimize.

Commentators have access to machine’s inputs and outputs, configuration
and any public parts. In addition commentators may also calculate new values.
Commentator may put to the repository a knowledge extracted from any part
of the model, its neighborhood, or even from its submachines.

Commentator can be assigned to models by means of the ConfigBase class in
a simple way:

classifierTestConfig.DeclareCommentator(new CorrectnessCommentator());
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An example of useful commentator, defined for classification test, may be
helpful in different statistical tests like McNemar’s. To perform such tests, the
information about the correctness of classification of all the instances of tested
data is necessary (a vector of boolean values telling whether subsequent classifier
decisions were right or wrong).

4 Query System

The aim of the methodology of results repository and commentators is to ensure
that all the models in the project are properly described and ready for further
analysis. Gathering adequate results into appropriate collections is the task of
the query system.

The features of a functional query systems include:

• efficient data acquisition from the hierarchy of models,
• efficient grouping and filtering of the collected items,
• a possibility to determine pairs of corresponding results (for paired t-test

etc.),
• a possibility of performing different transformations of the result collections,
• rich set of navigation commands within the results visualization application,

including easy model identification for a result from a collection, navigation
from collections to models and back, easy data grouping and filtering, etc.

The main idea of the query system is that the results repository, which is dis-
tributed throughout the project, can be searched according to a query, resulting
in a collection called series, which then can be transformed in a wide spectrum
of ways (by special components, which can be added to the system at any time
to extend the functionality) providing new results which can be further analyzed
and visualized.

All the ideas of series, their transformations and queries are designed as
abstract tools, adequate for all types of models, so that each new component of
the system (a classifier, test etc.) can be analyzed in the same way as the others,
without the necessity of writing any code implementing the analysis functions.

Series
The collection of results obtained from results repository as a result of a query is
called series. In the system, it is implemented as a general class Series, which can
collect objects of any type. Typically it consists of a number of information items,
each of which, contains a number of values. For example, each item of the series
may describe a single model of the project with the value of its classification
accuracy, the number of CV fold in which the model was created etc. Thus
each item is a collection of label–value pairs in the same way as in the case
of results repository. Such representation facilitates two main functions of the
series: grouping and filtering.
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Series transformations
The series resulting from queries may not correspond right away to what we need.
Thus, we have introduced the concept of series transformations. In general the
aim of transformations is to convert a number of input series into a single output
series. Some of the most useful transformations accessible in our system are:

• calculating properties (correlations, means, standard deviations, medians
etc.) or statistical tests (t-test, McNemar test, Wilcoxon test, etc.),

• a concatenation of series into one series (e.g. for grouping together the results
of two classifiers into a single collection),

• combining two (or more) series of equal length into a single series of items
containing the union of label–value pairs from all the items at the same
position in the input series,

• calculating different expressions on series.

Queries
To obtain a series of results collected from results repository, we need to run a
query. A query is defined by:

• the root node, i.e. the node of the project (in fact a model capsule), which
will be treated as the root of the branch of the parent–child tree containing
the candidate models for the query,

• the collection of machine configurations defining which models of the branch
will actually be queried (the results are collected from models generated by
machines using configurations from the collection),

• the labels to collect, which correspond to label-value pairs in results repository.

The result of running a query is a series: the collection of items corresponding to
the models occurring in the branch rooted at the root node and being the results
of running machines configured with one of the settings in machine configurations
(see next section for illustrative examples). Each of the items is a collection of
label–value pairs extracted for the collection of labels. For greater usefulness,
the labels in the third parameter of the query, are searched not only within the
part of results repository corresponding to the queried model, but also in the
description of parent models (we will see the advantage of such a solution in the
following examples).

5 Example Applications of Queries and Series
Transformations

Consider the example of model structure presented in figure 2. It is a sketch of
the hierarchy of models obtained with a repeater machine running twice 2-fold
CV of two classifiers (in parallel) kNN and SVM. Each labeled box represents
a single model. There are also four groups of classifiers and their tests enclosed
by unnamed boxes—they are the scenarios run in each fold of the CV. The bul-
lets in the left part of the boxes represent model inputs, and those at the right
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Fig. 2. A repeater machine performed twice a 2-fold cross-validation of two classifiers

side—the outputs. The repeater model contains a sequence of runs resulting
from the configuration of the distribution board. The two “Distr Board” boxes
correspond to the CV distribution board, which splits its input dataset into 2
parts, preparing it for the CV. The “Distr” boxes are distributors—they use the
distribution board output to exhibit proper training and test datasets as their
outputs. The repeater created a scenario defined at the configuration stage for
each of the distributors. The scenario assumed creation of kNN and SVM models
with inputs bound to proper CV training data and one classification test for
each of the two classifiers. The test machines’ inputs are bound to corresponding
classifiers and CV test data respectively.

After the structure of models is created and the adaptive processes finished,
different queries may explore the results repository. The most desirable query in
such case is certainly the query for the collection of CV test classification results
of each of the classifiers. To achieve this we may define the query(-ies) in the
following way:

Query q = new Query();
q.Root = repeaterCapsule;
q.AddMachineConfig(testA);
q.MainLabel = ”Accuracy”;
knnSeries = q.Series;

Query q = new Query();
q.Root = repeaterCapsule;
q.AddMachineConfig(testB);
q.MainLabel = ”Accuracy”;
svmSeries = q.Series;

the root node is the repeater node, the machine configurations include testA and
testB configurations respectively for kNN and SVM (this ensures that the results
will be collected only from the appropriate test models), and the main label is
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set to “Accuracy”. In some cases like in the below example of McNemar test, we
may prefer to set the MainLabel to ”Correctness” in place of ”Accuracy”:

q.MainLabel = ”Correctness”;

Such queries return series (knnSeries, svmSeries) of four accuracies calculated
by tests of KNN and SVM models respectively. Both the Repetition and the CV-
fold labels are assigned to the connection leading to the box with classifiers (R1
or R2 and F1 or F2), so appropriate information must be included, but it is
too technical to describe it here. As a result we obtain a series of four items
consisting of the values of accuracy, repetition number and CV fold number.

McNemar test of two classification models
To test statistical difference between correctness of two classification models,
with McNemar test, we need the flags of answer correctness for each element of
the test data. The collection of correctness flags can be obtained by adding to the
configuration of classifiers tests the correctness commentator (CorrectnessCommen-
tator) as it was presented in section 3 in the paragraph devoted to commentators.
Additionally, the main label should be set to the ”Correctness”. Declarations:

s1 = knnSeries.Filter(”Repetition”, 1).Filter(”Fold”, 1);
s2 = svmSeries.Filter(”Repetition”, 1).Filter(”Fold”, 1);

select the results for particular models. By double filtering (superposition), mod-
els belonging to the first repetition and the first fold of CV are selected indepen-
dently for kNN and SVM test series. Because the correctness label-value item
contains a collection of correctness for each vector the Unpack() method must be
used (it converts the collection of collections into one collection):

s1 = s1.Unpack(); s2 = s2.Unpack();

Now series s1 and s2 contain the correctness for selected models and are ready
to be used via McNemar test:

s = McNemar.Transform(s1, s2);

The final series s contains test results: the p-value and McNemar statistic value,
accessible via s[”p-value”] and s[”statistic”] respectively.

In even simpler way the McNemar test can be applied to all subsequent tests
of the CV. In this case the series of collections of correctness is also unpacked
to one flat collection (result of ll 4 test in a single series) and then put to the
McNemar test:

s = McNemar.Transform(knnSeries.Unpack(), svmSeries.Unpack());

Basic statistics. When collecting knnSeries and svmSeries as it was presented at
the beginning of this section with MainLabel set to ”Accuracy”, the basic statistics
can be directly computed:

s = knnSeries.Transform(new BasicStatistics());
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Indexing series s with ”Minimum”, ”Mean”, ”Maximum”, ”Standard deviation”re-
spective properties are captured (for example s[”Mean”]). The BasicStatistics trans-
former sets the ”Mean” as the main label.

Using grouping, the independent statistics for each CV test can be computed.
To do this first we have to group the series by the repetition index:

s1 = knnSeries.Group(”Repetition”);

After that, the s1 series contains subseries with items representing subsequent
CV tests. Now, the basic statistics transformer can be applied to the series:

s1 = s1.MAP(new BasicStatistics());

The MAP transformer performs the transformation given as the parameter (here
BasicStatistics) on each of the subseries and the results are collected into a new
series. Note that the MAP in general can be nested if needed. MAP may also be
very useful with transformations like grouping, ungrouping, filtering and many
others. Finally the s1 series contains a sequence of subseries with basic statistics
of CV repetitions and by calling the ungroup transformer we obtain series of
statistics of CV’s (in the main series not in subseries):

s1 = s1.Ungroup();

Now s1 contains items, one per single CV, and each one contains mean, mini-
mum, maximum, variance and standard deviation. All these operations may be
composed into a single transformation chain:

s1 = knnSeries.Group(”Repetition”).MAP(new BasicStatistics()).Ungroup();

giving exactly the same result.
Now, the following code computes the statistics of inner CV test statistics:

s1 = s1.Transform(new BasicStatistics());

After that s1[”Mean”] represents average accuracy and s1[”Standard deviation”] rep-
resents standard deviation of the mean accuracies of the repetitions of CV tests.

T-test and paired t-test
To test the statistical significance of the differences between the results of kNN
and SVM with paired t-test (it does not make much sense in the case of 2×2-fold
CV, but the way to do it does not depend on the numbers of repetitions or CV
folds), we need to collect the results of all the kNN models and SVM models
separately in the same data distributions, as it was already presented at the
beginning of this section with the main label set up to ”Accuracy”.

We can directly compute statistical significance between accuracies of kNN
and SVM calling paired t-test as follows:

s = TTestPaired(knnSeries, svmSeries);

The s series can be indexed by ”p-value” or ”statistic” to get the most interest-
ing values calculated by the t-test (s[”statistic”] is the value of t). In the case when
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knnSeries and svmSeries are not collected from the same CV test, and we are
interested in calculating t-test, we just substitute TTestPaired by TTest in the call
presented above.

If we want to compare mean accuracy and stability of two methods, in the
analysis we can replace mean accuracies with the differences between means
and standard deviations of accuracies: acc − ασacc where the α is a parameter
(typically equal to 1). If we are also interested in the t-test on differences between
such measures, we may call it in the following way:

s = TTestPaired.Transform(s1 - s1.GetSeries(”Standard deviation”),
s2 - s2.GetSeries(”Standard deviation”));

First, the series of differences are calculated (s1 - s1.GetSeries(”Standard deviation”),
and the same for s2). Note that the transformation GetSeries creates new series
with ”Standard deviation” as the main label and containing the same items as
s1 (the main label of s1 is ”Mean”).

To call the Wilcoxon signed rank test or Mann-Whitney test all we need is the
substitution of TTestPaired or TTest by Wilcoxon and Mann-Whitney respectively,
in the above examples.

The number of possible combinations of different commentators, queries and
series grouping, filtering and transformations is huge even with a small set of
basic commentators and transformations. The code that must be written is short
and intuitive. Since the system is open in the sense that any SDK user can add
new commentators and series transformations, the possibilities of results analysis
are so rich, that we can claim, they are restricted only by user invention.

6 Summary

There is no meta-learning without meta-knowledge. The system of result repos-
itory and queries has been designed to facilitate advanced meta-learning. It can
be successfully used for miscellaneous, sophisticated applications in data mining
including construction of different types of classification committees and other
ensembles of models, feature selection and extraction, and many other fields.

Universal mechanisms for results repository services and powerful system of
repository information retrieval and manipulation, offers incomparable possibili-
ties never met in known meta-learning or other data mining systems. The results
repository may contain heterogeneous information. Moreover the commentators
may be used to extract additional information from already implemented ma-
chines to extend possibilities of further analysis. Using the system of results
repository queries, series and series transformers, one can easily obtain answers
for very broad range of questions and successfully mine for meta-knowledge.
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Summary. In this paper, we present a new implementable learning algorithm for the
general nonlinear binary classification problem. The suggested algorithm abides the
maximum margin philosophy, and learns a decision function from the set of all finite
linear combinations of continuous differentiable basis functions. This enables the use of
a much more flexible function class than the one usually employed by Mercer-restricted
kernel machines. Experiments on 2-dimensional randomly generated data are given to
compare the algorithm to a Support Vector Machine. While the performances are com-
parable in case of Gaussian basis functions and static feature vectors the algorithm
opens a novel way to hitherto intractable problems. This includes especially classifi-
cation of feature vector streams, or features with dynamically varying dimensions as
such in DNA analysis, natural speech or motion image recognition.

1 Overcoming Mercer Conditions

In the late seventies, Vapnik and Chervonenkis [1] had introduced the concept
of a maximum margin separating hyperplane. It has been shown, that the max-
imization of the margin between the data points and the hyperplane minimizes
an upper bound on the actual risk [2]. This strategy often leads to a better
generalization performance in comparison to pure empirical approaches. E.g.,
the Support Vector Machine (SVM) [2] has been proved to provide very good
classification performance on many different applications in comparison to other
learning paradigms [3]. Although the separating hyperplane realizes a linear clas-
sification rule, it is also possible to obtain nonlinear ones using decision func-
tions consisting of nonlinear basis functions called kernels. Unfortunately kernel
functions have to satisfy some non-trivial mathematical conditions (Mercer con-
ditions [4]). The Mercer conditions are proved only for a handful of commonly
used kernels, see e.g. [5]. Sometimes one drawback can be the lack of variety
of feasible kernels in applications where the geometries of the data space are
not well modeled by the given kernels or where we have streams of features of
variable length instead of static feature vectors. For example, this is the case
in speech recognition, motion image recognition or DNA sequence analysis. The
aim of this paper is to provide a novel approach for a solution to these cases. We
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will present a practicable method of maximum margin classification in Banach
spaces based on the theoretical work of [6]. Our algorithm will learn on arbitrary
compact and convex euclidean metric spaces and its solution will be a decision
function from the set of all finite linear combinations of continuous differentiable
basis functions.

2 Lipschitz Classifier

Usually, nonlinear classifiers implement decision functions1 of a function set

F :=
{
f : X → IR : f(x) :=

M∑
n=1

cnΦn(x) + b, cn, b ∈ R,M ∈ IN

}
(1)

with linearly weighted basis functions Φn : X → R. E.g., in case of the SVM,
Φn(x) := k(xn,x), where k is some kernel function which has to satisfy the
Mercer conditions [4] and X is a vector space equipped with some scalar product
(Hilbert space). Popular kernels are the Gaussian kernel function k(xn,x) :=
exp(−γ‖xn − x‖2

2) or the polynomial kernel k(xn,x) := 〈xn,x〉d2. The kernel
function k(x,y) = 〈φ(x), φ(y)〉H represents a scalar product of an appropriate
space H after embedding X into H by some feature map φ. In particular, the
SVM seeks for an f ∈ F so that the empirical error is minimized and the
margin ρ = 1/‖f‖H between the data points and a separating hyperplane in
H is maximized. The main concept [6] of our algorithm is based upon the idea
of embedding a bounded metric space (X , d), i.e. diam(X ) := supx,y∈X d(x,y)
which is finite with some metric d, isometrically into a special Banach space
B (Arens-Eells space). The corresponding function space Lip(X ) of bounded
Lipschitz continuous functions is isometrically mapped to the dual space B′.
Recall a function is Lipschitz, if L(f) := supx,y∈X ,x�=y

|f(x)−f(y)|
d(x,y) < ∞ exists.

L(f) is defined as the smallest Lipschitz constant of f . In analogy to the SVM
embedding, it is possible to assign f ∈ Lip(X ) to a linear functional Tf (mx) =
f(x) using appropriate representations mx ∈ B of the points x ∈ X , such that
‖Tf‖ = L(f). A canonical hyperplane H := {mx ∈ B | Tf(mx) = 0} in B allows
to bound the margin ρ between the mapped data mxn

and H from below by
ρ ≥ 1/‖Tf‖ = 1/L(f). Note that, contrary to the SVM approach, minimizing
‖Tf‖ = L(f) maximizes a lower bound of the margin ρ. As a consequence, a large
margin algorithm can be constructed on a metric space by picking up a function
with small Lipschitz constant and minimum empirical error from a larger set
of decision functions F ∩ Lip(X ) than in case of the SVM. Using the standard
methodology to handle non-separable data as well [2], the Lipschitz classifier
yields a constrained optimization problem of the form

inf
(f,ξ)∈F∩Lip(X )×[0,∞)N

L(f) + C

N∑
n=1

ξn w.r.t ynf(xn) ≥ 1 − ξn ∀n ∈ I (2)

1 Note, that we associate the term decision function with f ∈ F instead of x �→
sign(f(x)).
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with index set I := {1, . . . , N}, slack-variable ξ ∈ [0,∞)N , training data
(xn, yn) ∈ X × {±1} and parameter C > 0 free but fixed in advance.

3 Learning over Compact and Convex Metric Spaces

As long as no additional assumptions restrict the decision function space F
and the underlying metric space X , it has been shown in [6] how to solve the
Lipschitz classification problem, explicitly. The problem was solved as a Lipschitz
minimal norm interpolation problem over the whole Lipschitz function space
Lip(X ) using the notion of Lipschitz extension. Usually, a solution found by this
procedure may be expected to be overfitted, because of the high complexity of
the considered function space. An approximation is obtainable if the function
class is restricted to linear combinations of distances and additionally assuming
the distance as the metric on X [7]. Instead of an approximation or the Lipschitz
extension interpolant, it is possible by the following theorem to determine exact
Lipschitz constants of real valued, continuous differentiable decision functions
defined on a compact and convex euclidean space (for a proof see appendix).

Theorem 1. Suppose, that V := (IRm, ‖·‖2) is a linear space, D ⊆ V open and
X ⊂ D compact and convex. If f : D → IR is continuous differentiable, then

L(f) = max
x∈X

‖∇f(x)‖2 . (3)

Hence, equation (3) provides an opportunity to reformulate problem (2) by sub-
stituting L(f) with maxx∈X ‖∇f(x)‖2, where X ⊂ IRm is compact and convex,
and minimizing over F ∩C(1)(X , IR) ⊂ Lip(X ). In the following, we will consider
a function space consisting of finite linear combinations of continuous differen-
tiable basis functions.

Lemma 1. Suppose D ⊆ IRm is open, X ⊂ D is compact and convex, f ∈ F as
defined in (1), every Φn : D → IR is a continuous differentiable basis function.
Then F ⊂ Lip(X ) and the Lipschitz classification problem (2) can be stated as

min
(c,ξ,b)∈Z

max
x∈X

1
2
cT K(x)c + C1T

Nξ (4)

Z :=
{

(c, ξ, b) ∈ IRM+N+1 : ξ ≥ 0,YGc + yb− 1N + ξ ≥ 0
}
,

whereK(x)∈IRM×M is a symmetric positive semi-definitematrix withK(x)m,n :=
〈∇Φm(x),∇Φn(x)〉2 ,G ∈ IRN×M the data dependent design matrix with Gn,m :=
Φm(xn), Y := diag(y) ∈ IRN×N a diagonal matrix of a given target vector
y ∈ {−1, 1}N with components yn, ξ ∈ IRN the slack-variable of the soft mar-
gin formulation with components ξn and 1N := (1, . . . , 1)T ∈ IRN the vector of
ones.

Optimization problem (4) is equivalent to (2) in the sense, that from a so-
lution (c∗, ξ∗, b∗,x∗) of (4) follows a solution (f∗, ξ∗) of (2) with f∗(x) :=∑M

n=1 c∗nΦn(x) + b∗. It can be easily verified a maximizer of maxx∈X ‖∇f(x)‖2
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is also a maximizer of maxx∈X ‖∇f(x)‖2
2 /2. The matrix K(x) is semi-positive

definite for all x ∈ X , because

‖∇f(x)‖2
2 =

M∑
m=1

M∑
n=1

cmcn 〈∇Φm(x),∇Φn(x)〉2 = cT K(x)c (5)

implies cT K(x)c ≥ 0 ∀c ∈ IRM . As the pointwise maximum of a family of
convex functions, maxx∈X cT K(x)c is convex in c ∈ IRM as well.

3.1 Lipschitz Classifier Reformulation as Dual SIP

In the previous section we obtained a constrained minimax problem (4) which
is not easily solvable directly, because of the complex feasible set as well as the
inner global maximization dependent on the outer minimization and vice versa.
But it is known that this minimax problem can be transformed into a equivalent
problem called semi-infinite program (SIP). Semi-infinite programming deals
with problems of infinitely many constraints in finitely many variables. To reveal
a brief idea, we state following well-known proposition from the theory of convex
SIP without proof:

Proposition 1. Suppose X ⊆ IRm to be compact, Y ⊆ IRn to be closed and
convex, as well as g Y ×X → IR continuous with convex functions g(·, x). Then
each solution of the convex semi-infinite program

(c∗0, c
∗) := argmin

(c0,c)∈ZSIP

c0 (6)

with feasible set ZSIP := {(c0, c) ∈ IR× Y : g(c,x) − c0 ≤ 0 ∀x ∈ X} admits
a solution (c∗,x∗) ∈ Y × X of the problem

c∗0 = g(c∗,x∗) = min
c∈Y

max
x∈X

g(c,x). (7)

For further particulars we refer you to [8] and references therein. Applying above
SIP reformulation as well as duality results for convex SIP [9] yield the semi-
infinite dual of the minimax problem (4) of the Lipschitz classifier:

(D) max
K∈conv(K)

q(K) (8)

where K := {K(x) � 0 : x ∈ X} collects the semi-positive definite matrices
on X ,

q(K) := max
(α,c)∈Zq(K)

Q(α, c,K), Q(α, c,K) := αT 1N − 1
2
cT Kc, (9)

Zq(K) :=
{

(α, c) ∈ IRN×M : 0 ≤ α ≤ C1N ,αT y = 0,Kc = GT Yα

}
.
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Algorithm 1. Lipschitz classifier
Input: K(1) := K(x0) ∈ K, T
Set t = 0.
repeat

1. Set t=t+1.
2. Calculate

(α(t), c(t)) := argmax
(α,c)∈Zq(K(t))

Q(α, c,K(t)).

3. Search for x ∈ X such that K(x) ∈ K and
Q(α(t), c(t),K(x)) > Q(α(t), c(t), K(t))

else, if such x does not exist terminate.
4. Calculate

λ∗ := argmax
λ∈[0,1]

q
(
λK(x) + (1 − λ)K(t)

)
5. Set K(t+1) = λ∗K(x) + (1 − λ∗)K(t).

until t=T

The closure of the convex hull of K is denoted as conv(K) while the convex hull
is the intersection of all convex sets containing K. Because of the difficulties
in the computation of the derivatives of K(x), we applied a two stage greedy
strategy giving rise to the algorithm (1). In each iteration step, the algorithm
finds a solution of (8) on a more and more growing convex subset of the convex
hull conv(K) which is spanned by a sequence of matrices K(t) ∈ K such that
q(K(1)) < q(K(2)) < · · · < q(K(T )). Therefore, one has to search for a x ∈ X so
that Q(α(t), c(t),K(x)) > Q(α(t), c(t),K(t)) = q(K(t)). Using this new candidate
K(x) ∈ K we conclude q(K(x)) > q(K(t)), thus the algorithm will calculate the
new optimal convex combination of the given matrices K(x) and K(t) in the
sense that it will improve the next iterate

q(K(t+1)) = max
λ∈[0,1]

q
(
λK(x) + (1− λ)K(t)

)
≥ q(K(x)) > q(K(t)). (10)

On the other hand, if no x ∈ X can be found to improve the next iterate
or the maximum number of steps are reached, the algorithm terminates. After
obtaining a solution (α∗,K∗) one gets the associated primal solution (c∗, b∗) as
a solution of the equations K∗c∗ = GT Yα∗ and b∗ = − 1

|S|
∑

i∈S c∗i Φ(xi). The
index set S contains all indices i with 0 < αi < C. The former equations are
easily obtained from the derivation of the dual problem (8).

4 Experiments

We investigated an artificial, 2-dimensional and randomly generated classifica-
tion problem for evaluation, training and testing. A total of one evaluation set,
10 training sets and 10 test sets from a mixture of Gaussians were generated.
All sets were pairwise disjoint. First we simulated for the positive labeled class
10 means µk from a bivariate Gaussian distribution N((1, 0)T , I). Similarly, for
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the negative labeled class 10 further means were drawn from N((0, 1)T , I). Then
for each class 50 vectors for evaluation, 100 vectors for each of the training sets
and 200 vectors for each of the test sets were generated as follows: we picked a
µk by chance with probability 1/10, and then each observation was generated
from a further Gaussian N(µk, I/5). This procedure of generating the data is
taken out of [10]. For comparison, a Support Vector Machine was investigated
on the same data as well as the Lipschitz classifier. In both classifiers, we em-
ployed Gaussian kernels Φn(x) := exp(−γ‖xn − x‖2

2) as basis functions to get
comparable and better interpretable results. Before the test experiments have
been started, we had to adjust all parameters of the learning machines, e.g. the
algorithm parameter C, the kernel parameter γ and the tuning parameters of
the simulated annealing method [11] we used in step 3. of the algorithm. Evalu-
ation was done independent of the test sets using one training set in conjunction
with the evaluation set. Next, on every training set a Lipschitz classifier and a
SVM were trained with fixed parameter settings from the evaluation (Lipschitz
classifier: C = 100, γ = 0.095, SVM: C = 80, γ = 0.35) resulting in 10 differ-
ent classifiers for each learning machine. For testing the Lipschitz classifier as
well as the SVM, we performed a recognition run on every test set using one of
the trained classifiers. This means for example, that the first trained SVM was
tested on the first generated test set. Similarly, the second trained SVM was
tested on the second generated test set, and so on. From this procedure 10 test
results form the Lipschitz classifier and SVM have been obtained. These results
are summarized in table (1).

Table 1. Classification accuracies for the Lipschitz classifier and Support Vector Ma-
chine on ten 2-dimensional randomly generated test sets. Each test set contains 400
data points.

#Test SVM [%] Lipschitz classifier [%]

1 87.25 85.50
2 87.50 86.00
3 90.75 91.25
4 85.75 84.25
5 88.50 88.75
6 86.00 86.25
7 91.00 89.00
8 83.50 83.00
9 88.00 87.75
10 86.50 85.50

mean 87.48±2.27 86.73± 2.46

5 Conclusion and Future Work

As shown in table (1), the achieved freedom to use arbitrary continuous dif-
ferentiable basis functions provided by our novel implementation of a Lipschitz
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classifier leads to a small relative loss of 0.86%, only. This suggests that the
algorithm can be used in any application where a kernel based classifier like the
SVM is not directly capable. Using the theory of a Banach space embedding, we
justified that our novel algorithm is indeed a maximum margin classifier, thus
it has the potential to generalize well as the results of our experiments indicate,
too. The given results will focus our future work on using other basis functions
than Mercer kernels and on applying our algorithm to applications demanding
streams of feature vectors with variable length. Such experiments using data
from DNA analysis or motion image recognition will enable us to investigate the
performance of the Lipschitz algorithm on real world data.
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3. Stuhlsatz A, Katz M, Krüger SE, Meier HG, Wendemuth A (2006) Support vec-
tor machines for postprocessing of speech recognition hypotheses. Proceedings of
International Conference on Telecommunications and Multimedia TEMU

4. Courant R, Hilbert D (1953) Methods of mathematical physics. Intersience Pub-
lishers, Inc.

5. Schölkopf B, Smola AJ (2002) Learning with kernels. The MIT Press.
6. von Luxburg U, Bousquet O (2004) Distance based classification with lipschitz

functions. Journal of Machine Learning Research, 5: 669-695
7. Graepel T, Herbisch R, Schölkopf B, Smola AJ, Bartlett P, Müller KR, Obermayer

K, Williams R (1999) Classification of proximity data with LP machines. Proceed-
ings of 9th International Conference on Artificial Neural Networks: 304-309

8. Hettich R, Kortanek KO (1993) Semi-infinite programming: Theory, methods and
applications. SIAM Reviews, 35: 380-429

9. Shapiro A (2005) On the duality theory of convex semi-infinite programming. Op-
timization, 54: 535-543

10. Hastie T, Tibshirani R, Friedmann J (2003) The elements of statistical learning.
Springer, Berlin Heidelberg New York

11. Liu JS (2001) Monte Carlo strategies in scientific computing. Springer, Berlin Hei-
delberg New York

A Appendix

Proof of theorem 1. If x1,x2 ∈ X ,x1 �= x2 and
S := {λx1 + (1 − λ)x2 : λ ∈ (0, 1)} ⊆ X , then by the Mean-Value-Theorem
there exists x̂ ∈ S, so that

|f(x1) − f(x2)| =
∥∥∇f(x̂)T (x1 − x2)

∥∥
2 ≤ ‖∇f(x̂)‖2 ‖x1 − x2‖2

⇔ |f(x1) − f(x2)|
‖x1 − x2‖2

≤ ‖∇f(x̂)‖2 ≤ max
x∈X

‖∇f(x)‖2
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⇒ L(f) = max
x1,x2∈X ,x1 �=x2

|f(x1) − f(x2)|
‖x1 − x2‖2

≤ max
x∈X

‖∇f(x)‖2 .

For x ∈ X and some v ∈ IRm with ‖v‖2 = 1, the directional derivative reads as

lim
t→0

(
f(x + tv) − f(x)

t

)
= ∂vf(x) = ∇f(x)T v.

Next, we conclude for ‖∇f(x)‖2 �= 0 and v = ∇f(x)/‖∇f(x)‖2, that

‖∇f(x)‖2 = lim
t→0

|f(x + tv) − f(x)|
|t| ≤ L(f).

It follows the lower bound

max
x∈X

‖∇f(x)‖2 ≤ L(f). �
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Summary. This study applies the Support Vector Machine (SVM) algorithm to the
problem of chemical compound screening with a desired activity and hit definition. The
problem of automatically tuning multiple parameters for pattern recognition SVMs
using our new introduced kernel for chemical compounds is considered. This is done by
a simple eigen analysis method which is applied to the matrix of the same dimension as
the kernel matrix to find the structure of feature data, and to find the kernel parameter
accordingly. We characterize distribution of data by the principle component analysis
method.

1 Introduction

Biological screening processes are used in drug discovery to screen large num-
bers of compounds against a biological target. By quantifying structure-activity
relationship (QSAR) means a group of bioinformatics or chemoinformatics al-
gorithms, typically a using physico-chemical parameters or three-dimensional
molecular fields with statistical techniques. Finding active compounds amongst
those screened, QSAR algorithms are aimed at planning additional active com-
pounds without having to screen each of them individually. Classically, QSAR
models are designed by representing molecules by a large set of descriptors, i.e.
by a high dimensional vector, and then applying some kind of Pattern Recogni-
tion methods. One of the most important design choices for SVMs is the kernel-
parameter, which implicitly defines the structure of the high dimensional feature
space where a maximal margin hyperplane will be found. However, before this
stage is reached in the use of SVMs, the actual kernel must be chosen. Our
previous work [5] focused on graph-structured data on screening compounds
and on the development of kernel methods for graph-structured data in com-
bination with molecular descriptors, with particular emphasis on QSAR in the
screening process and the prediction of the biological activity of chemical com-
pounds. Model selection of the SVM involves two hyperparameters: the penalty
parameter C and the kernel parameter used in the Gausian kernel. The selec-
tion of suitable parameters for Gausian kernel used in proposed screening kernel

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 224–231, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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is crucial for effective classification. In this paper we analyze the distribution of
data in the feature space on the basis of the principal component analysis (PCA)
method, and propose a simple method that predicts a good set of Gausian kernel
parameter quickly for a particular problem domain in chemical compounds.

2 Support Vector Machine Classification

Let us use a training data set {mi;ωi} ; i = 1, . . . , l where ωi {−1, 1} represents
the label of an arbitrary example ωi, Rd, d being the dimension of the input
space. Also, let us define a linear decision surface by the equation f(x) = w :
m+b = 0. SVMs exactly implement the idea of regularized risk minimization by
maximizing the margin between the two classes. This can be achieved through
the minimization of ‖w‖2. The solution of which is:

w =
l∑

i=1

αiωimi (1)

with the constraint w =
∑

i αiωi = 0 . The parameters αi are found by maxi-
mizing the dual objective [10][11]

LD =
∑

i

αi − 1
2

∑
i,j

αiαjωi.ωjmimj (2)

However, in real-life classification problems, the algorithm as stated above is
unable to achieve perfect separation between two classes especially in case of
noisy data. One key aspect of the SVM model besides a well optimized C pe-
nalization parameter called a trade-off parameter is that the data enters the
above expressions only in the form of the dot product of pairs. This leads to the
resolution of the second problem mentioned above, namely that of non-linearly
separable data. The basic idea with SVMs is to map the training data into a
higher dimensional feature space via some mapping φ(m) and construct a sepa-
rating hyperplane with maximum margin there. This yields a nonlinear decision
boundary in the original input space. The kernel can deal in a uniform way with
a multitude of data types and can be used to detect many types of relations in
data. We assume that m is mapped to p dimensional kernel feature space F by
φ(m) ∈ F m = (m1, . . . ,mn)t → φ(m) = (φ1(m), . . . , φp(m))t. Kernel methods
computes inner product K(m,m′) = 〈φ(m) · φ(m′)〉 = φ(m)t · φ(m′), without
referring the feature φi(i = 1, . . . , p) directly. Let K be Kij =

〈
φ(mi · φ(m′

j)
〉

then K = φtφ with φ = (φ(x1)′ . . . , φ(xl)) (sample matrix). Typical choices for
kernels: linear, sigmoid, polynomial, RBF, gaussian.

Because chemical compounds are often represented by the graph of their co-
valent bonds, pattern recognition methods in this domain must be capable of
processing graphical structures with variable size. Let us assume now we have
two molecules m and m’, which have atoms a1, . . . , a|m| and a′1, . . . , a

′
|m|. Let us

further assume we have a kernel knei, which compares a pair of atoms (ah, a
′
h′)
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from both molecules, including information on their neighborhoods, member-
ship to certain structural elements and other characteristics. Then a valid graph
kernel between m, m’ is the optimal assignment kernel [3]:

kOA(m,m′) :=
{

maxΠ
∑ |m|

h=1 knei(ah,a′
Π(h))) if |m′|≥|m|

maxΠ

∑ |m′|
j=1 knei(aΠ(h),a

′
h)) otherwise

(3)

where knei is calculated based on two kernels katom and kbond which compare the
atom and bond features, respectively. Each atom of the smaller of both molecules
is assigned to exactly one atom of the larger molecule such that the overall simi-
larity score is maximized. To prevent larger molecules automatically achieving a
higher kernel value than smaller ones, kernel is normalized (Schoelkopf & Smola,
2002) [10], i.e.

kOA(m,m′) ← kOA(m,m′)√
kOA(m,m)kOA(m′,m′)

(4)

OA graph kernel, is of general use for QSAR problems, but is more focused on
screening data. In developing a good quality QSAR model for these data we
combined OA graph kernel and standard kernel (Gaussian) where we considered
Burden descriptors [1].

kGaus(m,m′) = exp(−γ|m−m′|) (5)

Calculating the OA graph kernel and at same time the Gausian kernel with eight
Burden features give us two ways of comparing molecules: looking at the chemical
structure and looking at molecular activity. Having two values from these two
kernels and making, at the same time an average, gives us more precise molecule
similarity information.

kSCR(m,m′) =
kGaus(m,m′) + KOA(m,m′)

2
(6)

To improve accuracy of classification in screening data using introduced screening
kernel we want also optimized parameters in Gausian kernel where we use as
properties Burden descriptors [1]. The parameter γ in Gausian kernel can be
determined by the loo bound described below. Vapnik [12] showed that the
following radius margin bound holds for SVM without the bias term b.

loo ≤ 4R2‖w‖2 (7)

where loo is the number of leave-one-out error, w is the solution of (1) and R
is the radius of the smallest sphere. The R2 can be obtained as the objective
function value of the following optimization problem:

max 1 − βTKi,jβ (8)

subject to

l∑
i=1

βi = 1, βi ≥ 0, i = 1, 2, . . . , l, where Kij = K(mi,m
′
j) (9)
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The optimization problem [4] is needed to solve to get the radius in each itera-
tive step for minimizing the loo bound. As we consider the Gaussian kernel as one
part of screening kernel, we may think that data structure of the input data in
the feature space changes by changing the kernel parameter. Intuitively, we get
different distribution of the same input data in the feature space by changing the
kernel parameter. From the error bound in equation (7), we see that R2 and ‖w‖2

both depend on the structure of feature data. Therefore, the performance of the
SVM depends on the distribution of the input data in the feature space. For our
Gausian kernel used with graph kernel we analyze the distribution of data in the
feature space on the basis of the principal component analysis (PCA) method, and
apply a simple method that predicts a good set of kernel parameters quickly.

3 PCA

Performing PCA in kernel space, we assume that p dimensional linear space
is transformed to d dimensional space. Let ni be an orthonormal vector of k-
dimensional linear subspace, and let A = (n1, n2, . . . , nk). Then, Φ(m) is trans-
formed into H subspace of space F by the linear operator A as

ψ(mi) = ATΦ(mi) ∈ Rk. (10)

Let l be a 1 x 1 matrix of all ones and Φ = ((Φ(m1), Φ(m2), . . . , Φ(ml)). The
covariance matrix of feature vectors Φ in the feature space F is given by∑

Φ

=
1
l
Φ(I − 1

l
)(I − 1

l
)ΦT (11)

The covariance matrix of Φ(mi) in the k-dimensional subspace is given by∑
Ψ

= AT
∑
Φ

A. (12)

The orthonormal bases ni lie in the span of (Φ(m1), Φ(m2), . . . , Φ(ml). We
can represent them by the linear combination of (Φ(mi) − Φ) inf where Φ =∑l

i=1 Φ(mi) (centering the data). Then, ni can be written as

ni =
l∑

i=1

sij(Φ(mi) − Φ), (13)

where si = (si1, si2, . . . , sik)T is a coefficient vector.
Letting S = (s1, s2, . . . , sk),

A = Φ(I − 1
l
)S. (14)

Let G = (I− 1
l )Φ

TΦ(I− 1
l ) where the kernel matrix is K = ΦTΦ. The covariance

matrix of feature vectors is given by∑
Ψ

=
1
l
STG2S, (15)
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and
ATA = GTGS (16)

The S can be calculated according to the PCA variance maximization criterion
[6][7], i.e., maximizing variances such that ATA = I. This gives the Lagrangian
L(S;Λ) = (1

l )tr(S
T G2S) − tr((STG2S − I)Λ) with Lagrange multiplier Λ > 0

where is a diagonal matrix. Then setting

θL

θS
=

2
l
G2S − 2GSΛ (17)

by zero, we obtain Karush-Kuhn-Tucker(KKT) condition

1
l
G2S = GSΛ , STGS = Ik (18)

Let, i-th eigenvalue of G be µi with corresponding eigenvectors vi, and µ1,
µ2 . . . , µk ≥ 0. Since G is symmetric matrix, eigenvectors constitute orthonor-
mal set. We denote V = (v1, v2, . . . , vk), and a k x k diagonal matrix M whose
Mii = µi. If we consider S = V M− 1

2 where[
M− 1

2

]
i,j

=
{

1√
µi

if i=j,

0 if i�=j (19)

And eq. (18) can be transformed to

(left side) =
1
l
G2S =

1
l
V M2M− 1

2 and (right side) = GSΛ = V MM− 1
2Λ

(20)
by using GV = V M and V,M are non zero matrix.

Since GV = V M ,∑
Ψ

=
1
l
STG2S =

1
l
M− 1

2 V TG2V M− 1
2 =

1
l
M− 1

2V TGV MM− 1
2 =

=
1
l
M− 1

2V TV MM
1
2 =

1
l
M− 1

2 IMM
1
2 =

1
l
M. (21)

Thus eigenvalues of
∑

Ψ equal to the eigenvalues of (1/l)G. From the eigenvalues
and corresponding eigenvectors we may get the abstraction of the data. Usually,
eigenvalues determine the structure of the data. This is immaterial since we need
only the positive eigenvalues of G.

4 Kernel Parameter Optimization

For optimization of γ parameter we used method presented by Debnath and
Takahashi [7]. Eigenvalues, µ’s, are large for some kernel parameters γ means
data spread in a large area. So we may not get good performance for those γ for
which eigenvalues are large enough. If eigenvalues, µ′

is are too small, however the



Optimization of the SVM Screening Kernel 229

number of positive eigenvalues are large, data lie in a very compact area. Thus
the number of support vectors will be large and the support vector machine may
implement a rapidly oscillating function rather than the smooth mapping. As a
results, the performance will not be good. In [4], Chung et. al. showed that a
good bound should avoid minima that happens at the boundary (i.e., too small
and too large γ do not show good performance). In [8], Keerthi and Lin also
showed that too small creates overfitting/underfitting problems, and too large
γ creates underfitting problem. For large and small value of kernel parameter
γ, our ideas follow Chung et. al. and Keerthi and Lin’s idea. When the number
of positive eigenvalues of G is small enough, many feature data linearly depend
on other feature data. Let the k-th eigenvalue of G be µk with corresponding
eigenvectors υk ∈ Rl and Φ′(xi) = Φ(xi)− Φ.

µk = υT
KGυk = υT

K(I − 1
l
)υK = (

l∑
i=1

υki(Φ(xi)− Φ)T
l∑

j=1

υkj(Φ(xj) − Φ)T ) =

= (
l∑

i=1

υkiΦ
′(xi))T

l∑
j=1

υkjΦ
′(xj) (22)

As the K = ΦTΦ is the rank one matrix when γ → ∞, many eigenvalues of
G become zero (or smaller than a small threshold value) when the value of γ

is large. The µk is zero means
∑l

i=1 υkiΦ
′(xi) = 0 , i.e. some data are linearly

depend on other data. So for large value of γ, we loose information for many
data as some feature data are becoming the linear combination of others, and the
kernel matrix K does not have their information. The small number of positive
eigenvalues means the SVM learns with a small fraction of training data from
the training set. Thus, very small number of positive eigenvalues can not show
good performance. Considering all above conditions, good kernel parameters
must avoid either too large or too small eigenvalues, and the G has sufficient
number of positive eigenvalues. Therefore, given a set of kernel parameters we
choose a subset of kernel parameters for which G has sufficient number of positive
eigenvalues and the largest eigenvalue µ1, is not too large.

5 Experimental Evaluations and Results

We experimentally evaluated the performance of graphical kernel where param-
eters are optimized in a classification algorithm and compared it against that
achieved by earlier kernels on a variety of chemical compound datasets from the
National Cancer Institute’s DTP AIDS Anti-viral Screen program [9] and from
the Center of Computational Drug Discovery’s anthrax project at the Univer-
sity of Oxford [5]. For these datasets we generated 8 features, called Burden
descriptors [1] (eight dimensional spaces).

We tested a proposed extension of molecule graph kernel in two benchmark
experiments of chemical compound classification. We use the standard SVM al-
gorithm for binary classification described previously. The regularization factor
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Table 1. Recognition performance comparison of KOA with Kscr kernel and Kscr

with optimized parameters (KscrOP ) for different number of training sets. Numbers
represent correct classification rate [%]

OA Kernel KSCR KscrOP

Training set DTP Toxic Diff. DTP Toxic Diff. DTP Toxic Diff.

100 79.6 73.9 5.5 79.1 74.9 4.9 79.5 73.2 5.3
200 79.9 74.1 5.8 80.1 75.6 4.5 81.0 77.1 3.9
300 80.1 79.1 1.0 80.8 79.6 1.2 82.2 80.3 1.9
400 81.3 79.8 1.5 82.5 80.3 2.2 81.9 80.8 1.1
500 82.5 81.3 1.2 83.2 81.5 1.8 83.6 82.0 1.6

of SVM was fixed to C = 10. In order to see the effect of generalization perfor-
mance on the size of training data set and model complexity, experiments were
carried out by varying the number of training samples (100, 200, 300, 400, 500)
according to a 5-fold cross validation evaluation of the generalization error. The
KscrOP shows performance improvements over the standard Kscr and KOA ker-
nel, for both of the (noisy) and real data sets. Moreover it is worth mentioning
that Kscr does slightly better than KOA kernel in general. We would like now to
determine if optimized KscrOP kernel has an effect in SVM classification in com-
parison to Kscr and KOA. A permutation test was selected as an alternative way
to test for differences in our kernels in a nonparametric fashion. The permutation
test based on algorithm [13] 2000 sample replacements estimated a p-value to de-
cide whether or not to reject the null hypothesis. The null hypotheses for this test
were H01 : KscrOP = Kscr, and alternative hypothesis HA1 : KscrOP > Kscr,
, additionally let’s assume at a significance level α = 0.05. The permutation
test will reject the null hypothesis if the estimated P -value is less than α. More
specifically, for any value of α < p− value, fail to reject H0, and for any value
of α = P − value, reject H0. The P -values on average for DTS AIDS and toxic
data sets of 0.0527, 0.0025, 0.0426, 0.0020 indicates that the SVM with KscrOP

kernel is probably not equal to Kscr kernel. The P -value 0.0527 between KOP

and Kscr kernel for DTS AIDS data sets, indicates weak evidence against the
null hypothesis. There is strong evidence that all other tests null hypothesis
can be rejected. Permutation tests suggest, on average, that KscrOA kernel for
screening data is statistically significantly larger than KOA and RBF.

6 Conclusion

We propose a method for finding good kernel parameter in graph kernel for
chemical compounds only applying the eigen analysis method that is suitable
for discriminative classification with unordered sets of local features. We have
applied tuned gausian kernel in our screening kernel to SVM-based object recog-
nition tasks, and demonstrated recognition performance with accuracy compa-
rable to existing kernels on screening data. Our experimental evaluation showed
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that parameter tuning leads to substantially better results than those obtained
by existing same kernel without optimization.
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Summary. The problem of estimation of the preference relation in a finite set on the
basis of medians from multiple pairwise comparisons, in the form of difference of ranks
with random errors, with the use of nearest adjoining order idea (NAO), is investigated
in the paper. The estimated form of the relation is obtained on the basis of a discrete
programming problem; some probabilistic properties of the estimator are determined.
They are obtained under weak assumptions about distributions of comparison errors; in
particular, the expected value of comparison error of each pair can be different than zero.

1 Introduction

The paper presents an extension of the method of ranking of elements, from a fi-
nite set, on the basis of pairwise comparisons, presented in Klukowski [3], [4]. The
results discussed in Klukowski [3] relate to the case of (multiple) comparisons
indicating the direction of preference, while the paper Klukowski [4] examines
the case of one comparison of each pair in the form of difference of ranks. The
extension presents the approach based on medians from multiple comparisons,
which is similar to the case of majority principle examined in Klukowski [3],
section 5.2. It exploits the idea of nearest adjoining order (NAO) introduced by
Slater [7] (see also David [2]). The results presented in the paper are based on
weak assumptions about distributions of comparison errors; it is sufficient, that
each distribution is unimodal with maximum and median in zero (the probabil-
ity functions of comparison errors may be unknown). The median approach is
simple from computational point if view, especially it allows to use the same op-
timisation algorithm, as in the case of one comparison of each pair. The empirical
results, based on simulation approach, confirm the usefulness of the method.

The paper consists of five sections. Main results: the problem formulation, def-
initions and notations, the form of the estimator and its properties are presented
in Sections 2 – 4. Last section comprises summary.

2 Problem Formulation

The formulation of the problem is an extension of the problem stated in
Klukowski [4] for the case of N > 1 independent comparisons of each pair.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 232–241, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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It is assumed, that in a finite set of elements X = {x1, . . . , xm}, m � 3, there
exists an unknown complete weak preference relation R of the form:

R = I ∪P, (1)

where:
I - the equivalence relation (reflexive, transitive, symmetric),
P - the strict preference relation (transitive, asymmetric).
The preference relation R generates from elements of the set X the sequence

of subsets χ∗
1, . . . , χ

∗
n (n � m), such that each element xi ∈ χ∗

r is preferred to any
element xj ∈ χ∗

s (r < s) and each subset χ∗
q (1 � q � n) comprises equivalent

elements only.
The relation R can be characterized by the function T : X × X → D, D =

{−(n− 1), . . . , 0, . . . , n− 1}, defined as follows:

T (xi, xj) = dij ⇔ xi ∈ χ∗
k, xj ∈ χ∗

l , dij = k − l. (2)

The value of the function T (xi, xj) is the difference of ranks of the elements
xi and xj in the relation R. In the case when T (xi, xj) < 0, (T (xi, xj) > 0)
the element xi precedes element xj (element xj precedes xi), for |dij | positions.
The value T (xi, xj) = 0 means the equivalence of both elements (they belong to
the same subset χ∗

q , 1 � q � n). It is obvious, that T (xi, xj) = −T (xj, xi) for
T (·) �= 0.

The relation form is to be determined (estimated) on the basis of pairwise
comparisons of elements of the set X, disturbed with random errors. Each pair
(xi, xj) ∈ X is compared independently (in stochastic sense) N times; the result
of k-th comparison (k = 1, . . . , N ; N > 1) is the value of the function:

gk : X×X → D, D = {−(m− 1), ...,m− 1}; (3)

the result gk(xi, xj) = ckij is an assessment of the difference of ranks of the
pair (xi, xj), in k-th comparison. The set D can include values from the range:
−(m− 1), . . . ,m− 1 because the number of subsets n is assumed unknown.

In the paper it is assumed, that each comparison gk(xi, xj) (1 � k � N) can
be disturbed by random error; it means, that the difference T (xi, xj)−gk(xi, xj)
may assume values different than zero - with some probabilities. The comparisons
gk(xi, xj) and gl(xr , xs) are independent, i.e.:

Pr((gk(xi, xj) = ckij) ∩ (gl(xr , xs) = clrs)) =
Pr(gk(xi, xj) = ckij)Pr(gl(xr, xs) = clrs)(k �= l). (4)

The probabilities, which characterize each distribution of comparison errors
will be denoted with the symbols αijk(l), βijk(l), γijk(l); the probabilities are
defined as follows:

αijk(l) =Pr(T (xi, xj) − gk(xi, xj) = l; T (xi, xj) = 0)
(−(m− 1) � l � m− 1), (5)
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βijk(l) =Pr(T (xi, xj) − gk(xi, xj) = l; T (xi, xj) < 0)
− 2(m− 1) � l � 2(m− 1)), (6)

γijk(l) =Pr(T (xi, xj) − gk(xi, xj) = l; T (xi, xj) > 0)
(−2(m− 1) � l � 2(m− 1)). (7)

It is obvious, that the probabilities (5)-(7) have to fulfill the equalities:

m−1∑
l=−(m−1)

αijk(l) = 1,
2(m−1)∑

l=−2(m−1)

βijk(l) = 1,
2(m−1)∑

l=−2(m−1)

γijk(l) = 1. (8)

Moreover it is assumed that the following assumptions hold:∑
l�0

Pr(T (xi, xj) − gk(xi, xj) = l) > 1/2, (9)

∑
l�0

Pr(T (xi, xj) − gk(xi, xj) = l) > 1/2, (10)

Pr(T (xi, xj)− gk(xi, xj) = l) � Pr(T (xi, xj) − gk(xi, xj) = l + 1) (l � 0),
(11)

Pr(T (xi, xj)− gk(xi, xj) = l) � Pr(T (xi, xj) − gk(xi, xj) = l − 1) (l � 0).
(12)

The conditions (9)-(12) guarantee, that: • zero is the median of each distribu-
tion, • each probability function is unimodal and • assumes maximum in zero.
The expected value of any comparison error can differ from zero.

The probabilities αijk(0), βijk(0) and γijk(0) may be lower than 1
2 ; therefore

the assumptions about distributions of comparison errors are more general, than
those in “direction of preference” approach (see Klukowski [3]).

For simplification it is assumed, that distribution of any comparison error
T (xi, xj) − gk(xi, xj)((xi, xj) ∈ X × X) is the same for each k, 1 � k � N (as
a result the comparisons of each pair g1(xi, xj), . . . , gN (xi, xj) are iid. random
variables). Therefore, the index k will be omitted in the symbols: αijk(l), βijk(l),
γijk(l). The relaxation of the assumption is not difficult.

The probabilities αij(l)(−(m − 1) � l � m − 1) determine the probabil-
ity function of comparison errors for equivalent elements xi and xj (because
T (xi, xj) = 0). Each probability αij(l) means, that an error of comparison equals
l; especially αij(0) denotes the probability of errorless comparison (because
T (xi, xj) = gk(xi, xj) = 0). In the case of known number of subsets n the interval
of integers [−(m−1),m−1] ought to be replaced with the interval [−(n−1), n−1].
The interpretation of the probabilities βij(l) and γij(l)(−2(m−1) � l � 2(m−1))
is similar, with the difference, that they both determine distribution errors for
non-equivalent elements.

The problem of the preference relation estimation with the use of the above
definitions can be stated as follows.

To determine the relation R (i.e. the sequence of subsets χ∗
1, . . . , χ

∗
n or the

values T (xi, xj)) on the basis of the comparisons gk(xi, xj)(k = 1, . . . , N), made
for each pair (xi, xj) ∈ X ×X.
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3 Basic Definition and Notation

The following notation is necessary for further considerations:

• t(xi, xj) - the function which determines the difference of ranks for each pair
(xi, xj) ∈ X×X, for any preference relation χ1, . . . , χr in the set X, i.e.:

t(xi, xj) = dij ⇔ xi ∈ χk, xi ∈ χl; dij = k − l, (13)

• I(χ1, . . . , χr), P1(χ1, . . . , χr), P2(χ1, . . . , χr) – the sets of pairs of indices
< i, j >, (j > i), generating the relation χ1, . . . , χr, i.e.:

I(χ1, . . . , χr) = {< i, j > |t(xi, xj) = 0; j > i}, (14)
P1(χ1, . . . , χr) = {< i, j > |t(xi, xj) < 0; j > i}, (15)
P2(χ1, . . . , χr) = {< i, j > |t(xi, xj) > 0; j > i}; (16)

• Rm = I(χ1, . . . , χr) ∪ P1(χ1, . . . , χr) ∪ P2(χ1, . . . , χr) =

{< i, j > |1 � i, j � m; j > i}. (17)

The basis for the properties of the estimator of the preference relation
examined in the paper are the variables U

(k)
ij (χ1, . . . , χr), V

(k)
ij (χ1, . . . , χr),

Z
(k)
ij (χ1, . . . , χr), W (k)(χ1, . . . , χr) defined, as follows:

U
(k)
ij (·) =|gk(xi, xj)|; t(xi, xj) = 0, (18)

V
(k)
ij (·) =|t(xi, xj) − gk(xi, xj)|; t(xi, xj) < 0, (19)

Z
(k)
ij (·) =|t(xi, xj) − gk(xi, xj)|; t(xi, xj) > 0, (20)

W (k)(·) =
∑

<i,j>∈I(·)
U

(k)
ij (·) +

∑
<i,j>∈P1(·)

V
(k)
ij (·) +

∑
<i,j>∈P2(·)

Z
(k)
ij (·). (21)

The random variables and other symbols corresponding to the relation R
(errorless result of the estimation problem) will be marked with asterisks, i.e.:
U

(k)∗
ij , V (k)∗

ij , Z(k)∗
ij , I∗, P ∗

1 , P ∗
2 , W (k)∗, while variables and symbols corresponding

to any other relation χ̃1, . . . , χ̃ñ, different than errorless one, will be denoted:
Ũ

(k)
ij , Ṽ

(k)
ij , Z̃

(k)
ij , Ĩ, P̃1 , P̃2, W̃ (k). For fixed k (1 � k � N) the difference

W (k)∗ − W̃ (k) can be written in the form:

W (k)∗ − W̃ (k) =
∑

I∗∩(P̃1−P ∗
1 )

(U (k)∗
ij − Ṽ

(k)
ij ) +

∑
I∗∩(P̃2−P ∗

2 )

(U (k)∗
ij − Z̃

(k)
ij )+

+
∑

P ∗
1 ∩(Ĩ−I∗)

(V (k)∗
ij − Ũ

(k)
ij ) +

∑
P ∗

1 ∩(P̃2−P ∗
2 )

(V (k)∗
ij − Z̃

(k)
ij )+

+
∑

(P ∗
1∩P̃1)∩(T (·) �=t̃(·))

(V (k)∗
ij − Ṽ

(k)
ij ) +

∑
P ∗

2 ∩(Ĩ−I∗)

(Z(k)∗
ij − Ũ

(k)
ij )+

+
∑

P ∗
2 ∩(P̃1−P ∗

1 )

(Z(k)∗
ij − Ṽ

(k)
ij ) +

∑
(P ∗

2 ∩P̃2)∩(T (·) �=t̃(·))
(Z(k)∗

ij − Z̃
(k)
ij ) (22)
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or shortly in the form:

W (k)∗ − W̃ (k) =
8∑

ν=1

∑
Sν

Q
(kν)
ij ,

where:

Q
(k,1)
ij =U

(k)∗
ij − Ṽ

(k)
ij , S1 = {< i, j > | < i, j >∈ I∗ ∩ (P̃1 − P ∗

1 )}, (23)

Q
(k,2)
ij =U

(k)∗
ij − Z̃

(k)
ij , S2 = {< i, j > | < i, j >∈ I∗ ∩ (P̃2 − P ∗

2 )}, (24)

Q
(k,3)
ij =V

(k)∗
ij − Ũ

(k)
ij , S3 = {< i, j > | < i, j >∈ P ∗

1 ∩ (Ĩ − I∗)}, (25)

Q
(k,4)
ij =V

(k)∗
ij − Z̃

(k)
ij , S4 = {< i, j > | < i, j >∈ P ∗

1 ∩ (P̃2 − P ∗
2 )}, (26)

Q
(k,5)
ij =V

(k)∗
ij − Ṽ

(k)
ij ,

S5 = {< i, j > | < i, j >∈ (P ∗
1 ∩ P̃1) ∩ (T (xi, xj) �= t̃(xi, xj)}, (27)

Q
(k,6)
ij =Z

(k)∗
ij − Ũ

(k)
ij , S6 = {< i, j > | < i, j >∈ P ∗

2 ∩ (Ĩ − I∗)}, (28)

Q
(k,7)
ij =Z

(k)∗
ij − Ṽ

(k)
ij , S7 = {< i, j > | < i, j >∈ P ∗

2 ∩ (P̃1 − P ∗
1 )}, (29)

Q
(k,8)
ij =Z

(k)∗
ij − Z̃

(k)
ij ,

S8 = {< i, j > | < i, j >∈ P ∗
2 ∩ P̃2) ∩ (T (xi, xj) �= t̃(xi, xj))}. (30)

The following properties of the random variables Q
(k,ν)
ij are indispensable for

further considerations.

Lemma 1. The expected value of each random variable Q
(k,ν)
ij (1 � k � N ;

< i, j >∈ Sν ; ν = 1, . . . , 8) satisfy the condition:

E(Q(k,ν)
ij ) < 0. (31)

Proof - see Klukowski [6].

4 The Estimator of the Relation Based on Medians from
Comparisons

In the case of median of comparisons it is assumed, that N is odd, i.e. N = 2τ+1
(τ = 0, 1, . . .). The basis for the estimation of the relation form are the ran-
dom variables: Ume,N (·), Vme,N (·), Zme,N (·), Wme,N (·) defined in the following
way:

Ume,N (xi, xj) = |gme,N (xi, xj)|; t(xi, xj) = 0, (32)
Vme,N (xi, xj) = |t(xi, xj)− gme,N(xi, xj)|; t(xi, xj) < 0, (33)
Zme,N (xi, xj) = |t(xi, xj) − gme,N(xi, xj)|; t(xi, xj) > 0, (34)
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Wme,N (·) =
∑

<i,j>∈I(·)
Ume,N(·) +

∑
<i,j>∈P1(·)

Vme,N (·) +
∑

<i,j>∈P2(·)
Zme,N (·), (35)

where: gme,N (xi, xj) – the median from comparisons gk(xi, xj) (k = 1, . . . , N),
i.e. gme,N (xi, xj) = g((N+1)/2)(xi, xj) and symbols g(1)(xi, xj), . . . , g(N)(xi, xj)
denote the comparisons: g1(xi, xj), . . . , gN(xi, xj) ordered in non-decreasing
manner.

The symbols corresponding to the actual relation χ∗
1, . . . , χ

∗
n are marked with

asterisks, i.e. U∗
ij,me,N , V ∗

ij,me,N , Z∗
ij,me,N , I∗, P ∗

1 , P ∗
2 , W ∗

me,N , while correspond-
ing to any other relation - with waves, i.e. Ũij,me,N , Ṽij,me,N , Z̃ij,me,N , Ĩ, P̃1,
P̃2, W̃me,N .

Using above notations, the difference W ∗
me,N − W̃me,N – the basis for the

properties of the estimator based on medians from comparisons - assumes the
form:

W ∗
me,N − W̃me,N =

∑
I∗∩(P̃1−P ∗

1 )

(U∗
ij,me,N − Ṽij,me,N )+

+
∑

I∗∩(P̃2−P ∗
2 )

(U∗
ij,me,N − Z̃ij,me,N ) +

∑
P ∗

1 ∩(Ĩ−I∗)

(V ∗
ij,me,N − Ũij,me,N )+

+
∑

P ∗
1 ∩(P̃2−P ∗

2 )

(V ∗
ij,me,N − Z̃ij,me,N ) +

∑
(P ∗

1 ∩P̃1)∩(T (·) �=t̃(·))
(V ∗

ij,me,N − Ṽij,me,N )+

+
∑

P ∗
2 ∩(Ĩ−I∗)

(Z∗
ij,me,N − Ũij,me,N ) +

∑
P ∗

2 ∩(P̃1−P ∗
1 )

(Z∗
ij,me,N − Ṽij,me,N )+

+
∑

(P ∗
2 ∩P̃2)∩(T (·) �=t̃(·))

(Z∗
ij,me,N − Z̃ij,me,N ) (36)

equivalent to:

W ∗
me,N − W̃me,N =

8∑
ν=1

∑
Sν

Q
(ν)
ij,me,N , (37)

where:
Q

(k,1)
ij,me,N = U∗

ij,me,N − Ṽij,me,N , < i, j >∈ S1,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Q

(k,8)
ij,me,N = Z∗

ij,me,N − Z̃ij,me,N , < i, j >∈ S8,

(Sν - defined in (23)-(30)).
The properties of the difference Wme,N∗ − W̃me,N are determined in the

following

Theorem 1. The difference W ∗
me,N − W̃me,N satisfies the inequalities:

E(W ∗
me,N − W̃me,N ) < 0, (38)
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Pr(W ∗
me,N < W̃me,N ) � −

E(
8∑

ν=1

∑
Sν

Q
(ν)
ij,me,N )

λ1(m− 1) + 2λ2(m− 1) + λ3(m− 2)
, (39)

where:

λ1 = #(S1∪S2∪S3∪S6); λ2 = #(S4∪S7); λ3 = #(S5∪S8); #(Ξ) – number
of elements of the set Ξ.

Proof of the inequalities (38), (39) – see appendix.

The inequalities (38), (39) indicate that: the random variable W ∗
me,N , corre-

sponding to the relation χ∗
1, . . . , χ

∗
n, assumes minimal expected value in the set

Wme,N (χ1, . . . χr) and the probability Pr(W ∗
me,N < W̃me,N ) is not lower than the

right-hand side of the inequality (39). Therefore, it is rational to determine the
relation χ̂1, . . . , χ̂n, which minimizes the value of the variable Wme,N (χ1, . . . , χr)
for given comparisons gme,N (xi, xj) ((xi, xj) ∈ X×X), and to assume it as the
estimate of the relation. The optimisation task for estimation problem assumes
the form:

min
χ

(ι)
1 ,...,χ

(ι)

r(ι)∈FX

{
∑

<i,j>∈Rm

∣∣∣t(ι)(xi, xj) − gme,N (xi, xj)|}, (40)

where:

FX – the feasible set – a family of all preference relations in the set X;
χ

(ι)
1 , . . . , χ

(ι)
r(ι) – an element of the set FX ;

t(ι)(xi, xj) – the function characterizing the relation χ
(ι)
1 , . . . , χ

(ι)
r(ι) .

The number of solutions of the task (40) may exceed one. The unique solution
can be selected randomly or with the use of an additional criterion.

The right-hand side of the inequality (39) is included in the interval (0, 1). Its
numerical value can be determined in the case of known distributions of com-
parison errors Pr(T (·) − gk(·) = l). In opposite case it can be approximated.
However, the method proposed in the paper can be used in the case of un-
known distributions of comparison errors; it is sufficient to satisfy the conditions
(9)- (12).

It should be emphasized, that the evaluation (39) is based on rough probability
inequality and does not indicate exponential convergence to one, as in the case
of comparisons indicating direction of preference (see Klukowski [3], point 5.2).
However, the differences of ranks can be transformed into comparisons expressing
“direction of the preference”, which satisfy the condition, that probability of
errorless comparison is higher than 1

2 (required in the paper mentioned). The
idea of the transformation results from the formulas (A3) and (A4) presented in
Appendix. It seems possible to prove that properties of the approach based on
comparisons in the form of (multiple) differences of ranks are not worse that the
approach based on transformed variables.
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5 Summary

The paper presents the method of estimation of the preference relation on the
basis of multiple pairwise comparisons in the form of difference of ranks with
random errors. It is based on weak assumptions about distributions of compar-
ison errors; the estimated form of the relation is obtained on the basis of the
discrete optimisation problem. It seems necessary to investigate the efficiency of
the estimator proposed with the use of simulation approach.
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A Appendix

Proof of the inequality (38).

The inequality (38) is true for N=1 (on the basis of the inequality (31) – see
Lemma 1 in Section 3). For N = 2τ + 1 (τ = 1, . . . ,) the proof is similar to
the case considered in Klukowski [5]; therefore its draft is presented only. The
probability function P (T (xi, xj)−gme,N(xi, xj)) = l) (N = 2τ +1; τ = 0, 1, . . . ,)
satisfies, for each pair (xi, xj) ∈ X×X, the inequalities:

Pr(T (xi, xj) − gme,N+2(xi, xj) = 0) > Pr(T (xi, xj) − gme,N(xi, xj) = 0); (A1)

Pr(T (xi, xj) − gme,N+2(xi, xj) = l) < Pr(T (xi, xj) − gme,N(xi, xj) = l)
(l �= 0). (A2)

The inequalities (A1) and (A2) result from the following facts. The probabilities:
Pr(T (xi, xj) − gme,N (xi, xj) = l) can be expressed in the form (see David [1],
section 2.4):
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Pr(T (xi, xj)− gme,N (xi, xj) = 0) =
= Pr(T (xi, xj) − gme,N (xi, xj) � 0)− Pr(T (xi, xj) − gme,N (xi, xj) � −1) =

=
N !

(((N − 1)/2)!)2

G(0)∫
G(−1)

t(N−1)/2(1 − t)(N−1)/2dt, (A3)

Pr(T (xi, xj) − gme,N (xi, xj) = l) =
= Pr(T (xi, xj) − gme,N (xi, xj) � l)−

Pr(T (xi, xj) − gme,N (xi, xj) � l− 1) =

=
N !

(((N − 1)/2)!)2

G(l)∫
G(l−1)

t(N−1)/2(1 − t)(N−1)/2dt, (A4)

where:
G(l) = P (T (xi, xj) − gk(xi, xj) � l).

The expressions (A3) and (A4) are determined on the basis of beta distribution
B(p, q), with parameters p = q = (N + 1)/2. The expected value and variance of
the distribution assume the form – respectively: 1

2 and ((N + 1)/2)2/(N + 1)2(N+
2) = 1

4 (N +2). The variance of the distribution converges to zero for N →∞ and
the integrand in integrals (A3), (A4) is symmetric around 1

2 . These facts guar-
antee, that the distributions of the random variables: T (xi, xj) − gme,N (xi, xj)
((xi, xj) ∈ X × X) are for each N unimodal, their probability functions assume
maximum in zero (i.e. for T (xi, xj) − gme,N(xi, xj) = 0) and satisfy the inequal-
ities (A1), (A2). Last two conditions are sufficient (see the assumptions (9), (12)
and Lemma 1 in Section 3) for the inequality (38).

Proof of the inequality (39).

The inequality (39) is proved on the basis of Chebyshev inequality for expected
value. The left-hand side of the inequality can be transformed to the form
Pr(W ∗

me,N < W̃me,N ) = 1 − Pr(W ∗
me,N − W̃me,N � 0) and each random vari-

able Q
(ν)
ij,me,N is transformed to the form, which provides non-negative expected

value:

Q
′(ν)
ij,me,N =Q

(ν)
ij,me,N + (m− 1) (ν = 1, 2, 3, 6), (A5)

Q
′(ν)
ij,me,N =Q

(ν)
ij,me,N + 2(m− 1) (ν = 5, 8), (A6)

Q
′(ν)
ij,me,N =Q

(ν)
ij,me,N + (m− 2) (ν = 4, 7). (A7)

After transformations (A5)-(A7), the probability Pr(W ∗
me,N − W̃me,N � 0) can

be evaluated in the following way:
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Pr(W ∗
me,N − W̃me,N � 0) = P (

8∑
ν=1

∑
Sν

Q
(ν)
ij,me,N � 0) =

Pr(
8∑

ν=1

∑
Sν

Q
′(ν)
ij,me,N � λ1(m− 1) + 2λ2(m− 1) + λ3(m− 2)) �

�
E(

8∑
ν=1

∑
Sν

Q
′(ν)
ij,me,N )

λ1(m− 1) + 2λ2(m− 1) + λ3(m− 2)
=

= 1 +
E(

8∑
ν=1

∑
Sν

Q
(ν)
ij,me,N )

(λ1 + 2λ2)(m− 1) + λ3(m− 2)
. (A8)

The inequality (A8) is equivalent to proved inequality (39).
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Summary. An algorithm for filtering information based on the Pearson χ2 test ap-
proach has been implemented and tested on feature selection. This test is frequently
used in biomedical data analysis and should be used only for nominal (discretized)
features. This algorithm has only one parameter, statistical confidence level that two
distributions are identical. Empirical comparisons with four other state-of-the-art fea-
tures selection algorithms (FCBF, CorrSF, ReliefF and ConnSF) are very encouraging.

1 Introduction

For large highly dimensional datasets feature ranking and feature selection al-
gorithms are usually of the filter type [1]. In the simplest case feature filter is a
function (such as correlation or information content) returning a relevance index
J(S|D, C) that estimates, given the data D, how relevant a given feature subset
S is for the task C(usually classification or approximation of data). An algo-
rithmic procedure, such as building a decision tree or finding nearest neighbors,
may also be used to estimate this index. The J(S|D, C) filter index is calculated
directly from data, without any reference to the results of programs that are
used for final data analysis. Since the data D and the task C are usually fixed
and only the subsets S varies an abbreviated form J(S) will be used.

Relevance indices computed for individual features Xi, i = 1 . . .N establish
a ranking order J(Xi1) ≤ J(Xi2) · · · ≤ J(XiN ). Those features which have the
lowest ranks may be filtered out. For independent features this may be sufficient,
but if features are correlated many of them may be redundant. Moreover, for
some data distributions the best pair of features may not even include a single
best feature [2]! Thus ranking does not guarantee that the largest subset of
important features will be found. Methods that search for the best subset of
features may also use filters to evaluate the usefulness of subsets of features.

The thresholds for feature rejection may be set either for relevance indices, or
by evaluation of reduced dimensionality results. Features are ranked by the filter,
but how many are finally taken may be determined using adaptive system as a
wrapper. Evaluation of the adaptive system performance (usually crossvalidation
tests) are done only for a few pre-selected feature sets, but still this “frapper”

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 242–249, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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(filter-wrapper) approach may be rather costly if many feature subsets are eval-
uated. What is needed is a simple filter method that may be applied to a large
datasets ranking and removing redundant features, parameterized in statistically
well-established way. Such an approach is described in this paper. Similar filter
for reducting redundant continuous features based on Kolmogoros-Smirnov test
has been proposed in [3].

In the next section relevance index based on Pearson’s χ2 test to estimate
correlation between the distribution of feature values and the class labels is
introduced. Section 3 compares it with four state-of-the-art feature selection
algorithms using three bioinformatics datasets.

2 Relevance Indices and Algorithms

2.1 Correlation-Based Measures

For feature X with values x and classes C with values c, where X,C are treated
as random variables, Pearson’s linear correlation coefficient is defined as [4]:

!(X,C) =
E(XC)− E(X)E(C)√

σ2(X)σ2(C)
=

∑
i(xi − x̄i)(ci − c̄i)√∑

i(xi − x̄i)2
∑

j(cj − c̄j)2
. (1)

!(X,C) = ±1 if X and C are linearly dependent and zero if they are completely
uncorrelated. Probability that two variables are correlated is estimated using the
error function [4] P(X ∼ C) = erf

(
|!(X,C)|√N/2

)
. The feature list ordered by

decreasing values of the P(X ∼ C) may serve as feature ranking. An alternative
approach is to use χ2 statistics, but in both cases for large number of samples
probability P(X ∼ C) is so close to 1 that ranking becomes impossible due to the
finite numerical accuracy of computations. With N = 1000 samples coefficients
as small as !(X,C) ≈ 0.02 give correlation probabilities P(X ∼ C) ≈ 0.5. The
!(X,C) or χ2 thresholds for the significance of a given feature may therefore
be taken from a large interval corresponding to almost the same probabilities of
correlation. Non-parametric, or Spearman’s rank correlation coefficients is useful
for ordinal data types.

Information theory is frequently used to define relevance indices. The Shannon
information for distribution of feature values and classes is:

H(X) = −
∑

i

P(xi) logP(xi); H(C) = −
∑

i

P(ci) logP(ci) (2)

and the joint Shannon entropy is:

H(X,C) = −
∑
i,j

P(xi, cj) logP(xi, cj) (3)

Information filtering is frequently based on mutual information (MI):

MI(X,C) = H(X) + H(C) −H(X,C) (4)
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or on the Symmetrical Uncertainty Coefficient (SU) with similar properties:

SU(X,C) = 2
MI(X,C)

H(X) + H(C)
(5)

If a group of k features Xk has already been selected, correlation coefficient
may be used to estimate correlation between this group and the class, including
inter-correlations between the features. Denoting the average correlation coef-
ficient between these features and classes as rkc = !̄(Xk, C) and the average
between different features as rkk = !̄(Xk,Xk) the relevance of the feature sub-
set is defined as:

J(Xk, C) =
krkc√

k + (k − 1)rkk

. (6)

This formula has been used in the Correlation-based Feature Selection (CFS)
algorithm [5] adding (forward selection) or deleting (backward selection) one
feature at a time. A definition of predominant correlation proposed by Yu and
Liu [6] for Fast Correlation-Based Filter (FCBF) includes correlations beetwen
feature and classes and between pairs of features. The FCBF algorithm does a
typical ranking using SU coefficient (Eq. 5) to determine class-feature relevance,
setting some threshold value SU ≥ δ or number of features �n log(n)� to deter-
mine how many features should be taken. In the second part redundant features
are removed by defining the “predominant features”.

Selection method called ConnSF, based on inconsistency measure, has been
proposed by Dash et al. [7] and will be used for comparison in Sec. 3. Two
identical input vectors are inconsistent if they have identical class labels (a sim-
ilar concept is used in rough set theory). Intuitively it is clear that inconsis-
tency grows when the number of features is reduced and that feature subsets
that lead to high inconsistency are not useful. If there are n samples in the
dataset with identical feature values xi, and nk among them belong to class k
then the inconsistency count is defined as n−maxk ck. The total inconsistency
count for a feature subset is the sum of all inconsistency counts for all data
vectors.

A different way to find feature subsets is used in the Relief algorithm [8].
This algorithm estimates weights of features according to how well their values
distinguish between data vectors that are near to each other. For a randomly
selected vector X from a data set S with k features Relief searches the dataset
for its two nearest neighbors: the nearest hit H from the same class and the
nearest miss M from another class. For feature x and two input vectors X,X ′

the contribution to the weight Wx is proportional to the D(x,X,X ′) = 1 −
δ(X(x), X ′(x)) for binary or nominal features, and D(x,X,X ′) = |X(x)−X ′(x)|
for continuous features. The process is repeated m times, where m is a user
defined parameter. Normalization with m in calculation of Wx guarantees that
all weights are in the [−1, 1] interval. In Sec. 3 an extension of this agorithm for
multiclass problems, called ReliefF [8] has been used.
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2.2 Pearson’s Redundancy Based Filters

The Pearson χ2 test measures the difference between the probability distribution
of two binned random variables. If a feature is redundant than the hypothesis
that its distribution is equal to already selected feature should have high prob-
ability. n independent observations of two random variables X,X ′ are given in
the training data, where for the Pearson χ2 test to be valid n should be more
than 100. The test for X,X ′ feature redundancy proceeds as follows:

• Frequencies fi, f
′
i of occurrences of feature values in each bin are recorded

(counting unique feature values).
• Based on the frequency counts emiprical probability distributions Fi and F ′

i

are constructed and χ2(X,X ′) matrix is constructed:

χ2(X,X ′) =
k∑

i=1

(Fi − F ′
i )

2

F ′
i

(7)

A large value of χ2 or a different number of unique feature values indicates that
features are not redundant. When p-value p(χ2) > α then the two distributions
are equivalent with α significance level, and thus one of the features is redun-
dant. The best p-value could be estimated indepedently for each classifier using
crossvalidation techniques. Below several estimates for different values of α are
made to find the optimal value for each classification method. This represents
the frapper approach of using filter for ranking and adding wrapper in the final
determination of the number of selected features.

Pearson’s Redundancy Based Filter (PRBF) algorithm is presented in Fig. 1
First, the relevance is determined using the symmetrical uncertainty (other
relevance criteria may also be used), and then χ2 test is applied to remove
redundancy.

Algorithm PRBF:
Relevance analysis
1. Calculate SU(X, C) relevance indices and create an ordered list S of features
according to the decreasing value of their relevance.
Redundancy analysis
2. Take as X the first feature from the S list
3. Find and remove all features for which X is approximately equivalent ac-
cording to the Pearson χ2 test
4. Set the next remaining feature in the list as X and repeat step 3 for all
remaining features in the S list.

Fig. 1. A two-step Pearson’s Redundancy Based Filter (PRBF) algorithm

3 Empirical Studies

To evaluate the performance of the PCBF algorithm both artificial and real
datasets have been used with a number of classification methods. Two artificial
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Table 1. Accuracy of 4 classifiers on selected subsets of features for the Gauss8 dataset

Title Selected features
Full set FCBF CorrSF ReliefF ConnSF PRBF

Features 1 to 8 1+2+3 1+2+5 1+5 1 to 4 1 to 4
C4.5 78.85 ± 0.36 79.21 ± 0.29 78.64 ± 0.31 76.15 ± 0.09 78.85 ± 0.36 78.85 ± 0.36
NBC 82.07 ± 0.07 81.57 ± 0.08 80.25 ± 0.07 76.98 ± 0.06 82.08 ± 0.07 82.07 ± 0.07
1NN 73.48 ± 0.25 73.57 ± 0.22 71.33 ± 0.25 68.19 ± 0.34 73.48 ± 0.25 73.48 ± 0.25
SVM 81.97 ± 0.08 81.54 ± 0.10 80.77 ± 0.07 76.98 ± 0.07 81.88 ± 0.08 81.87 ± 0.09
Average 79.09 ± 0.19 78.97 ± 0.17 77.75 ± 0.18 74.57 ± 0.14 79.07 ± 0.19 79.07 ± 0.20

Table 2. Summary of the datasets used in empirical studies

Title Features Instances Classes
Lung-cancer (Lung) 58 32 3
Promoters 59 106 2
Splice 62 3190 3

datasets, Gauss4, and Gauss8, have been used in our previous study [9]. Gauss4
is based on sampling from 4 Gaussian functions with unit dispersion in 4 dimen-
sions, each cluster representing a separate class. The first function is centered
at (0, 0, 0, 0), the next at (1, 1/2, 1/3, 1/4), (2, 1, 2/3, 1/2), and (3, 3/2, 3, 3/4),
respectively. The dataset contains 4000 vectors, 1000 per each class. In this case
the ideal ranking should give the following order: X1 > X2 > X3 > X4.

Gauss8 used here is an extension of Gauss4, adding 4 additional features that
are approximately linearly dependent Xi+4 = 2Xi +ε, where ε is a uniform noise
with a unit variance. In this case the ideal ranking should give the following order:
X1 > X5 > X2 > X6 > X3 > X7 > X4 > X8 and the selection should reject
all 4 linearly dependent features as redundant. The PRBF and the ConnSF [7]
algorithms had no problem with this task, but FCBF [6] selected only 3 features,
CorrSF [5] selected only first two, and ReliefF [8] left only feature 1 and 5, giving
them both the same weight 0.154 (for features 2 and 6 the weight was 0.060,
dropping to 0.024 for feature 3, 6 and to 0.017 for features 4, 8).

In Table 1 results of Naive Bayes Classifier (NBC) (Weka implementation,
[10]), the nearest neighbor algorithm (1NN) with Euclidean distance function,
C4.5 tree [12] and the Support Vector Machine with a linear kernel are given
(Weka and SVM, Ghostminer 3.0 implementation1).

For the initial comparison on real data three biomedical datasets from the
UCI Machine Learning Repository [11] were used. A summary of all datasets
is presented in Table 2. They have rather modest number of nominal features
and range from 32 to 3190 samples. Lungs dataset is extremely small and 5 out
of 32 instances containing missing values have been removed. The purpose is to
see the influence of the number of samples on the quality of results for similar
number of nominal features.

For each data set all five feature selection algorithms are compared (FCBF
[6], CorrSF [5], ReliefF [8], ConnSF [7], and PRBF) and the number of features

1 http://www.fqspl.com.pl/ghostminer/
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selected by each algorithm is given. 5 neighbors, 30 instances and treshold 0.1
were used for ReliefF, as suggested by Robnik-Sikonia and Kononenko [8]. For
CorrSF and ConnSF forward search strategy has been used, and for FCBF,
ReliefF, and the PRBF forward search strategy based on ranking.

Table 3. The number of selected features for each algorithm; bold face – lowest number,
italics – highest number

Dataset Selected features
Full set FCBF CorrSF ReliefF ConnSF PRBF

Lung-cancer 58 6 7 11 4 12
Splice 62 22 6 24 10 19
Promoters 59 6 4 12 4 6
Average 59.6 11.3 5.6 15.6 6 12.2

In Table 4 results of Naive Bayes Classifier (NBC) (Weka implementation,
[10]), the nearest neighbor algorithm (1NN) with Euclidean distance function,
C4.5 tree [12] and the Support Vector Machine with a linear kernel and C = 1
(estimated to be close to optimal value for these datasets) are collected. The
overall average balanced accuracy (accuracy for each class, averaged over all
classes) and the standard deviation obtained from averaging 20 repetitions of
10-fold cross-validation calculations with different initializations is reported in
Tables below. For datasets with significant differences in a priori class distribu-
tions balanced accuracy is more sensitive measure than the overall accuracy.

Table 4. Balanced accuracy for the 4 classification methods on features selected by
each algorithm; bold face – best results, italics – worst

Method C 4.5 tree
Dataset Full set FCBF CorrSF ReliefF ConnSF PRBF0.001
Lung 80.52 ± 3.53 76.30 ± 2.88 80.52 ± 3.53 80.52 ± 3.53 80.52 ± 3.53 77.37 ± 3.49
Splice 94.16 ± 0.26 94.30 ± 0.24 93.07 ± 0.16 94.02 ± 0.19 93.83 ± 0.21 94.03 ± 0.22
Promoters 79.20 ± 1.90 81.04 ± 1.81 80.85 ± 2.65 81.09 ± 2.06 80.47 ± 2.21 82.69 ± 1.57
Method Naive Bayes
Dataset Full set FCBF CorrSF ReliefF ConnSF PRBF0.001
Lung 61.27 ± 4.67 87.37 ± 2.10 90.98 ± 1.95 83.43 ± 2.55 71.28 ± 3.93 88.09 ± 1.96
Splice 94.95 ± 0.08 96.10 ± 0.06 93.33 ± 0.05 95.54 ± 0.08 94.30 ± 0.08 94.62 ± 0.08
Promoters 90.47 ± 1.40 94.43 ± 0.52 94.58 ± 0.86 91.27 ± 1.18 92.45 ± 1.30 91.18 ± 0.93
Method 1 Nearest Neighbor
Dataset Full set FCBF CorrSF ReliefF ConnSF PRBF0.001
Lung 47.55 ± 5.61 78.83 ± 2.98 82.17 ± 4.23 78.59 ± 3.71 74.33 ± 5.11 70.60 ± 5.02
Splice 80.16 ± 0.47 85.14 ± 0.44 84.60 ± 2.19 83.54 ± 0.44 87.13 ± 0.64 84.37 ± 0.65
Promoters 81.27 ± 2.40 85.24 ± 2.51 88.63 ± 1.90 81.04 ± 1.81 85.38 ± 2.62 85.33 ± 3.02
Method SVM
Dataset Full set FCBF CorrSF ReliefF ConnSF PRBF0.001
Lung 47.90 ± 5.71 84.48 ± 2.74 90.00 ± 0.00 90.00 ± 0.00 80.63 ± 2.07 80.78 ± 2.07
Splice 92.35 ± 0.31 95.78 ± 0.15 93.74 ± 0.03 95.49 ± 0.24 94.24 ± 0.16 94.99 ± 0.17
Promoters 91.51 ± 1.65 93.68 ± 1.15 95.76 ± 0.94 87.78 ± 2.38 87.31 ± 1.08 90.66 ± 1.96

In Table 5 classification results for various sigificance levels are presented.
Surprisingly the best results have been obtained for a very small level α = 0.001,
removing the largest number of redundant features.
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Table 5. Number of features for different levels of significance, and balanced accuracy
(bacc) ± std(bacc) for C4.5, NBC, 1NN and SVM clasiffiers

α 0.001 0.01 0.05 0.1 0.15 0.2

Lung 12 14 16 16 18 20

C4.5 77.37 ± 3.49 77.37 ± 3.49 77.37 ± 3.49 77.37 ± 3.49 77.37 ± 3.49 77.37 ± 3.49
NBC 88.09 ± 1.96 85.56 ± 1.14 83.22 ± 2.45 83.22 ± 2.45 84.89 ± 1.85 84.47 ± 2.04
1NN 70.60 ± 5.02 72.17 ± 4.64 68.49 ± 3.72 68.49 ± 3.75 65.88 ± 3.61 63.69 ± 4.37
SVM 80.78 ± 2.07 76.45 ± 3.33 75.08 ± 3.27 75.08 ± 3.27 72.16 ± 3.09 70.20 ± 4.04
Splice 19 24 27 28 30 31

C4.5 94.03 ± 0.22 94.03 ± 0.22 94.19 ± 0.21 94.19 ± 0.21 94.19 ± 0.21 94.22 ± 0.20
NBC 94.62 ± 0.08 94.62 ± 0.08 95.11 ± 0.11 95.08 ± 0.07 94.96 ± 0.10 95.25 ± 0.07
1NN 84.37 ± 0.65 84.37 ± 0.65 81.40 ± 0.48 80.46 ± 0.58 80.66 ± 0.42 81.14 ± 0.41
SVM 94.99 ± 0.17 95.00 ± 0.17 94.49 ± 0.22 94.44 ± 0.19 94.20 ± 0.17 94.42 ± 0.22

Promoters 6 8 11 13 13 14
C4.5 82.69 ± 1.57 82.41 ± 1.69 79.72 ± 2.09 79.77 ± 1.72 79.77 ± 1.72 79.53 ± 1.73
NBC 91.18 ± 0.93 91.98 ± 0.94 92.78 ± 1.24 91.65 ± 0.98 91.65 ± 0.98 92.45 ± 0.69
1NN 85.33 ± 3.02 85.10 ± 2.90 88.68 ± 1.81 86.13 ± 2.37 86.13 ± 2.37 85.33 ± 2.18
SVM 90.66 ± 1.96 90.09 ± 2.09 86.93 ± 2.04 87.88 ± 1.45 87.88 ± 1.45 88.35 ± 2.04

4 Conclusion

A new algorithm for finding non-redundant binned feature subsets based on the
Pearson χ2 test has been introduced. PRBF has only one parameter, statistical
significance or the probability that the hypothesis that distributions of two fea-
tures is equivalent is true. In the first step SU indices Eq. 5 have been used for
ranking, and in the second step redundant features are removed in an unsuper-
vised way, because durning reduction of redundant features infromation about
the classes is not used. Our initial tests are encouraging: on the artificial data
perfect ranking has been recreated and redundant features rejected, while on the
real data, with rather modest number of features selected results are frequently
the best, or close to the best, comparing with four state-of-the-art feature selec-
tion algorithms. The new algorithm seems to work especially well with the linear
SVM classifier. Computational demands of PRBF algorithm are similar to other
correlation-based filters, and much lower than ReliefF. The χ2 test works well
for n > 100 samples, therefore the results for very small Lung-cancer data are
rather poor.

For simplicity of interpretation only data with nominal features have been
used, avoiding discretization. Features were ranked according to the SU rele-
vance index. In real applications with very large number of features a cutoff
point for ranking should be defined and optimized using crossvalidation tests
to determine optimal threshold value. Further reduction of the selected feature
subsets using tests for redundancy requires another estimation of the signifi-
cance parameter that may be done in crossvalidation test and will depend on
classifier used. Such frapper (filter-wrapper) approach is not too costly and may
be completely automatic. The same algorithm may be used with other indices
for relevance indication. Moreover, redundancy reduction based on χ2 test may
be used in unsupervised methods of data analysis. Various variants of this and
similar test exist [4], including versions for small samples. This combination of
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filters, wrappers and redundancy evaluation is a fertile ground for information
selection, with many possibilities that remain to be explored. Further tests on
much larger bioinformatics data will be reported soon.
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Summary. The paper presents five algorithms for minimum vertex cover in a hyper-
graph. We consider: exact–backtracking, LJC, SBT, RSBT and MSBT algorithms. For
a set of randomly generated hypergraphs tests have been performed to compare the
aforementioned procedures.

1 Introduction

The ever growing need to store and process data of increasing volume requires suit-
able handling and analysis. Many types of data can be represented in the form of a
hypergraph. Some problems in data management can be characterized as a mini-
mum vertex cover in a hypergraph. The minimum cover procedure can have a role
as a preprocessing routine. SBT algorithm for a minimum vertex cover in a hyper-
graph has been described in [9]. In what follows we develop its modifications (algo-
rithmsRSBT andMSBT ).Theybelong to the approximation-type algorithms and
as such they find only an approximation to the optimal solution. We demonstrate
that in combination with the algorithm LJC [2, 6, 10] we are able to estimate the
quality of the obtained solution. Tests show that by applying one of our algorithms
one can obtain better results – depennding on the type of hypergraph.

2 Basic Concepts

A Hypergraph is a pair H = (X,F ), where X is a non-empty, finite set
of vertices, F is a non-empty family of diferent subsets of set X fulfilling the

condition:
∪

f ∈ F f = X where F is a set of edges.[1].
Note that an edge can contain any number of vertices (even one), which makes

a difference between hypergraphs and graphs. In fact, hypergraphs can be viewed
as a direct generalization of graphs.

Degree of a vertex is the number of edges to which this vertex belongs.
A transversal Tr of a hypergraph H = (X,F ) is a subset of vertices which

has the property ∀e ∈ E : e ∩ T = ∅. In other words, a transversal is a set
of vertices that covers (or blocks, hence the other name: blocking set) all the
edges. A transversal Tmi is called minimum in the sense of inclusion if there
exists no subset of Tmi being a transversal. A transversal is called minimum in
the sense of cardinality if there exists no other transversal having less elements.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 250–257, 2007.
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Minimum transversal problem is NP [2, 3, 5]. All known exact algorithms solving
this problem are of exponential complexity so they are of no use.[7, 8], this begin
the reson to use approximating algorithms. [2, 4, 6, 11].

3 Algorithms

As mentioned in the introduction we present five algorithms for a minimum ver-
tex cover in a hypergraph i.e. a minimum transversal in a hypergraph. Below, the
algorithms are described in turn:exact−backtracking, Lovász−Johnson−Chvatal,
SBT, RSBT, MSBT.

3.1 Exact Algorithms - Bactracking

This algorithm finds minimum cover but its worst-case number of steps to find
a minimum transversal is O(2|X|), and the expected number of steps is: E(X) =
|X|∑
k=0

(n
k )2−2k

. Thus it is practically useless in solving the real problems.

Require: C - the set of vertices and v - the first vertex to be removed from C,
in the beginning, C = X and v = 0;
for all w ∈ C such that w ≥ v do
if C − {w} is a transversal and C − {w} wasn’t already visited then

Set Cmin := C if C has less elements than Cmin (the current best solution);
Call the procedure recursively with parameters C := C − {w}, v := w;

end if
end for

3.2 Approximating Algorithm of Lovász-Johnson-Chvatal (LJC)

The Lovász-Johnson-Chvatal algorithm is a greedy algorithm – in each step it
chooses the vertex that covers the biggest number of edges. Using the Lovász-
Johnson-Chvatal algorithm we assume that in set of vertices should contain these
vertices which cover the bigest number of edges.[2, 6, 10, 12]

Let deg(x) be a degree of vertex and F (x) be a set of edges to which vertex
x belongs. The Lovász-Johnson-Chvatal algorithm for hypergraph H = (X,F )
works as follows:

procedure LJC(H)
begin
Tr := �; V := X; E := F ;
while (E �= �) do

begin
choose vertex V : ∀z ∈ V deg(z) ≤ deg(v);
V := V \ {v};
E := E \ F (v);
Tr := Tr ∪ v;

end;
end;
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Using the greedy algorithm LJC we obtain the transversal, which can have
proper subset being a transversal. If n is cardinality of the vertex set and topt

is cardinality of the smallest transversal and ta is cardinality of the vertex set
obtained using LJC algorithm then the following condition is satisfied [2, 6, 11]:
topt ≤ ta ≤ topt (1 + lg2n).

The Lovász–Johnson–Chvatal algorithm finds the transversal of a hypergraph,
for some hypergraphs it can be a minimum transversal in sense of cardinality but
there exist hypergraphs that Lovász–Johnson–Chvatal algorithm finds transver-
sal which is not minimum in the sense of inclusion.

3.3 Approximation Algorithm SBT

The backtracking algorithm which is an exact algorithm, has exponential com-
plexity, the Lovász–Johnson-Chvatal approximation algorithm has polynomial
complexity but transversal obtained using this algorithm may be not transversal
in the sense of inclusion.

The SBT algorithm searches for the vertices of the smallest degree and re-
moves them from the set of vertices. If without the removed vertex the reduced
vertex set (reduct) is not a transversal, then we add the removed vertex to the
transversal under construction and the edges incident to this vertex are removed
from the hypergraph – these edges are treated as covered. This routine will be
repeated until all edges are removed i.e. until all edges are covered.

Let H = (X,F ) be a hypergraph for which a minimum transversal is sought,
X – the set of its vertices, F – the set of its edges.

Let m(x) be a vertex in X incident upon the minimum number of edges; if
there are several such vertices we pick any of them. Let Z(X,F ) be a set of
vertices in the reduct of the hypergraph H(X,F ); the elements of Z do not
belong to any edge.

Let F (x) be a set of edges incident with the vertex x. We carry out the SBT
algorithm as follows:

procedure SBT(H)
begin
Tr := �; V := X;Q := X; Q := X; E := F ;
while V �= � and E �= � do

begin
k := m(V );
V := V \ {k};
if V is not transversal of hypergraph (Q, E) do

begin
Tr := Tr ∪ {k};
E := E \ F (x);
V := V \ Z(V, E);

end;
Q := V ;

end;
end;
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3.4 Approximation Algorithm RSBT

The RSBT algorithm seeks the vertices with the highest degree and removes
them from the set of vertices. If without a removed vertex the reduct is not a
transversal then the removed vertex should be added to the transversal under
construction and the edges incident with this vertex are removed from the hy-
pergraph – they are deemed to be covered. This procedure will be repeated until
all edges are removed i.e. until all edges are covered.

Let H = (X,F ) be a hypergraph for which a minimum transversal is sought;
X - the set of its vertices, F - the set of its edges.

Let m(x) be a vertex in X incident upon the minimum number of edges; if
there are several such vertices we pick any of them. Let Z(X,F ) be a set of
vertices in the reduct of the hypergraph H(X,F ); the elements of Z(X,F ) do
not belong to any edge.

Let F (x) be a set of all edges incident with the vertex x.
We carry out the RSBT algorithm as follows:

procedure RSBT(H)
begin
Tr := �; V := X; Q := X; E := F ;
while V �= � and E �= � do

begin
k := M(V );
V := V \ {k};
if V is not transversal of hypergraph (Q, E) do

begin
Tr := Tr ∪ {k};
E := E \ F (x);
V := V \ Z(V, E);

end;
Q := V ;

end;
end;

3.5 Approximation Algorithm MSBT

The MSBT algorithm seeks the vertices with the lowest degree and removes
them from the set of vertices. If without a removed vertex the reduct is not a
transversal then the removed vertex should be added to the transversal under
construction, and edges incident with this vertex are eliminated from the hyper-
graph - they are deemed to be covered. If without the removed vertex the reduct
is a transversal then we have to search in it for all the vertices with the following
property: in the reduct there is at least one edge covered by exactly that precise
vertex. We remove these vertices, and all the edges covered by them from the
reduct to the transversal we add these vertices. This procedure will be repeated
until all edges are removed i.e. until all edges are covered.

Let H = (X,F ) be a hypergraph for which a minimum transversal is sought;
X - the set of its vertices, F - the set of its edges.
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Let m(x) be a vertex in X incident upon the minimum number of edges; if
there are several such vertices we pick any of them.

Let Z(X,F ) be a set of vertices in the reduct of the hypergraph H(X,F ); the
elements of Z(X,F ) do not belong to any edge. Let F (x) be a set of all edges
incident with the vertex x. We carry out the MSBT algorithm as follows:

procedure MSBT(H)
begin
Tr := �; V := X; Q := X; E := F ;
while V �= � and E �= � do

begin
k := m(V );
V := V \ {k};
if V is not transversal of hypergraph (Q, E) do

begin
Tr := Tr ∪ {k};
E := E \ F (x);
V := V \ Z(V, E);

end;
else

begin
for each edge covers by exact one vertex v

Tr := Tr ∪ {v};
E := E \ F (v);
V := V \ (v);

end;
Q := V ;

end;
end;

The transversal obtained in the SBT, RSBT and MSBT algorithms is mini-
mum in the sense of inclusion.

3.6 Comparison of the Algorithms

In section 3.2 we have noticed that the LJC algorithm can not always find a
minimum transversal in the sense of inclusion.

There exist hypergraphs for whichthe LJC algorithm finds a transversal which
is redundant.

We show an example of this kind of hypergraph in the Fig. 1.
Using the LJC algorithm we obtain: 1 step vertex no 1(deg(v1) = 4 then our

tr = {1} and the reduced hypergraph we show in the Fig. 2.
Becouse all vertices are necessary we obtain tr = {1, 2, 3, 4, 5}.
Using the SBT algorithm we remove vertex with the minimum degree, for

example 2, but vertex 2 is necessary so our tr = {2} and the reduced hypergraph
we show in the Fig. 3.

In the next step we remove 3, a necessary vertex as well, so our tr = {2, 3}
and the reduced hypergraph we show in the Fig. 4.

All vertices have deg = 2. If we remove vertex 1 our tr = {2, 3} because 1 is
unnecessary and vertices 4 and 5 are necessary so our tr = {2, 3, 4, 5}.
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If we use the MSBT algorithm we remove all vertices for which there exist
edges covered only by these particular vertices so that our tr = {2, 3, 4, 5}.

If we use the RSBT algorithm we remove the vertex with the maximum degree
and if it is necessary vertex we add it to our transversal. Vertex 1 i unnecessary
so our hypergraph we show in the Fig. 5. and our tr = {2, 3, 4, 5}.

In the above mentioned particular case the algorithms SBT, RSBT and MSBT
find a minimum transversal not only in the sense of inclusion but also in the
sense of cardinality. The hypergraph described in the example above supports the
argument that it is worth using all the approximation algorithms presented in the
paper. Thanks to their polynomial complexity O(n2) , for large hypergraphs the
combined method is more effective than the exact algorithm.

4 Test Results

Some 20 000 tests have been run for randomly generated hypergraphs. Entries
in the table bellow show the number of cases when individual algorithms could
attain the minimum of all the transversals obtained.

SBT LJC MSBT RSBT
4089 16083 4089 665

In practical problems an important question is to get not only a minimum
cover but also a cover fulfilling some conditions on the sum of vertex degrees in
the transversal. We have introduced an additional criterion – the sum of vertex
degrees in the transversal – and in our tests we are counting the instances with
transversals, obtained in our procedures, best fitted to our criterion. The results
are presented in the table bellow.

SBT LJC MSBT RSBT
fc min 293 15318 293 666
fc max 5991 15 5991 10106

in which:
fc min corresponds to the condition of minimizing the sum of the vertex degrees;
fc max corresponds to the condition of minimizing the sum of the vertex degrees;
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To draw a conclusion from the results demonstrated in tables above we may
state that one can not decide unambiguously which approximation algorithm
gives the best solution. Therefore we suggest the following approach.

Let:
H = (X,F ) - be a hypergraph

Tr1 := transversal found by algorithm LJC
Tr2 := transversal found by algorithm SBT
Tr3 := transversal found by algorithm RSBT
Tr4 := transversal found by algorithm MSBT

From the transversals Tr1, Tr2, Tr3 and Tr4 choose the one which is minimum
with respect to the criterion fc min or tr min or a maximum transversal with
respect to the fc max criterion. If a chosen transversal has been obtained by
the LJC algorithm, we may try to minimize it while applying one of the SBT,
RSBT or MSBT. algorithms. As a result we get a transversal minimal in the
sense of inclusion.

With the above approach the estimation on the quality of the approximation
is obtained as:

topt ≤ ta ≤ topt (1 + lg2n).

5 Conclusions

In this paper we show, that it cannot be unambiguously determined, which of the
presented approximating algorithms finds a better solution. In special cases the
SBT, RSBT and MSBT algorithms determine the minimal transversal regarding
inclusion but also cardinality. The executed tests performed show the usefulness
of using the all of above presented approximating algorithms. The polynomial
complexity O(n2) of the listed approximating algorithms results in the increased
cost efficiency of the complex method for larger hypergraphs vs. using of the
exact algorithm.
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Summary. The reference set reduction algorithm for 1-NN rule, resulting in the con-
sistent reduced reference sets, is presented. The algorithm uses well known Hart’s al-
gorithm. Samples from the reference set are initially sorted by two keys. The first one
is the largest number of nearest neighbours from the same class, while the second one
is a mutual distance measure introduced by Gowda and Krishna. The simple artifi-
cial example is used to show how the proposed algorithm operates. Two sets known
as phoneme and satimage data have been used to verify the algorithm effectiveness,
which is compared with the one offered by Gowda-Krishna algorithm.

1 Introduction

Reference set reduction algorithms for the 1-NN rule [3], [4] are constructed to
eliminate the necessity to keep a large number of feature vectors in the com-
puter memory. Usually, the reduced reference set ought to be consistent with
the original one, i.e. the 1-NN operating with the reduced set classifies correctly
all samples not included in the reduced set. However, some other criteria can be
applied instead of the consistency.

The presented algorithm produces the consistent reduced reference set. The
author’s aim was even more far-reaching reduction than that promised by
Gowda-Krishna algorithm [2], [3], [4] without increase of classification error rate.
Both, mentioned already algorithms are described in details in the next section.

2 Hart’s and Gowda-Krishna Algorithms

Hart’s algorithm starts with the empty reduced reference set. The randomly
chosen sample from reference set is added to the current reduced reference set. All
the remaining samples from reference set (in random sequence) are classified by 1-
NN rule operating with the current reduced reference set, which increases by each
misclassified point. In one cycle of the algorithm all points from reference set,
which are not yet in reduced reference set, are analyzed. These cycles are repeated
until no points will be added to reduced reference set - then the algorithm is
finished [1], [3], [4].

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 258–265, 2007.
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As we can see, in the first phase of Hart’s procedure, random points are
selected to reduced reference set. Hence, the result is dependent on primary
arrangement of points in the original set. Thus, the samples selected as the first
are not the most representative ones.

Gowda-Krishna algorithm removes this disadvantage only partially. The points
from reference set are sorted by growing values of the mutual distance measure
(mdm) and then the Hart’s procedure is applied. The mutual distance measure
is calculated in the following way: for the point x, the nearest point y from op-
posite class is found. The mutual distance measure is the number of points from
the same class as point x, which are closer to point y than to point x.

This kind of sorting seems to be accurate, because the points with a small
mutual distance measure lie near the class borders and they should be put to
the reduced set as the first.

3 The Analyze of the Consistent Reduced Reference Set
Minimization Problem

Analysing the results obtained for large reference sets, one can conclude that nu-
merous points exist with the same mutual distance measure. Therefore, despite
of sorting, there will be still many points in the group with the same mutual
distance measure without any established order. These points should be some-
how sorted, preferably in the way, which results in a smaller consistent reduced
reference set.

3.1 Double Sorting

The samples that lie near the class borders should be included to reduced refer-
ence set. Additionally, we should add points, which represents well its class. The
point represents its class well when for large number of the same class points
it is closer (let’s denote this number by rm) than to any other point from the
opposite class. The value rm will be called the representative measure of the
point. The points should be sorted by decreasing values of the representative
measures.

The points from the reference set can be sorted with the use of two keys, rm
and mdm (fig. 1), in two manners:

1. The points are sorted first by mutual distance measure and then the points
with the same mdm are arranged by the representative measure;

2. The points are sorted by decreasing representative measure and in the groups
of points with the same rm, by the mutual distance measure.

3.2 The Hart’s Algorithm Modification

The Hart’s algorithm can be used for the arranged original reference set accord-
ing to mdm and next rm, or rm and next mdm. It is expected that the first points
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mdm(x) = 3
rm(x) = 2

x
y

Fig. 1. Representative and mutual distance measure for point x from circle class

from sorted reference set will be added to reduced reference set. The Hart’s
algorithm adds the points from the beginning, but also the points from end of
sorted reference set. However, the samples from the beginning are qualified more
frequently than the ones from the end. The proposition of the present paper
consists of breaking the cycle when new point is added to reduced reference set
and starting the sample presentation from the beginning. The presented Hart’s
algorithm modification consists of the use of the original reference set arranged
by double sorting described above.

4 Simple Example

The Gowda-Krishna algorithm and the presented double sort algorithms will be
illustrated by a simple example (tab. 1). The artificial reference set has nine
two-dimensional points (fig. 2).

Table 2 presents sequence of points sorted increasingly by mutual distance
measure (Gowda-Krishna algorithm), sequence of points sorted increasingly by
mutual distance measure and then decreasingly by the representative measure
(mdm-rm double sort algorithm) and sequence of points sorted decreasingly by

Table 1. Example artificial reference set

point class feature 1 feature 2

1 I 3,0 1,0
2 I 4,0 3,0
3 I 5,0 2,0
4 I 5,0 3,0
5 II 4,0 2,0
6 II 5,5 1,0
7 II 5,5 4,5
8 II 3,5 4,0
9 II 1,0 1,0
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Fig. 2. Example artificial reference set in two-dimensional space

representative measure and increasingly by mutual distance measure (rm-mdm
double sort algorithm).

The Gowda-Krishna arrangement promotes points, which lie near the class
borders (almost all the points in the presented example), rm-mdm double sort
algorithm - points, which the best represent its own class (point 5), and in the
groups of equal representative measures - points, which lie near the class borders
(in this example all the points with the same representative measure have also the
same mutual distance measure) and mdm-rm double sort algorithm - inversely.

Table 3 shows the reduced reference sets produced by Hart’s algorithm from
sorted reference sets.

Table 2. Points sorted by Gowda-Krishna and double sort algorithms (mdm - mutual
distance measure, rm - representative measure)

Gowda-Krishna mdm-rm rm-mdm
algorithm double sort algorithm double sort algorithm

point class mdm point class mdm rm point class rm mdm

7 II 0 4 I 0 3 5 I 4 1
6 II 0 3 I 0 2 4 I 3 0
8 II 0 2 I 0 2 2 I 2 0
9 II 0 1 I 0 1 3 I 1 0
2 I 0 7 II 0 0 1 I 1 0
1 I 0 8 II 0 0 8 II 0 0
4 I 0 9 II 0 0 9 II 0 0
3 I 0 6 II 0 0 7 II 0 0
5 I 1 5 I 1 4 6 II 0 0
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Table 3. Hart’s algorithm results for points from Gowda-Krishna sorting and double
sorting

algorithm reduced reference set

Gowda-Krishna, i.e. mdm {1,2,3,6,7,8,9}
double sort (mdm-rm) {1,4,6,7,8,9}
double sort (rm-mdm) {5,6,8,9}

Gowda-Krishna algorithm reduces nine points of the reference set to seven
points. The use of rm-mdm sorting and Hart’s procedure results only in four
points and application of mdm-rm arrangement - six points.

The reduced reference set in Gowda-Krishna algorithm is built from points,
which lie near class borders. Only two points were eliminated.

The mdm-rm double sort algorithm produced one point less than Gowda-
Krishna algorithm. The point 4 is present in the reduced reference set instead of
the points 2 and 3 as a consequence of different ways of sorting. Point 4 has the
same mutual distance measure as points 2 and 3 but the higher representative
measure. Therefore, it was added to the reduced reference set before points 2
and 3 analyzes.

The reduced reference set obtained by rm-mdm double sorting contains the
point 5 from class I - the most representative point of this class, and the points
6, 8 and 9 from class II. Comparing this result with the result of Gowda-Krishna
approach, it can be noticed that the point 5 was chosen instead of the points
1, 2 and 3. The point 7 was not added to reduced reference set, because it is
correctly classified by point 8.

For the Gowda-Krishna arrangement, original Hart’s algorithm version was
used and for double sort algorithms - the modified version. However in this simple
example, it had not any influence on better results. The results of Hart’s original
algorithm used for presented example and double sorting are the same.

5 Tests

The tests was made on two original sets:

• phoneme [5] - contains vowels coming from 1809 isolated syllables (three ob-
servation moments for each vowel have been kept). Five different attributes
were chosen to characterize each vowel. Two different classes are distin-
guished, i.e. nasals (3818 patterns) and oral vowels (1586 patterns). The
set was divided ten times into two sets of equal size: the training set and the
validating set;

• satimage [5] - generated from Landsat Multi-Spectral Scanner image data.
It contains 6435 patterns with 36 attributes (4 spectral bands x 9 pixels
in neighborhood). The six following classes are distinguished: red soil (1533
patterns), cotton crop (703 patterns), grey soil (1358 patterns), damp grey
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soil (626 patterns), soil with vegetation stubble (707 patterns) and very damp
grey soil (1508 patterns). The set was divided ten times into the training and
validating set of approximately equal size;

The three algorithms have been used for reduction the original reference sets:

• GK - the Gowda-Krishna arrangement (mdm) with Hart’s original algorithm;
• DSA(mdm-rm) - mdm-rm double sort algorithm (main sorting by mutual

distance measure) with Hart’s algorithm modified version;
• DSA(rm-mdm) - rm-mdm double sort algorithm (main sorting by represen-

tative measure) with Hart’s algorithm modified version;

The Euclidean metric and classic standardization (based on mean values and
standard deviations of features) are used. The samples from the validation sets
are classified by the use the 1-NN rule with the reduced reference sets. Experi-
ments with the use the 1-NN rule and the complete reference set have been also
performed. The classification error rates (in percentages), the number of points
in reduced reference sets, the mean values and standard deviations from all ten
measurements are presented in tables 4 and 5.

Table 4. Phoneme set results

1NN GK DSA(rm-mdm) DSA(mdm-rm)
sn error r. error r. number error r. number error r. number

[%] [%] of points [%] of points [%] of points
1 12,5 16,3 660 15,2 643 15,7 613
2 13,3 16,9 662 15,7 649 16,0 643
3 11,8 15,1 664 14,6 632 14,3 638
4 12,4 15,5 681 14,4 640 14,5 640
5 12,2 15,7 661 15,7 637 15,5 628
6 12,4 15,9 662 15,5 658 16,1 642
7 13,0 15,0 682 15,1 653 15,3 639
8 12,4 15,7 659 14,9 645 15,8 631
9 12,0 15,4 669 14,5 637 14,9 629
10 11,9 15,2 697 14,1 690 16,0 663

mean v.: 12,4 15,7 669,7 15,0 648,4 15,4 636,6
st. deviat.: 0,45 0,55 12,08 0,54 15,76 0,61 12,27

For phoneme test set, Gowda-Krishna algorithm average classification error
rate increased by 26,6 % while in rm-mdm double sort algorithm - by 21 % and
in mdm-rm double sort algorithm - by 24,2 % in comparison with classification
using complete reference set (and 1-NN rule). The average size of the reduced
reference set obtained by mdm-rm double sort algorithm is approximately 637
points while the reduced reference set obtained by Gowda-Krishna algorithm
- ca. 670 points. Overall, for phoneme set, the rm-mdm double sort algorithm
results in the best classification and the mdm-rm double sort algorithm - in the
smallest size of consistent reduced reference set.
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Table 5. Satimage set results

1NN GK DSA(rm-mdm) DSA(mdm-rm)
sn error r. error r. number error r. number error r. number

[%] [%] of points [%] of points [%] of points
1 10,7 16,3 660 13,1 600 13,9 581
2 11,3 16,9 662 13,8 570 13,6 603
3 11,0 15,1 664 12,3 587 12,9 588
4 10,4 15,5 681 12,0 621 12,3 629
5 10,7 12,9 641 13,1 573 12,9 577
6 10,0 12,8 644 12,6 617 13,2 614
7 10,5 11,9 678 12,2 612 12,3 619
8 10,3 12,9 635 13,0 598 12,9 588
9 11,0 13,6 621 13,0 580 12,7 590
10 10,3 12,6 642 12,6 595 13,9 606
mean v.: 10,6 14,1 652,8 12,8 595,3 13,1 599,5
st. deviat.: 0,37 1,65 18,31 0,51 16,97 0,57 16,49

For satimage test set, the mean misclassification rate of Gowda-Krishna algo-
rithm increased by 33 % while in rm-mdm double sort algorithm - increased only
by 20,8 % and in mdm-rm double sort algorithm - by 23,6 % as compared to
classification using the 1-NN rule with the complete reference set. The reduced
reference sets obtained by double sort algorithms contained average only approx-
imately 597 points while the reduced reference set received by Gowda-Krishna
algorithm - ca. 653 points. Overall, for satimage set, the double sort algorithms
result in the better classification quality and in the smaller size of consistent
reduced reference set than Gowda-Krishna modification of Hart’s procedure.

6 Conclusions

The Hart’s algorithm was the first proposal for reference set reduction. It was
improved by Gowda and Krishna. Their modification consisted of the prelimi-
nary arrangement of the original reference set on the basis of the mutual distance
measure. In the approaches proposed in this paper an additional key for prelim-
inary sorting the primary reference set was applied. Thus, the original reference
set was sorted by two keys: mutual distance measure and representative measure,
which were used in two possible different orders. Apart from the new proposi-
tion of preliminary sorting the original reference set, the modification of Hart’s
procedure was introduced. It consists of different presentation of samples during
their qualification to the reduced reference set. In contradiction to the Hart’s
algorithm and its modification done by Gowda and Krishna, the presentation of
the sequential points is breaking and starts from the beginning.

The reference set reduction algorithms using double point sorting result in
the better classification quality and smaller size of reduced reference set in com-
parison with Gowda-Krishna modification.
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Summary. This paper presents an approach based on graph mining techniques to
searching for frequent patterns in design systems. The motivation for such approach is
briefly presented. The graphs-based representation is used as an underlying structure
for design representation. Different types of graphs used to represent designs are pre-
sented. Especially hierarchical labelled graphs are described. A possibility of adapting
graph mining methods for design problems is also shown.

1 Introduction

Graphs are very useful as a mean to represent complex objects in different do-
mains of computer science [22]. Their ability to represent the structure of an
object as well as the relations of different types between its components makes
them particularly useful in computer aided design. They can represent an ar-
tifact being designed taking into account the inter-related structure of many
design objects i.e. the fact that parts of an object can be related to other parts
in different ways. As designing new artifacts requires a method of generating
representing them graphs many methods for graph generation were researched.

These methods include approach based on application of the theory of formal
languages to the computer aided design [21, 8, 9, 11], in particular the graph
based representation jointly with graph grammars [2, 8, 9, 10, 12, 20], and gram-
mar systems [3, 6, 7, 23, 19, 16]. Other methods used to generate graphs rep-
resenting designs include evolutionary computations that were used in different
domains of design [2, 12, 20].

All these generation methods result in producing a number of graphs repre-
senting designs. Using graph grammars and evolutionary methods, either sepa-
rately or combined together, we can build large database of graphs - or designs.

The main problem lies in the complexity and size (understood as the number
of graphs) of such database. It is difficult to automatically evaluate the quality
of these graphs. The quality of graph is here understood as the quality of the
design a graph represents as a solutions to a given design problem. Thus the
process of evaluation usually requires the presence of a human designer who
can choose the best solution or give some numerical values to each design. The
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problem is that for a human ”evaluator” to work all graphs has to be rendered
to designs. This process in turn requires visualising designed objects. Until we
have a very simple design problem the rendering of designs may be very complex
and result in very long execution times. This problem is especially important in
evolutionary design systems where large numbers of graphs are generated in each
population and a speed of fitness evaluation is a key factor in getting a usable
design system. In such situations it would be useful to be able to evaluate graphs
on the basis of the evaluation of graphs in earlier populations. The simplest and
most appropriate method seems to be one using a number of graphs representing
designs for which a human ”evaluator” has defined a quality value as a basis for
evaluating other designs in the same design problem. As it can be noticed that
the designs getting higher quality values usually have some common elements,
finding frequent substructures in graphs seems a useful approach.

Thus the use of methods based on frequent graph mining techniques is pro-
posed in this paper. Two main types of such methods are considered here: the
a priori based methods and the ones based on pattern growth algorithm. Some
problems that arise with the use of such methods are also briefly presented.

2 Graph-Based Design Representation

The methods used in CAD problems like boundary representations, sweep-
volume representation, surface representations or CSG (constructive solid ge-
ometry) [17, 14, 18] allow only for the ”coding” of geometry of an object being
designed and do not take into account the inter-related structure of many design
objects i.e. the fact that parts (or components) of an object can be related to
other parts in different ways. In this paper a representations based on hierarchi-
cally organized data is used.

Different types of graphs have been researched and used in this domain, for
example composition graphs [11, 10]. In this paper an extension of composition
graphs - hierarchical graphs is used. They can represent an artifact being de-
signed at different levels of detail at different stages of the design process thus
hiding unnecessary low-level data and presenting the designer only an outline of
the object or showing a detailed view of the whole object (or of its part).

Hierarchical graphs (HGs) are an extension of traditional graphs. They consist
of nodes and edges. What makes them different from standard graphs is that
nodes in HGs can contain internal nodes. These nodes, called children, can in
turn contain other internal nodes and can be connected to any other nodes with
only exception being their ancestors.

A node in a hierarchical graph may represent a geometrical object or a groups
of objects. It may also be used to hide certain details of a designed object that are
not needed at a given stage of design or to group object having some common
features (geometrical or functional). A node that represents a single object is
called an object node. Nodes that do not represent actual geometric entities but
are used to represent hierarchical structure or other relations are called group
nodes. It is important to note that the edges between nodes are by no means
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limited to edges between descendants of the same node. In other words there
may exist edges between nodes having different ancestors.

Nodes and edges in hierarchical graphs can be labelled and attributed. Labels
are assigned to nodes and edges by means of node and edge labelling functions
respectively, and attributes - by node and edge attributing functions. Attributes
represent properties (for example size, position, colour or material) of a compo-
nent represented by a given node. It should be noted here that a single node
may be referred to by its own label or by a so called full label which contains
labels of its all ancestors in the hierarchical structures separated by a dot. For
example a node labelled x which is a child node of atop level node labelled y,
may be referred to either as x or y.x.

A labelled attributed hierarchical graph may represent a potentially infinite
number of designs. The given graph G being a hierarchical graph can represent a,
potentially, infinite subset of designs having the same structure. To represent an
actual design we must define an instance of a graph. An instance of a hierarchical
graph is a hierarchical labelled attributed graph in which to each attribute a value
has been assigned from the set of possible values of a given attribute.

As such a hierarchical graph defines only a structure of a design to create a
visualisation of an object an interpretation is necessary. Such interpretation de-
termines the assignments of geometrical objects to nodes, its fragments to bonds
and establishes a correspondence between edges and sets of relations between ob-
jects (components of a design). The objects assigned to nodes are usually called
primitives.

3 Frequent Graph Mining Methods

Frequent graph mining techniques are developed on the basis of a more general
frequent pattern mining. Frequent patterns can be defined as itemsets, subse-
quences, or substructures which appear in a data set with a frequency equal or
greater to a user-specified threshold value. In this paper the most interesting are
the substructures patterns. A substructure can refer to different structural forms,
such as subgraphs, subtrees, or sublattices, which may be combined with item-
sets or subsequences. If a substructure occurs frequently in a graph database,
it is called a (frequent) structural pattern. Finding frequent patterns is an im-
portant part in mining associations, correlations, and many other interesting
relationships among data. It may also be used in data indexing, classification,
clustering, and other data mining tasks.

Frequent pattern mining was first proposed by Agrawal et al. [1] for market
basket analysis in the form of association rule mining. It was used to analyze
customer buying habits by finding associations between the different items that
customers place in their ”shopping baskets”. Since the first proposal of this data
mining problem and the mining algorithms relating to it, there have been many
other research publications, on various kinds of extensions and applications, from
scalable data mining methodologies, to handling a wide diversity of data types
and a huge number of applications [25, 24].
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3.1 Basic Notions

Let a DG = {G1, G2, . . . Gn} be a set of graphs, then support(g) or frequency(g)
is a percentage (or number) of graphs in DG of which g is a subgraph. A graph g
is frequent if its support is no less then a minimum threshold value MinSupport.

3.2 Apriori-Based Methods

The basic frequent subgraph mining algorithm ([1]) is presented in fig. 1. The fre-
quent patterns of larger size are searched for starting from subgraphs of smaller
size by adding to them an additional node or edge with a node.

Apriori(DG, MinSupport, SGk)
Input: DG - set of graphs

MinSupport - a minimum frequency threshold value
Output: SGk - set of frequent graph of size k
begin
SGk+1 := ∅
foreach frequent gi ∈ SGk do

foreach frequent gj ∈ SGk do
foreach g of size (k + 1) generated by the merging of gi and gj do
if g is frequent in DG and g �∈ SGk+1 then insert(g, SGk+1)

if SGk+1 �= ∅ then Apriori(DG, MinSupport, SGk+1)
end

Fig. 1. An outline of Apriori based algorithm

The size of graph is understood in this paper as a number of nodes of the
graph at the top level of hierarchy (without counting the nodes grouped by a
given node). The main reason for complexity of the Apriori-based algorithm is a
candidate solution generation step. Various types of candidate solution genera-
tion algorithms were proposed. One of them is so called AGM algorithm proposed
by Inokochi [15], which increases the substructure by one node at each iteration
of algorithm 1. Two frequent graphs of size k are combined only if they have the
same subgraph of size k − 1. The newly generated graph of size k + 1 includes
the common subgraph of size k − 1 and two additional nodes from both size k
graphs. As it is undetermined if there is an edge connecting the two nodes from
combined graphs two different k + 1 size graphs are possible.

This algorithm is a basic formulation for general graphs. In case of using hier-
archical graphs some modifications must be introduced. Firstly, as the size of a
hierarchical graph is understood in this paper as the number of top level nodes,
to find a common subgraph only top level nodes are taken into account. So actu-
ally the graphs can be of different size yet be considered of size k. Secondly, the
two additional nodes are joined by a new edge if it does not lead to introducing
a child-parent edge, which is prohibited in a hierarchical graph definition used
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here. It removes the undeterminism present in the original algorithm. Moreover,
if a node is added to a graph size k and this new node is a hierarchical one all
its descendants are also added to a new graph.

It can be noticed that Apriori-based algorithms require a lot of computations
to join two size k graphs into one size k +1 graph candidate solution. To reduce
these computations other methods were developed, mainly based on pattern
growth model.

3.3 Pattern Growth Methods

Pattern growth methodology consists in extending a single pattern into more
complex one [13]. A single graph g can be extended by an edge e. This edge
may or may not introduce a new node into graph. This extension of a graph g is
denoted by ext(g, e). Algorithm shown in fig.2 shows a basic framework for this
approach. For each found frequent graph g it tries recursively to extend it until
all possible frequent graphs of which g is a subgraph are found. The recursive
process ends when no more frequent graph can be found.

The main problem of this method is the fact that each k size frequent graph
can be found independently k times - by extending k different size k− 1 graphs.
While it is a problem for general graph mining task, it is less likely to happen in
design problems. Moreover using hierarchical graphs strongly reduces the num-
ber of edges that can be used to extend a subgraph, as only edges connecting
nodes on the same level of hierarchy are allowed.

PatternGrowth(g,DG, MinSupport, SG)
Input: g - a frequent graph

DG - set of graphs
MinSupport - a minimum frequency threshold value

Output: SG - set of frequent graph
begin
if g ∈ SG then exit()
else insert(g, SG)
scan DG to find all edges e such then g can be extended by e to ext(g, e)
foreach frequent ext(g, e) do

PatternGrowth(ext(g, e),DG, MinSupport, SG)
end

Fig. 2. An outline of pattern growth algorithm

4 Frequent Design Pattern Mining

Both algorithms described in the previous section were tested on a chair de-
sign problem. As the basis for testing two small sets of graphs were used. The
graphs were generated by two methods: graph grammar based approach and an
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evolutionary algorithm. The design problem used is rather simple, but very useful
in testing different algorithms. The graphs representing chairs have usually no
more than 50 nodes. The graph set generated by a graph grammar consisted
of 100 elements and the one produced by an evolutionary algorithm also of 100
(taken from different populations). In both cases two methods of nodes matching
were used. In the first one two nodes were considered identical if their labels were
equal; in the second one the equality of the full label was required to match nodes.

In the first test the Apriori-based algorithm adapted to hierarchical graphs
was used on both test graph sets. The resulting set of frequent sungraphs was
computed relatively fast for the graph grammar generated set. For the set gener-
ated by the evolutionary algorithm it took much longer to compute the frequent
graph set.One of the reasons for this difference may be the relative similarity of
graphs generated by the same grammar. There is a finite and limited number
of productions in a grammar so the number of different graphs substructures
introduced by these productions is also limited. Thus the step of joining two
size k graphs into one size k + 1 which requires finding their common core of
size k − 1 is much faster. On the other hand the operators used in evolutionary
computations introduce much more diversity into graph set. But to fully verify
this possibility more testing, possibly on much larger graph sets, is needed.

In the case of patter growth approach the set of frequent graphs was found
slightly faster of the graphs generated by evolutionary method but the time
difference is to small to allow for any conclusion and it will also need more
testing.

5 Concluding Remarks and Future Work

In this paper two methods of finding frequent subgraphs in hierarchical graphs
used to represent designs are presented and adapted to hierarchical graphs. This
methods were tested on a small database of graphs generated by different meth-
ods (graph grammars and evolutionary algorithm). This preliminary test seems
to indicate that the apriori-based algorithm is faster on graph sets generated
by a graph grammars, while the pattern growth method is better in finding fre-
quent substructures in a population generated by an evolutionary algorithm. It
seems that the cause of this result lies in the fact that the graphs generated by
a graph grammar show significantly less diversity then the ones generated by
evolutionary method, but there is need for much more testing to verify it.

In the further exploration of the problem it is planned to test both methods on
a more complex problems (larger graph sets and more difficult design problem) to
determine whether there is a real difference of performance of the apriori-based
algorithm and pattern growth one.

In this pattern an exact matching of graphs was used i.e. the set of graphs
is scanned and a pattern is considered frequent only if it is a subgraph of a
high enough number of graphs in the set. Yet in many situations, and in design
practice especially, it would be more useful to find a pattern that occurs in
many graphs but in a slightly different form. To be able to find such patterns a
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good similarity measure for graphs is needed. It could then be used to search for
similar subgraphs.

Another problem for future work is adapting the frequent graph mining algo-
rithms to another design representation - hypergraphs. Due to their ability to
represent multiple-argument relations, as opposed to binary relations in tradi-
tional graphs, hypergraphs are more and more often used in design systems. So
finding an algorithm searching for frequent hypergraphs could be very useful.
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Summary. The analysis of freeform surfaces requires them to be reduced to more
regular geometric structures. One approach is to approximate fragments of the given
surface by quadrics, then use the points, lines, and planes defined by the quadric as
bases for measurements. The present work describes a series of experiments designed to
assess the stability of points defined in this way on human facial features. Both positive
and negative findings are discussed.

1 Introduction

When applying computer vision to biological and, especially, medical objects, we
are often confronted with the need to define visual features which have previously
only been identified by human perception.

In particular, to measure distances and angles on freeform surfaces, we first
have to construct geometric primitives such as points (or lines, or planes) that
will define our measurements. The primitives should depend stably on surface
data. In the case of polygon-tesselated surfaces, this means a primitive should
be derived from a large number of mesh vertices or facets while avoiding noise-
sensitive operations such as derivation or maximum search.

In the present work we shall concentrate on approximating a group of mesh
vertices by a quadric surface, then taking the origins of the quadrics (i.e. the
origin of the coordinate system in which the quadric has a canonical form) or
their other identifiable points (e.g. saddle points, apicesĚ), as our point primitive.
As quadric approximation uses statistical moments from a population of points
which can be arbitrarily large, it meets our requirement that primitives not
depend strongly on single mesh vertices.

Existing definitions of anatomical measurement points are usually suited for
human interpretation, using highly non-linear terms such as ”deepest point on
the curvature at the base of the nose” [1]. ”Deepest” here suggests an extreme of
a coordinate, but no coordinate is defined. In this work, we try to interpret and
implement these definitions, but in terms of the approximating quadrics, rather
than of the raw 3D surfaces.

Our purpose is twofold: first, to obtain a repeatable, stable way of refining
measurement points roughly indicated by a human operator. This should sig-
nificantly reduce both work load and subjective error. The second and ultimate
goal is to locate such points automatically. While achieving this will require much

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 274–281, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



Stability of Feature Points Defined by Approximating Quadric Surfaces 275

Fig. 1. Left: scanned 3D image of the bust of Goethe with frames showing selected
feature areas. Right: manually cropped feature areas.

further research, the present work examines the precision of what may be the
final processing stage of such segmentation.

We shall now examine the stability of quadric-defined points under the vari-
ation of such factors as instance of scanning and choice of vertex group.

2 Experiment

We used two dummy faces, to avoid shape changes due to breathing and facial
expression. The actual models were the head of a doll (one with natural-looking
features) and a bust of J.W.Goethe. Ten feature areas were chosen:

GB - glabella: the most prominent point on the skin above the nose
En - endocanthion: the inner corner of the eye fissure (left and right)
Ex - exocanthion: the outer corner of the eye fissure (left and right)
Hn - cutaneous nasion: the deepest point at the base of the nose
Ap - nasal apex: the tip of the nose
Ch - cheilion: corner of mouth (left and right)
Pg - Soft tissue pogonion: Most anterior point on chin in midsagittal plane

Either head was scanned three times with the Minolta Vi-9i laser scanner, from
slightly different viewpoints. The resulting 6 images (3D shells) were manually
cropped to leave only small areas surrounding the points in question (Fig. 1).
Cropping was also performed three times, under subjective variation.

The cropping resulted in 180 small 3D images, each consisting of one surface
patch representing a particular feature area of a specific scan of one of the objects



276 L. Luchowski

(Goethe bust or doll). The patches were approximated by quadric surfaces, and
the quadric polynomials used to define characteristic points.

Almost all of the features were classified into 3 quadric categories: ellipsoids,
and one- and two-sheet hyperboloids (Table 1). Only one instance of cheilion
was classified as a cone. Other quadric types were not represented.

Table 1. Quadric types. EL: elipsoid, 1H/2H: 1- or 2-sheet hyperboloid, CN: cone.

The final result of this processing, for each scan/cropping combination, was
a set of points in 3D space. The relative position of points was compared be-
tween sets in order to assess the stability of quadric-based points with respect
to changing scanning conditions and subjective cropping.

Table 2. Feature dispersion and approximation error

Goethe Doll
Feature Av.D QE Av.D QE

Ap 1.09 0.01 5.06 0.03
Gla 4.48 1.61 10.13 0.02
Po 3.48 0.03 2.20 0.03

CheR 3.09 3.21 3.83 0.21
CheL 7.76 8.76 4.30 0.52
Na 1.64 0.04 1.83 0.02

EnCR 4.09 1.26 1.44 0.06
EnCL 5.09 16.52 0.62 0.07
ExCR 3.81 8.29 6.53 4.53
ExCL 3.63 313.56 4.53 832.82

3 Results

Absolute feature positions can only be compared within each scan (different
scans have different coordinate systems). For each scan, three positions of each
feature were determined, using the three different manual croppings. The dis-
tances between such positions within each scan, averaged over the three distances
per scan and over the three scans, were computed for each feature as a measure
of repeatability; these average distances, in millimeters, are presented in Table 2,
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Table 3. Avg standard deviations of feature-to-feature distances in Goethe bust...

Ap GB Pg Ch(R) Ch(L) Hn En(R) En(L) Ex(R) Ex(L)
GB 4,30 0,00
Pg 2,87 4,49 0,00

Ch(R) 2,60 3,86 1,99 0,00
Ch(L) 3,77 7,35 5,12 2,22 0,00

Hn 1,54 4,52 1,69 1,70 4,46 0,00
En(R) 1,50 2,45 3,03 2,16 4,39 2,00 0,00
En(L) 1,58 6,43 3,11 1,91 5,66 1,92 2,06 0,00
Ex(R) 3,61 2,78 3,09 3,68 3,92 3,65 3,78 4,09 0,00
Ex(L) 3,36 7,56 2,43 2,01 5,98 2,42 2,11 2,90 3,79 0,00
... and in doll face:

Ap GB Pg Ch(R) Ch(L) Hn En(R) En(L) Ex(R) Ex(L)
GB 3,76 0,00
Pg 2,28 3,80 0,00

Ch(R) 2,47 2,67 1,57 0,00
Ch(L) 2,12 4,21 1,29 1,62 0,00

Hn 1,00 3,93 1,00 1,01 1,33 0,00
En(R) 1,07 1,83 1,28 1,03 1,44 1,18 0,00
En(L) 1,37 5,36 0,86 0,97 0,73 0,74 0,70 0,00
Ex(R) 3,30 2,21 2,68 3,33 2,98 3,33 3,22 2,95 0,00
Ex(L) 3,05 7,29 0,90 1,59 2,03 1,97 1,48 1,78 3,53 0,00

column ”Av.D”. The QE columns represent the approximation error in mm2 per
vertex in the patch.

4 Positive Findings

Certain feature areas have proven to yield very stable approximating quadrics.
One example is the nasion of the doll (Fig. 2). In this case, the approximating
one-sheet hyperboloid determined the inflexion point with a repeatability of less
than 2mm, even when it was outside the cropped area (Fig. 2 center).

Overall, it can be said that when a quadric does not allow a local feature point
to be identified reliably, this situation is indicated by a large approximation error.

Fig. 2. The nasion of the doll face; the three pictures represent three separate scan-
nings, and the three kite-shaped octahedra in each picture point to feature points
derived from three different manual clippings of each scan
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Table 2 shows that a repeatability of less than 2mm is associated with quadric
approximation errors of less than 0.1 (mm2 per vertex).

The two endocanthions of the doll face were approximated by two-shell hyper-
boloids in all but sample, and Table 2 confirms that they were the most reliably
localized points in the experiment. In Figure 3 the cigar-shaped octahedra indi-
cate the feature points detected (the tip of the octahedron closest to the surface
is the relevant point; the opposite one represents the apex of the other shell of
the hyperboloid, which has no physical meaning).

Fig. 3. Top: left endocanthion of the doll face; bottom: its right endocanthion. Three
pictures of each represent separate scans. Three oblong octahedra in each picture (some
occluded) pinpoint locations derived from three different manual croppings.

5 Negative Findings

Some of the selected areas were not consistently represented by the same type
of quadric across instances of scanning and cropping. This makes the points
incomparable and essentially invalidates this part of the data. It also led to se-
rious discrepancies in the location of resulting points. The worst case was the
left cheilion (corner of mouth) of the Goethe bust (Fig. 4). While a corner of a
human mouth can arguably be represented by the saddle point of a hyperbolic
paraboloid, this assumption would only hold for a very small area, and conse-
quently for a small subset of mesh vertices in our scanned images. The larger
areas around the cheilion, as cropped by hand for our experiments, could not be
meaningfully approximated by a second-order surface.

6 Attempts at Automatic Segmentation

To identify salient features on a freeform 3D surface, we sought fragments that
can consistently be represented by quadrics. This part of our experiment used a
live human face, as we were not testing repeatability at this stage.
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Fig. 4. One scan (third) of the left cheilion of the Goethe bust, with three different
feature points determined by three different approximating quadrics. Right: the same
model displayed in transparent mode to show the two minuscule octahedra. For the
other scans, results were even more incoherent, and difficult to illustrate intelligibly.

The program created as many initial patches of a preset topological radius as
would fit into the mesh. Then the patches evolved under five rules:

1. Expansion. A patch examines adjoining unassigned vertices to see if any of
them fits the quadric currently approximating the patch. If the fit is better
than a preset tolerance, the vertex can be added to the patch.

2. Competition. A patch can conquer an adjoining vertex from another patch,
if the vertex fits the quadric of the former better than that of the latter.

3. Drift. A patch can ”slide off” a border vertex (= one with neighbours outside
the patch) if it fits its quadric less well than a predefined threshold.

4. Decay. If a patch has become too small to provide enough support for a
meaningful quadric, it is eliminated and its vertices become unassigned.

5. Seeding. If sufficiently many contiguous unassigned vertices are found, a new
patch is formed by the same process as created the initial patches.

The technique worked flawlessly for simple solids (cylinders, cubes etc). For a
human face, setting tolerances became difficult. When tuned for looser approx-
imations, the procedure would split the entire face into very few large ellipsoid
fragments (one or two of which represented the cap over patients’ hair), except
for the nose which was then the only detected feature. With tighter tolerance,
large uniform areas such as cheeks would split unnaturally.

More details and results can be found in [6], from where Fig. 5 is quoted:

Fig. 5. Left to right: input mesh, initial patches, iterations 129, 300, and 999
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7 Seeking Convergence Areas

Our next experiment consisted in using each vertex of the model in turn as a
seed, to start a single quadric patch of limited size and let it evolve until it
reaches stability. The resulting quadric then determined a feature point (the
pole of the quadric closest to the seed). After all the vertices in the model had
been used in this way, distances were measured between the feature points they
yielded, and feature points no further apart than R were labeled as a group
(the experiment was repeated for R=2, 3, 4 and 5mm). All seed vertices whose
resulting feature points were in one group were then marked with the same colour
in Figure 6. Points which did not classify into a group were colored black. The
color layout confirms that certain areas yield stable quadric approximations in
the sense that the feature point defined by the quadric only weakly depends on
the initial point used to start the evolution of the quadric patch. Such areas
include the endocanthions, the nasion, and the nasal apex, which concurs with
the findings discussed in Section 4.

Fig. 6. Vertices of the Goethe bust classified into equivalence groups for R=2, 3, 4 and
5mm (left to right)

8 Conclusions

Quadrics have the potential to be valuable for feature localization. They are
the simplest polynomials representing all the basic local properties of a surface
and extracting its characteristic points; they can also define other geometric
references such as lines and planes. However, no single general-purpose algorithm
is likely to detect all the different features of a human face; to achieve this, a
priori knowledge obviously must be used.
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Summary. In the paper we present the method of the generalisation of a language
sample for grammatical inference of quasi context-sensitive GDPLL(k) grammars.
GDPLL(k) grammars and parsers have been developed as an efficient tool for syn-
tactic pattern recognition: the grammars are characterised by very good discriminative
properties and the parser for the grammars is of the linear computational complexity.
Nevertheless, one of the main problems of practical application of GDPLL(k) grammars
in syntactic pattern recognition systems consists in difficulties in defining the grammar
from the sample of a pattern language. The method which we describe in the paper is
an important element of the solution of this problem.

1 Introduction

One of the main problems in the syntactic pattern recognition area is the gram-
matical inference, i.e. automatical definition of a grammar from the sample of
a pattern language. Although there are many grammatical inference methods
already developed [1, 4, 5, 10, 11], there is still lack of general models of inferenc-
ing grammars of big generative/discriminative power (bigger than context-free
grammars).

Quasi context-sensitive GDPLL(k) grammars are characterised by very good
discriminative properties since their generative power is ”almost” as big as
context-sensitive grammars [2, 8]. We have introduced GDPLL(k) grammars and
parsers as efficient tools for syntactic pattern recognition-based systems. The re-
search into GDPLL(k) grammars and parsers have been started for the purpose
of an on-line analysis of complex patterns representing trend functions related
to the behavior of a very complex industrial-like equipment [2]. These trend
functions have been treated in an analogous way, as it is made while applying
syntactic pattern recognition for ECG or EEG analysis. GDPLL(k) grammars
have been proven to be a suitable tool not only for describing the trend functions
(because of their very good discriminative properties), but for analysing them
as well (the GDPLL(k) parser is of linear computational complexity [6]). During
a few last years we have been verifying the practical usefulness of GDPLL(k)
grammars in several different application areas (eg. [3, 9]). Although we have
achieved good results, we have noticed that the main problem of practical appli-
cations of GDPLL(k) grammars consists in difficulties in defining the grammar

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 282–288, 2007.
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from the sample of a pattern language. This is exactly the problem of grammat-
ical inference, which we indicated at the beginning of this section as one of the
main problems of syntactic pattern recognition.

In the paper we present the recent results of the research into grammatical
inferencing of GDPLL(k) grammars: the method of generalisation of the sample
of a language which is the first phase of the grammatical inference process. Sec-
tion 2 contains basic definitions needed to discuss the method. The description
of the model of the grammatical inference is included in section 3. Section 4
contains the specifications of algorithms. Conclusions are included in the final
section.

2 Basic Definitions

Let us introduce a few basic definitions [2, 7, 8].

Definition 1. A generalised dynamically programmed context-free grammar is
a six-tuple: G = (V,Σ,O, P, S,M), where V is a finite, nonempty alphabet;
Σ ⊂ V is a finite, nonempty set of terminal symbols (let N = V \Σ); O is a set
of basic operations on the values stored in the memory (assignment, addition,
subtraction, multiplication); S ∈ N is the starting symbol; M is the memory
(the memory is defined as such a memory structure that integer numbers can
be stored in it and each element of the memory can be accessed in a constant
time); P is a finite set of productions of the form: pi = (µi, Li, Ri, Ai) in which
µi : M −→ {TRUE,FALSE} is the predicate of applicability of the production
pi defined with the use of operations (∈ O) performed over M ; Li ∈ N and
Ri ∈ V ∗ are left- and right-hand sides of pi respectively; Ai is the sequence of
operations (∈ O) over M , which should be performed if the production is to be
applied. �

A derivation for generalised dynamically programmed grammars is defined in
the following way. Apart from testing whether Li occurs in a sentential form
derived, we check the predicate of applicability of a production pi. The predi-
cate is defined as an expression based on variables stored in the memory. The
evaluation of the predicate can need some calculations over integer values. If the
predicate is true, we replace Li with Ri and then we perform the sequence of op-
erations over the memory. The execution of the operations changes the contents
of the memory (memory variables). It is done with the help of arithmetical and
assignment instructions. �

Definition 2. Let G = (V,Σ,O, P, S,M) be a generalised dynamically pro-
grammed context-free grammar. The grammar G is called a Generalised Dy-
namically Programmed LL(k) grammar, GDPLL(k) grammar, if: 1) the LL(k)
condition of deterministic derivation is fulfilled, and: 2) the number of steps
during derivation of any terminal symbol is limited by a constant. (Formal spec-
ifications of the two conditions is included in [2]). �
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The main definitions needed to discuss the algorithm of generalisation of a lan-
guage sample for grammatical inference GDPLL(k) grammars are the following:

Definition 3. Let A is a set of all (terminal) symbols which appear in the
sample, N set of integer variables. Polynomial specification of a language is of
the form: Lp(A,N) = S

pj(nk)
i where: pj is a polynomial of a variable nk ∈ N ;

variable nk can be assigned only values greater or equal 1 (nk ≥ 1); Si, called
polynomial structure, is defined in a recursive way:

1) Si = (ai1 ...air ), where aij ∈ A
(Si is called a basic polynomial structure)
or

2) Si = (Spi1 (ni1)
i1

...S
pir (nir )
ir

), where Sik
is defined as in 1) or 2).

(Si is called a complex polynomial structure.) �

Definition 4. Let fs(Lp(A,N) ) be the first symbol of polynomial specification
of a language, since for each polynomial specification of a language there is only
one terminal symbol, which is the starting symbol of all words belonging to the
language. Correspondingly, let ls(Lp(A,N) ) be the last symbol of polynomial
specification of a language. �

Definition 5. Let us define extended polynomial specification of a language
Lep(A,N) in the following way:

1) Lep(A,N) = Lp(A,N)
or

2) Lep(A,N) = L1
ep(A1, N1) L2

ep(A2, N2) ... Lz
ep(Az , Nz) if Ni ∩Nj = ∅ for each

i �= j and LS(Li
ep(Ai, Ni) ) ∩ FS(Li+1

ep (Ai+1, Ni+1) ) = ∅ for each 1 < i < z.
Then A =

⋃
Ai and N =

⋃
Ni for i = 1, ..., z,

or
3) Lep(A,N) = L1

ep(A1, N1) + L2
ep(A2, N2) + ... + Lz

ep(Az , Nz) if Ni∩Nj = ∅
for each i �= j and FS(Li

ep(Ai, Ni) ) ∩ FS(Lj
ep(Aj , Nj) ) = ∅ for each i �= j.

Then A =
⋃

Ai and N =
⋃

Ni for i = 1, ..., z,

where FS(Lep(A,N) ) — the set of first symbols of the extended polynomial
specification of a language and LS(Lep(A,N) ) — the set of last symbols of the
extended polynomial specification of a language, are defined as follows:

• If Lep(A,N) = Lp(A,N) then FS(Lep(A,N) ) = {fs(Lp(A,N) )} and
LS(Lep(A,N) ) = {ls(Lp(A,N) )}.

• IfLep(A,N)=L1
ep(A1, N1) L2

ep(A2, N2)... Lz
ep(Az , Nz) thenFS(Lep(A,N) )=

FS(L1
ep(A1, N1) ) and LS(Lep(A,N) ) = LS(Lz

ep(Az , Nz) ).
• If Lep(A,N) = L1

ep(A1, N1) + L2
ep(A2, N2) + ... + Lz

ep(Az , Nz)
then FS(Lep(A,N) ) = FS(L1

ep(A1, N1) ) ∪ ... ∪ FS(Lz
ep(Az , Nz)) and

LS(Lep(A,N) ) = LS(L1
ep(A1, N1) ) ∪ ... ∪ LS(Lz

ep(Az, Nz)). �
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3 The Idea of the Grammatical Inference

Our approach to the inferencing GDPLL(k) grammars is based on the following
method [7]. We divide the inference process into two phases. The first phase is
responsible for extraction of the features of the sample, and generalisation of
the sample. The extended polynomial specification of a language is obtained as
the result of this phase (see: Definition 5). In the second phase, a GDPLL(k)
grammar is generated on the basis of the extended polynomial specification of the
language. Both phases are independent of each other. The second phase is well-
defined, i.e. the result of this phase is strictly determined by the input data (an
extended polynomial specification of language). On the contrary, the first phase
is not well-defined since there may be many approaches to the generalisation of
the sample and the ”quality” of an approach depends on a particular application
and a particular sample of the language. It makes the problem of the construction
of suitable algorithms for this phase especially difficult.

Our preliminary result of the research into grammatical inference of GDPLL(k)
grammars has been described in [7]. In that paper we have presented the algo-
rithm of automatic generation of a GDPLL(k) grammar from polynomial spec-
ification of a language (as the main algorithm of the second phase).

Now, we are going to present the method of creating the extended polynomial
specification of a language form the sample (i.e. the first phase of grammatical
inference: the extraction of the features of the sample, and the generalisation
of the sample). Let us notice that our method is canonical. It can be used for
the detection of basic features only, and for relatively simple generalisation of
the sample. The canonical character of the method may broaden the area of its
possible applications.

4 Generalisation of the Sample of a Language

Let the sample of a language be a set of m words: Sample = {w1, ..., wm}. Let
Σ be a common alphabet for all words in the sample. Words belonging to the
sample will be written in the form: w = an1

1 an2
2 ... ank

k , assuming that ai �= ai+1
for 1 ≤ i < k.

Definition 6. Let us consider two words: w1 = ap1
1 ap2

2 ... apk

k and w2 =
bq1
1 bq2

2 ... bql

l . We say that words w1 i w2 are sequentially equivalent, if the
following conditions are fulfilled: k = l and ai = bi for i = 1, ..., k. �

Definition 7. The template of an extended polynomial specification is an ex-
pression constructed accordingly to the definition of extended polynomial spec-
ification Lep, which is built with sets of sequentially equivalent words instead of
polynomial specifications Lp. �

The process of construction of the extended polynomial specification of a lan-
guage can be described by two algorithms. The first one is responsible for the
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construction of the template of the extended polynomial specification. The sec-
ond one is responsible for the generalisation of each set of sequentially equivalent
words (in the template) in the form of a polynomial specification.

Algorithm 1. Let Sample = {w1, ..., wm}. The algorithm of the construction of
the template of extended polynomial specification of the language from Sample
is the following. Let V {v1, ..., vn} be a set which is a variable in the template of
an extended polynomial specification which is being constructed, where v1, ..., vn

are words or fragments of words belonging to Sample.

Step 1. Initially, let the template of an extended polynomial specification be the
variable: V {w1, ..., wm}.

Step 2. While there is such a set V in the template, which is not the set of
sequentially equivalent words, we transform the template according to two rules:

a) V {ws1a1wr1 , ..., wsnanwrn} := V {ws1 , ..., wsn} V {a1wr1 , ..., anwrn}
if wsi are sequentially equivalent (for i = 1, ..., n) and there are such symbols
ai and aj different than the last symbol of ws1 that ai �= aj .

b) V {a1w1, ..., anwn} := V {a11w11 , ..., a1k
w1k

} + V {a21w21 , ..., a2k
w2k

} + ... +
V {as1ws1 , ..., ask

wsk
}

if for any two symbols axi, axj : axi = axj , and for any two symbols axi , ayj ,
where x �= y : ai �= aj

After all needed iterations of step 2 (at most as much times as it the length of
the longest words in sample), the template is constructed in which all V sets are
sets of sequentially equivalent words. �

Algorithm 2. Let P = {w1, ..., wq} is a set of sequentially equivalent words. Let
the word wi ∈ P is of the form: wi = a

ni1
1 a

ni2
2 ... a

nik

k . The canonical algorithm
of the construction of polynomial specification Lp(A,N) for P consists of three
steps:

Step 1. For Lp(A,N) we define: A = {a1, ..., ak}, and N = {x1, ..., xk}. We as-
sume that Lp(A,N) = a

p1(x1)
1 ... a

pk(xk)
k .

Step 2. For each j = 1, ..., k we search for the linear function of variable xj ,
which describes dependencies between numbers nij (where: i = 1, ..., q). The
method is trivial so we do not describe it here. Let the function be of the form:
pj(xj) = djxj + rj .

Step 3. We look for dependencies between xj = x1, ..., xk allowing to reduce N
set. For each pair xg and xh (where g = 1, ..., k, h = 1, ..., k and h �= g) we
perform:

1. Let us evaluate variables xg and xh for word w1 accordingly to the equations:
xg = n1g−rg

dg
and xh = n1h

−rh

dh
. Let xg ≤ xh. Let s = xh − xg.
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2. We test if xh = xg + s for each other words in P , i.e. if nih
= dh(xg + s)+ rh

for i = 2, ..., q.
3. If the result of the test is negative — we do not find any dependencies between

xh and xg . Otherwise — we store function ph(xg) = dhxg + (dhs + rh) for
the index h, and we delete variable xh from N set.

As the outcome of the algorithm we get polynomial specification Lp(A,N) such
that all words from P belong to Lp(A,N), as well as all other words which are
considered to be ”similar”. �

The extended polynomial specification of the language is the result of the ap-
plication of Algorithm 1 and Algorithm 2. We get the specification by inserting
polynomial specifications (generated by Algorithm 2) to the template of the
extended polynomial specification (generated by Algorithm 1). The extended
polynomial specification is the input for the second phase of the grammatical
inference.

5 Concluding Remarks

In the paper we have presented the recent results of our research into gram-
matical inference of GDPLL(k) grammars. We have developed a method of the
generalisation of the sample of a language in the form of an extended polyno-
mial specification. An extended polynomial specification can be then a base for
automatic generation of a GDPLL(k) grammar [7].

The results are important and promising if we consider the applications of
the model. GDPLL(k) grammars are characterised by very good discriminative
properties (their generative power is ”almost” as big as context-sensitive gram-
mars) and they are computationally efficient (the GDPLL(k) parser is of linear
computational complexity). These two features make GDPLL(k) grammars a
very good tool for building syntactic pattern recognition systems (this fact has
been confirmed by our practical experiences during a few last years). The gram-
matical inference method for GDPLL(k) grammars is a new tool which may
significantly broaden the scope of the applications.

Let us notice, that although the results are promising, there are still many
open research issues. First of all we must improve the algorithm of the automatic
generation of GDPLL(k) (described in [7]) and make it able to handle not only
polynomial specifications but extended polynomial specifications as well. The
work on the solution for this problem is very advanced. Secondly, we are going
to include a negative sample (i.e. a sample of words which do not belong to the
language) into the process of grammar inference. Last but not least, our method
needs a thorough practical evaluation. We are going to test it in the environment
of several different applications ([3, 9]) where the need of a grammatical inference
algorithm is particularly noticeable.
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Summary. In this paper we compare two approaches to the estimation of parameters
describing linear classifiers considering a feature selection possibility for multidimen-
sional data. The parameters are determined by minimization of convex and piecewise
linear penalty functionals. Optimization is performed using a base exchange strategies.
We assess numerical efficiency, classification accuracy, and the dimension of the sub-
spaces containing the found solutions.

1 Introduction

Many of the pattern recognition tasks refer to classification and regression prob-
lems. If objects are described as n-dimensional vectors in some input space and
belong to two or more classes, they form learning sets. Classification problem is
then tantamount to partitioning the input space into regions related to classes
and a new object, for which the label of the class is unknown, can be classified
on the basis of region it is located in.

There are several ways in which linear classifiers can be found. The most
popular nowadays is the Support Vector Machines method (SVM ) [6, 3]. Even
if it is reasonable, it has some disadvantages. First, it might be not preferred
in applications requiring great classification speed, because of the large number
of support vectors [7, 4]. The second disadvantage of using this method can
be the fact that there is no opportunity to influence on the number of nonzero
parameters (weights), describing decision boundaries. Because of that we propose
and test different formulations of linear classifiers that allow to a feature selection.
The next advantage of these classifiers is that it can be formulated as a linear
programming task and very fast algorithms to solve it can be used.

The remainder of the paper is organized as follows. In section 2, the brief
problem statement is given. In section 3, well-known and new linear classification
rules based on the convex and piecewise linear penalty functions are described.
In section 4, tests on real-world databases are presented. In section 5, concluding
remarks are described.

2 Problem Statement

Let us assume that a set containing m objects is given. Each object consists
of a pair (xi, yi), where xi (i = 1, ...,m) is a so-called feature vector or a point
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in n-dimensional feature space. The components of the feature vector can have
real or binary values (xi ∈ Rn, xi ∈ {0, 1}n). An yi value indicates the label
of a class to which the i-th object is assigned. In the two-classes case the bipolar
representation is preferred (yi ∈ {−1,+1}).

A location of the optimal hyperplane H(w∗, b∗), separating objects from two
classes,

h(w, b;x) = wT x + b : Rn → R

H = {x ∈ Rn : h(x) = 0} (1)

can be found by solving optimization problem and fixing the optimal values
for vector w – normal to the hyperplane and the threshold b. b

‖w‖ is the per-
pendicular distance from the hyperplane to the origin and ‖w‖ is the Euclidean
norm of w. All points which satisfy wT x + b = 0 lie on the hyperplane.

Indicating the class of objects with label +1 by C+ and the class of objects
with label −1 by C−, the definition can be quoted [2].

Definition 1. The learning sets are lineary separable in the n-dimensional fea-
ture space if and only if there exists the hyperplane H(w, b) which completely
separates these sets

∃w, b (∀ xi ∈ C+) wT xi + b > 0 ∧ (∀ xi ∈ C−) wT xi + b < 0 (2)

According to the definition 1 all vectors belonging to the class C+ are located
on the positive side of the hyperplane H(w, b) and satisfy wT x + b > 0, sim-
ilarly, all vectors belonging to the class C− are located on the negative side
of the hyperplane and satisfy wT x + b < 0.

3 Criterion and Methods Description

Evaluation of the resulting classifier is based on the calculation of the number
of objects, which are located on the incorrect side of the hyperplane. The objec-
tive function can be expressed as:

Φ(w, b) =
m∑

i=1

|sgn(wT xi + b) − yi| (3)

and the minimum of (3) should be found.
In view of the fact, that the formula (3) is discontinuous, it is a difficult

optimization problem. Thus other approaches, regularizing (3), might be used.

Convex and piecewise linear functions
The convex and piecewise linear objective function can be represented as a sum
of misclassification error values of all objects

Φ(w, b) =
m∑

i=1

τ(δi − yi(wT xi + b)) (4)
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where τ(·) is a positive part of a number and δi is a margin. The formulation
(4) will be called PLPF (piecewise lineal penalty functions).

For the object located on the correct side of the hyperplane misclassification
error value equals zero. For the object situated on the incorrect side of the hy-
perplane the misclassification error value increases linearly with the distance be-
tween the object and the hyperplane. The i-th component of the function (4) for
a single object is then piecewise linear and convex and the sum of such functions
constitutes the piecewise linear and convex function PLPF (4) (Fig. 1). Setting
into the formula (4) margins δi leads to punishing objects, situated on the correct
side of the hyperplane, for which distance to the decision boundary is smaller
than the value δi. For the i-th object the margin δi = 1 is assumed.

Fig. 1. Convex and piecewise linear functions: φ+
i for the object from the class C+,

φ−
i for the object from the class C− and the objective function Φ(w, b)

Let us take into account the second objective function created by adding to
the formula PLPF (4) the sum of the weights

Φ(w, b) =
m∑

i=1

τ(1 − yi(wT xi + b)) + λ

m∑
i=1

|wi| (5)

where λ is a small number. The formulation (5) will be called PLPFL1 .
The function retains the property of being convex and piecewise linear.

The additional beneficial aspect can be the fact that minimization of the formula
PLPFL1 (5) with the parameter λ tuned might be used to decrease in a number
of nonzero weights. This is tantamount to a feature selection.

Methods
There are two algorithms for solving the problems PLPF (4) and PLPFL1 (5).
The first one, called Sekwem, finds the parameters of the separating hyperplanes
by minimizing PLPF (4) or PLPFL1 (5) using the algorithm similar to an ex-
change base technique [2, 1]. The algorithm is iterative and in each iteration
the direction of the steepest decrease of the objective function is chosen. Then
the algorithms moves along this direction until there is no more objective func-
tion decrease. In the next step the new direction is chosen and the process is
repeated. If there is no decrease of the function in any direction, the algorithm
stops and the minimum of the function is found.
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The second algorithm, calledGenet is based on the Sekwem algorithm.The main
difference is that the enlargement of the feature space in progressive. In the first
step of the algorithm one or several variables for calculations might be chosen. In
every next step only one variable, which provides the largest decrease of the ob-
jective function, is added. If there is no such variable, the process is stopped
and the optimal hyperplane, described by the set of nonzero weights, is found.

In both algorithms the identity matrix In×n is taken as the initial basis and in-
serted into the data. If we have a long data case, when n > m, it might give
rise to considerable enlargement of the data. Current implementation of these
algorithms does not allow to perform operations on sparse matrices. Thus the
random access memory for all data and the initial matrix must be allocated. For
multidimensional data the calculation time can draw out.

New formulations
Computing the error values in PLPF (4) or PLPFL1 (5), constraints (6) are
used:

δi − yi(wT xi + b) ≤ 0. (6)

They might be expressed as the following matrix:

Aw − yb − Iu = 1 (7)

where A is a matrix of feature vectors, I ∈ Rn×m is an identity matrix, 1 ∈ Rm

is an identity vector and u ∈ Rm is a vector of slack variables.
The non-negative variable u can be split into the two parts – positive and neg-

ative and the appropriate part is added to the objective function. This is a new
formulation of the problem, which forms a linear optimization task and is equi-
valent to PLPF (4):

Aw − yb − Iu+ + Iu− = 1
Φ = cT u− = min! (8)

u+,u− ≥ 0

The formulation (8) (called SFPF ) has almost the standard form of linear
programming task, but the variables w and b have unrestricted signs. They can
be split into two parts and through this operation non-negative values for them
are required. To the objective function an additional part is added. The new
formulation, equivalent to PLPFL1 (5) is expressed as

Aw+ −Aw− + yb+ − yb− − Iu+ + Iu− = 1
Φ = ET w+ + ET w− + cT u− = min! (9)

w+,w−, b+, b−,u+,u− ≥ 0

The formulation (9) will be called SFPFL1 .
Describing the problem as SFPF (8) or SFPFL1 (9) does not lead to the in-

crease in the amount of data. However, the dimension of data is enlarged by two
identity matrices. For the long data case this formulation might be much more
efficient.
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Because the problem is linear, classical methods for linear programming tasks
can be used, i.e. the simplex method. Nevertheless, when we have multidimen-
sional data, moving along the edges of the polytope until the vertex of the opti-
mum solution is reached, requires a large amount of changes of adjacent vertices.
A better solution is to apply solvers for large-scale problems.

4 Numerical Results

The methods were tested on both artificial and real-world datasets. Due to
a space limitation, the experimental results only on few real-world datasets are
presented. The experiments were performed on computer with Intel Core Duo
T2500 2.GHz processor and 1GB RAM.

Table 1. Results for PLPF, PLPFL1 , SFPF and SFPFL1 methods for handdigits data

dataset Metody
PLPF PLPFL1 SFPF SFPFL1

nnw 52 11 514 11
handdigits 56 Φ 0 1.49758e − 006 9.5355e − 005 7.4774e − 005

Qzb ucz 100% 100% 100% 100%
Qzb test 92.25% 93.25% 94% 93.5%
nnw 33 14 480 7

handdigits 08 Φ 0 9.5442e − 005 0.00021263 0.0001435
Qzb ucz 100% 100% 100% 100%
Qzb test 93.25% 98% 98.25% 98.25%
nnw 15 5 472 9

handdigits 17 Φ 0 4.84285e − 007 9.5968e − 005 0.00019064
Qzb ucz 100% 100% 100% 100%
Qzb test 92.25% 95% 98% 97%

Fig. 2. Average images of handwritten digits with important variables marked, squares -
PLPF method, triangles - PLPFL1 method, circles - SFPFL1 method (a)
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Experiment
In the experiment data sets containing collection of handwritten digits were
chosen. Every digit was described as a matrix of 28×28 pixels in grayscale palette.
Three pairs of digits were classified – 0 and 8, 1 and 7, 5 and 6. In this article
the results are compared with the results published in [5].

The results are presented in the Table 1. As we can see, the new formulations
SFPF (8) and SFPFL1 (9) give better results in classification accuracy than (4)
and (5). However, the number of nonzero parameters describing the separating
hyperplane is comparable only between PLPFL1 (5) and SFPFL1 (9) methods.

Fig. 3. Average images of handwritten digits with important variables marked, squares
- PLPF method, triangles - PLPFL1 method, circles - SFPFL1 method (b)
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The largest number of nonzero weights is observed for SFPF (8) method in all
cases. Because of these, the variables important for classification decision for
SFPF (8) are not presented on the figure (2). The PLPF (4) - the criterion
function equivalent to SFPF (8) is better for feature selection purpose but the
classification accuracy is a lower value than for SFPF (8). The nonzero variables
selected in both methods are only partially covered. It seems that the choice of
variables taking part in classification decision is more intuitive for SFPF (8).

It should also be mentioned that times of calculations forSFPF (8) andSFPFL1

(9) were several or several dozen times shorter than forPLPF (4) and PLPFL1 (5).

5 Conclusions

In this paper approaches to the estimation of the linear classification bounds were
presented. A feature selection possibility for multidimensional data is considered.
The parameters are determined by minimization of convex and piecewise linear
penalty functionals. The new formulations as linear programming tasks enable
to use very efficient algorithms for finding best separating hyperplanes.

For multidimensional data, for which the number of attributes is much bigger
then the number of observations, the time of finding the solution is much shorter
for SFPF and SFPFL1 than for PLPF and PLPFL1 . The application of solvers
for large-scale tasks and techniques for sparse matrices can reduce the time of
calculations considerably.

The smallest number of nonzero parameters describing separating hyperplane
can be achieved by using PLPFL1 or SFPFL1 methods, but the SFPFL1 method
gives separating hyperplanes with better accuracy and with comparable number
of nonzero weights.

Acknowledgment

This work was supported by the Bia�lystok Technical University grant no
W/WI/1/05.

References

1. Bobrowski L (1991) Design of piecewise linear classifiers from formal neurons by
some basis exchange technique, Pattern Recognition, 24(9), pp. 863-870, 1991.

2. Bobrowski L (2005) Exploratory data analysis based on convex and piecewise linear
(CPL) criterion functions (in Polish), Technical University Bia�lystok, 2005.

3. Burges CJC (1998) A tutorial on support vector machines for pattern recognition,
Data Mining and Knowledge Discovery 2:121-167, 1998.

4. Chang CC, Lin CJ (2001) Training nu-support vector classifiers: Theory and algo-
rithms, Neural Computation, 13: 2119-2147, 2001.



296 M. Topczewska

5. Topczewska M, �Lukaszuk T, Bobrowski L (2006) Modelling of long data sets with
examples of applications (in Polish), XIII Workshop of Polish Society of Computer
Simulation, 2006.

6. Vapnik VN (1998) Statistical Learning Theory. J. Wiley, New York, 1998.
7. Yu H and Yang J and Han J (2003), Classifying large data sets using SVMs with

hierarchical clusters. Proceedings of the ACM SIGKDD International Conference
on Knowledge Discovery and Data Mining, 2003.



Markov Chain Model for Tree-Based Genetic
Algorithm Used in Computer Aided Design
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Summary. In this paper, we present the hierarchical chromosome based genetic algo-
rithm, which is used in design systems to solve complex design problems. The main goal
of our work is creating of the markov chain model for the algorithm. The model contains
a method of coding of the artifacts, represented by different length trees, by means of
fixed length binary strings and a method of the hierarchical crossover modeling. Pre-
sented formalization is used for finding the transition matrix and the investigation of
ergodicity and asymptotic properties of genetic algorithms. It also follows from the
model that each population can be found with the probability equal to one within the
finite number of steps.

1 Introduction

Evolutionary algorithms are often used as the search algorithms for the best so-
lutions in the design space. The fixed length representation and the traditional
genetic operators used in simple genetic algorithm (SGA), are insufficient in
many design problems. Many evolutionary algorithms require more complicated
representation and genetic operators. Some examples of such algorithms are: tree
based genetic programming, graph-based genetic algorithms [2] and hierarchical
chromosome based genetic algorithms [1, 4]. The main advantage of design sys-
tems with hierarchical chromosome based evolutionary algorithms is the ability
of solving of a design problem even if the optimal number of components is not
known. An application of the such a design system to solving of exemplary design
problem - optimization of platform shape - was described in [4]. The problem
consists in finding the optimal shape of the platform with minimal overall volume
and the stress value not greater then the maximum admissible value, when the
platform is under the external load. The optimal shape of the platform is found
by changing number, location and shape of the components of the platform.

In spite of the numerous applications, still little is known on mathematical
models and theoretical results of evolutionary algorithms. There are many works
based on Schema Theory. Nevertheless, the Schema Theory for the genetic search
description can model only some aspects of evolutionary algorithms. The other
approach to the formalization of GA is based on the microscopic Markov chain
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models, such as VoseŠs model of SGA [6, 3]. In this paper, we present a Markov
chain model for tree based GA. The model contains a method of coding of a tree
by means of binary string and a method of modeling the hierarchical crossover.
Presented formalization is used for finding the transition matrix and the inves-
tigation of ergodicity and asymptotic properties of GA. It also follow from the
model that each population can be found with the probability equal to one within
the finite number of steps. Presented formalization creates base for research on
different types of genetic algorithms based on hierarchical structures. This the-
oretical approach provides an excellent framework for studying the dynamics of
genetic algorithms.

2 Hierarchical Chromosome Based GA

The representation of objects (phenotypes) is one of the most important ele-
ments of the design system. The assumed representation defines the potential
solution space generated by the system. It has an influence on the genotypeŠs
size and complexity. In our works we consider phenotypes which are three di-
mensional objects. Following BentleyŠs conclusions [1], the Spatial Partitioning
is used to represent solids. The representation consists in partitioning each solid
(potentially solution of a design problem) into a number of smaller components
that do not intersect. In our design problem, the Clipped Stretched Cube rep-
resentation is used. A primitive here is a cuboid intersected by a plane defined
relatively to its center. Each primitive is described by nine parameters: three
coordinates of the center of the primitive, its height, width and depth, and three
parameters defining the intersection plane. Each phenotype has corresponding
hierarchy tree. An example of a 3D object and the hierarchical chromosome cod-
ing it are shown in fig.1. The exemplary object consists of 9 components, each
of them is described by nine genes, each gene is coded as the binary string. The
components are grouped into the classes in spite of their design meaning. In the
presented example there are three classes.

The hierarchy tree based genetic algorithm can be described according to
the scheme (µ, λ), where µ = λ. The reproduction in the algorithm is done

Fig. 1. An example of a 3D object and the hierarchical chromosome coding it
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by fitness proportional selection and succession is done by elite selection, where
#Elite = µ. The mutation and hierarchical crossover [1, 3] are used here.

3 Definition of the Artifact Space and the Genotype
Space

The main goal of design is to define of the potential solutions space. The poten-
tial solutions are represented as models of graphical artifacts. We will call that
space the artifact space. In many design applications the models of graphical
artifacts are created from the transformed copies of preliminary shapes called
primitives. Let F be a set of transformation from Rn into Rn, where each of
them transforms bounded subsets into bounded subsets. Each element f ∈ F is
called acceptable transformation.

Definition 1. Let F be a set of acceptable transformations from Rn to Rn. Let
S be a set of bounded subsets in Rn. If f(p) = q for f ∈ F, p, g ∈ S implies p = q
than elements of S are called primitives under F. Artifact is a sum of transformed
primitives called components. Each component is represented as pair (p,f) where
p denotes primitive and f is the transformation.

Definition 2. Let S be the primitive set under the set F of acceptable trans-
formations. Let Q be the artifact structure. Artifact A for Q is defined by the
following formula:

A =
⋃

(p,f)∈Q

f(p) (1)

Definition 3. Let S be the primitive set under the set F of acceptable transfor-
mations from Rn into Rn. Artifacts space R is defined as follows:

A = {A : A =
⋃

(p,f)∈Q

f(p),where Q ∈ P (S × F )} (2)

Definition 4. Let R be the artifact space. Components class set for the artifact
space R is defined by following formula:

K =
d⋃

j=1

Kjwhere ∀j ∈ {1, ..., d}Kj ⊂ {s : ∃A ∈ R : s ∈ A} (3)

Let PA be the space of all artifacts such that:

• the number of components of each artifact B ∈ PA is not higher than MA,
• classes KB

1 ,KB
2 , ...,KB

d of components of artifact B ∈ PA fulfill follow-
ing conditions: #KB

1 ≤ N1,#KB
2 ≤ N2, ...,#KB

d ≤ Nd; N1, N2, ..., Nd ∈
N ;
∑d

i=1 Ni ≤ MA

• each component is described by p parameters (genes),
• each gene is coded by the binary string of the length q.
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The space PA is called parameterized artifacts space. Let B ∈ PA be an artifact,
nB

i the number of components in class Ki for i ≤ dB , where dB is the number
of classes of the artifact B. Artifact B can be represented by the tree presented
in fig.2. Here Ki1 , ...,KidB

denote classes si
j denotes j-th component of the i-th

class,
(
geni

j

)
k

denotes k-th gene of the j-th component of the i-th class and bk

is the k-th bit.

Fig. 2. An example of the hierarchy tree

Definition 5. The null component is the component with all genes coded as
strings consisting only of zeros.

Definition 6. The universal hierarchy tree for artifact B ∈ PAis a tree which
was built from the hierarchy tree for the artifact for artifact B by adding Ni−ni

B

null components, for each class i such as Ni − ni
B > 0. Trees with all compo-

nents equal, represent the same artifact, independently from the location of the
components.

Definition 7. The genotype space Um for m = 2l where l = MApq, is defined
as Um = (Z2)l.

Definition 8. The code of the artifact from the space PA is the binary string
x = (b0, b0, ..., bl−1) ∈ Um from the lower level of the universal hierarchy tree for
the artifact.

4 Markov Chain Model for Hierarchical Chromosome
Based GA

The presented model was created to describe hierarchical chromosome based
genetic algorithm. Hierarchical crossover will be modeled by the one-points
crossover with the crossover point situated between the components.
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Let us denote the set of all possible r-elements population by Ωr , the arbitrary
probability space by Ω and the number of the occurrences of the k-th element
in the j-th population by rj

k.

Definition 9. Let η : Ω → Um be the random variable and mut : Um×Um → Um

be the function defined as follows:

mut(x, y) = x⊕ y (4)

Mutation is the random operator defined as: mut(i, η).We will consider only the
probability distribution η defined as follows:

P (η = i) = µi = a1T i(1 − a)l−1T i (5)

where 1T i is the number of the one’s in the binary code of i, l − 1T i is the
number of the zero’s in the binary code of i and a ∈ (0, 1/2), is the mutation
rate.

Definition 10. Let ζ : Ω → Um and κ : Ω → {0, 1} be the random variables
and let function K : Um × Um × Um × 0, 1 → Um be defined as follows:

K(x, y, z, u) = x⊗ zu ⊕ z1−u ⊗ y (6)

where zu = z if u = 0 and zu = z if u = 1. Crossover is the random opera-
tor defined as: K(x, y, z, κ). Hierarchical crossover is modeled as the one-point
crossover with the probability distribution defined in such a way, that the cross-
ing point will be located between components. The probability distribution is
given by the formula:

χi =

⎧⎨⎩
b

MA−1d (∃k ∈ (0, l] : i = 2k − 1) ∧ (∃u ∈ (0,MA] : 1T i = upq)
1 − b− b

MA−1d if i = 0
0 in the other case

(7)
To allow creating of the universal hierarchy trees with the components situated
arbitrarily in the class, we should perform the transposition of bits coding one
component before crossover.

Definition 11. Let v ∈ Um and let k1, k2 ∈ {0, ..., l− 1} be defined as follows:

k1 = min{a ∈ (0, ..., l− 1) : va = 1}

k2 = max{a ∈ (0, ..., l − 1) : va = 1} (8)

Let α : Ω → Um be a random variable and let the function ts : Um × Um → Um

be defined according to the rule:
∨

0 ≤ w < l

tsw(x, v) =

⎧⎨⎩
xk1+i (for w = k2 + i;

∨
0 ≤ i < pg; k1 + i < l; k2 + i < l

xk2+i (for w = k1 + i;
∨

0 ≤ i < pg; k1 + i < l; k2 + i < l
xw in the other case

(9)
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Transposition of components is the random operator defined as: ts(x, α). To make
sure that only the bits from the component of the same class will be transposed,
the probability distribution of chosen transposition mask is given by the formula:

P (α = v) = αv =

⎧⎨⎩
(

MA/d
2

)
(
∨

v : ((v,1) = 2) ∧ (" k1
l/2# = " k2

l/2#) ∧ (k1 mod pq = k2 mod pq)

0 in the other case
(10)

where d is the number of classes. From the construction of the binary strings for
artifacts it follows, that the crossover operator with the distribution presented
in equation (7) is the hierarchical crossover.

Example 1. Let PA be the artifact space with all artifacts fulfilling the condi-
tions: the number of components of arbitrary artifact B ∈ PA is not bigger then
MA = 4, each component is described by p=2 genes and each gene is coded by
the binary string with the length q=2. Fig.3 presents exemplary hierarchy trees
for artifacts from PA . The universal hierarchy trees for hierarchy trees presented
in fig.3 are shown on fig.4.

Fig. 3. Hierarchy trees for artifact from PA - parents

The code of artifact A is the binary string x = 1010101010100000, and the
code of artifact B is the binary string y = 0000000001010101. The crossover mask
is chosen according to the equation (7). Let the crossover mask be as follows:
z = 0000000000001111. Let u equal 1. The result t of crossing is the following
string:

t = K(x, y, z, u) = x⊗ zu ⊕ z1−u ⊗ y = 1010101010100101.

The universal hierarchy tree of the code t, presented on fig.5. consist of four
components: first three components from individual A, and the last component
from individual B. The same result will be obtained after hierarchical crossing
with the crossover point (3, 1) with the same parents. To allow for creating
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Fig. 4. Universal hierarchy trees for parents

Fig. 5. The universal hierarchy tree for the results of crossing

of hierarchical trees with arbitrary located components of the same class, the
transposition of components should be used before hierarchical crossover.

Definition 12. Let κ : Ω → 0, 1 and ζ, η, α : Ω → Um be random variables, and
let the function M : U6

m × 0, 1 → Um be defined according to the formula:

M(x, y, v, z, o1, o2, u) = mut(K(ts(x, o1), ts(y, o2), z, u)v) (11)

Mixing is the random operator defined as: M(x, y, η, ζ, αo1 , αo2 , κ).

Definition 13. The heuristic search defined by mixing is the Markov chain
{ξi, i ∈ N} with the transition matrix defined as follows:

Qj,i = P (ξn = i|ξn − 1 = j) = r!
m−1∏
k=0

((G(j))k)ri
k

ri
k!

(12)

where G : Ω → Λ is given by the formula Gz(j) = M(x, y, η, ζ, αo1 , αo2 , κ).
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Lemma 1. G(j) > 0 for each z ∈ Um and for each j ∈ Ωr.

Conclusions. The transition matrix Qj,i has all terms positive. The markov
chain describing the dynamics of the GA is ergodic. The probability, of obtaining
an arbitrary state j starting from the arbitrary state j0 after finite number of
epoch equals 1.

5 Conclusions

In this paper hierarchical chromosome based GA, which is used in design systems
to solve complex design problems, as well as a Markov chain model for the
algorithm, was presented. The model contains a method of coding of the artifacts,
represented by various length trees, by means of fixed length binary strings and
a method of the modeling of the hierarchical crossover. Presented formalization
is used for finding the transition matrix, the investigation of ergodicity and
asymptotic properties of genetic algorithms. It also allows us to proof that each
population can be found with the probability equal to one within the finite
number of steps. The presented formalization creates a base for research on
ergodicity and asymptotic properties of various types of genetic algorithms based
on hierarchical structures. The future work will involve theoretical investigation
of the graph based genetic algorithms.

References

1. Bentley P J (1997)Genetic Evolutionary Design of Solid Objects using a Genetic
Algorithm. Ph.D. Dissertation, UCL London

2. Grabska E, Palacz W (2002) Hierarchical graphs in creative design. Machine Graph-
ics & Vision, 9(1/2): 115-123
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Summary. In the paper a new method for binary shape characterization is proposed.
It is based on the analysis of binary image pixels belonging to the internal boundary of
an object performed by means of the mathematical morphology. By using morphological
operators, internal boundary pixels are classified into three groups. This classification
is performed for increasing sizes of structuring elements used. The changes within the
class assignments are described by the boundary class distribution functions. These
functions may be used as features in the pattern recognition process.

1 Introduction

In the process of binary shape recognition the shape features are widely used.
In this paper new way of describing the binary shape is proposed. It is based
on the mathematical morphology [7, 2]. By means of morphological operators,
in the proposed method, pixels belonging to the internal object1 boundary are
classified into one of three spectral classes. The internal boundary is obtained
here as the difference between image and its erosion. Every pixel belonging to
the boundary is classified into one of the following classes:

1. Core boundary pixels - all pixels which have within their neighborhood at
least one pixel of eroded object (referred to as core region). For regular shapes
most of (or even all) boundary pixels belong to this group. For more complex
shapes growing number of boundary pixels belong to the next two classes.

2. Corridors - pixels which are not core boundary pixels and which connect two
core regions. As a result of the erosion a single object can be split into two or
more objects (imagine e.g. eroded shape of a digit ’8’ with filled holes) The
boundary pixels lying between these spitted areas are classified as corridors.

3. Branches - all the other boundary pixels. This class refers to all regions which
do not connect multiple objects after erosion, but are too thin and too long
to be classified as core boundary.

1 Object is defined as a single connected component of pixels of value ’1’.
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Fig. 1. Test shape (left) and four types of boundary pixels (right): a - core boundary,
b - branches, c - corridors

All these classes are shown on Fig. 1. The internal boundary in this example con-
sists of all pixels marked as ’a’,’b’ and ’c’ and was computed using the structuring
element containing all 8-neighbors and the pixel itself.

The proposed method classifies each internal boundary pixel to the appropri-
ate class. The only parameter used in the method used is the structuring element
of the morphological operators. Depending on this element, borders of various
shapes and thicknesses can be obtained. To characterize the shape, the percentage
of pixels belonging to a given class among all the pixels is computed. The proposed
method is based on the assumption that the assignment of pixels to one of three
classes depends also on the form of the structuring element used. For structuring
elements of increasing sizes (i.e. covering pixel’s neighborhood of increasing ra-
dius) the classification of boundary pixels changes differently for different shapes.
Thus, the distribution of number of pixels belonging to each class for increasing
sizes of the structuring element offers detailed shape description. The functions in-
troduced in the paper are called boundary class distribution functions. They may
be used as feature vector for shape description and recognition.

The paper is organized as follows. Section 2 contains the basic notions. Sec-
tion 3 describes the pixel classification method. Section 4 introduces the bound-
ary pixels distribution functions and discusses the choice of the structuring ele-
ment. Section 5 presents some results. Finally, section 6 concludes the paper.

2 Basics

2.1 Internal Boundary of Binary Object

The internal boundary is defined as the set of pixels belonging to the object
which have within their neighborhoods at least one pixel which does not belong
to the object. In the proposed method this boundary is computed using the
morphological gradient which is one of the most widely known morphological
operators [7, 2]. In case of the binary images the word gradient is usually replaced
by contour. In the proposed method, the morphological gradient (contour) by
erosion has been applied. It is defined as:

ρ−B(X) = X \ (X �B) (1)
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were X � B stands for the erosion of binary image X with structuring element
B. The contour line obtained by using the Eq. 1 is the internal contour of the
object X . Usually the gradient is computed with the elementary or directional
structuring element. In the first case the closest neighborhood in a given grid is
considered. It results in either 4- or 8-pixel neighborhood. In case of the direc-
tional structuring element, the neighbor(s) located only in a given direction are
taken into account. Apart from these traditional structuring elements also the
thick gradient has also been defined in the literature [2]. In this case wider neigh-
borhood is considered. The thickness and shape of these boundaries is defined
by the size and shape of the structuring element. This feature of thick gradient
makes it useful for shape analysis in the proposed method.

2.2 Morphological Reconstruction

Morphological reconstruction is the operation which allows extracting from the
binary image only given objects (connected components). These objects are in-
dicated using the supplementary image called marker image. Morphological re-
construction is defined as a series of geodesic (or conditional) dilations which
are performed until idempotence of dilated image is reached. The morphological
reconstruction (by dilation) is defined as:

RY (X) = (...(((X ⊕B) ∩ Y )⊕B) ∩ Y )... ∩ Y )︸ ︷︷ ︸
k−times

(2)

where X ⊕ B stands for the dilation of X with structuring element B and k is
the lowest number of iterations after which the resulting image stops to change.
Image X used is referred to as the marker image because it contains markers
which indicated object on the second image - Y . The latter is called the mask
image. The marker image X is reconstructed according to the content of the mask
Y , which remains unchanged.

The morphological reconstruction can be computed either using the above
definition or using specialized algorithms, which provides us with much faster
computation of this operator [3].

2.3 Anchored Skeletonization

Skeletonization is used in the proposed methodology to find the corridor areas i.e.
these areas that connect two core regions. The way of performing skeletonization
is based on the notion of simple (or deletable) pixel [6] i.e. such a pixel that its
removal does not change the homotopy of the binary image.

A foreground pixel p belonging to the image X is simple if and only if it
satisfies the following three conditions: 1. NG(p) ∩X �= ∅, 2. NG′(p) ∩XC �= ∅,
3. ∃S ∈ CCG(N8(p) ∩ X) such that NG(p) ∩ X ⊆ S, where XC stands for
the complement of image X . NG and NG′ represents the closest neighborhood
of foreground and background pixels respectively. Due to connectivity paradox,
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different connectivity should be used for the foreground and for the background.
So either NG = N8 represents 8 closest neighbors (horizontal, vertical and diag-
onal one) and NG′ = N4 represents 4 closest neighbors (without diagonal one),
or inversely. Function CCG used in the above equation returns the set of G-
connected components of its argument. The fast computation of simpleness can
be achieved using the look-up table for the neighborhood configurations.

By the successive removal of simple pixels the image is thinned. Image ob-
tained by this thinning performed till idempotence is a skeleton which is also
referred to as homotopic marking. In order to get symmetrical thinning, usually
the operation is performed in two stage iterative process. In the stage phase
the simple pixels are detected within the whole image (but not yet removed).
The removal is performed in the second stage. These two stages are performed
iteratively until idempotence is reached.

In order to have the possibility to control the thinning process, the notion of
anchor pixels has been introduced [5]. These pixels are defined separately and -
by definition - cannot be removed during the thinning process even if they are
simple. The anchored skeletonization requires thus two input images - the image
to be thinned and the image containing anchor pixels referred to as the anchor
image.

3 Boundary Pixel Classification

The pixels belonging to the internal contour defined by the Eq. 1 are classified
into three spatial classes [1]: core boundary, isolated region, corridor and branch.
First, by using the morphological erosion with the given structuring element, the
image object is shrinking. The shrunk areas of object will be referred to as core
regions. The difference between the initial object and core area is the internal
boundary of the object. Boundary pixels are further classified into three groups.
The first of them is the locus of all pixels that are neighbors of the core region.
Such pixels are classified as core boundary pixels. In fact core boundary pixels
can be detected as the difference of input image opening (i.e. erosion followed
by dilation) and erosion. It can be defined as the following function:

fcb(X,B) =
(
(X �B)⊕BT

) \ (X �B) (3)

where X stands for initial image, and BT = {−p : p ∈ B} for the transposition of
structuring element B. fcb(X,B) stands for the function which transforms binary
image X to the image containing core boundary pixels using the structuring
element B.

By subtracting core boundary from from the internal contour, the remaining
part of the contour (rest of the boundary) is obtained:

frob(X,B) = X \ ((X �B) ∪ fcb(X,B)) (4)

The pixels belonging to this remaining part are further classified into two
classes. To the first class belongs all regions that are stretched between at least
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two core areas. They are corridors joining them. Pixels that are not corridors
are simply branches of the core regions.

In order to find corridors, the anchored skeletonization is applied. The motiva-
tion for applying this transform was the fact that, when performing the anchored
skeletonization by removal of simple pixels of the input image with the core areas
used as anchors, the parts of input image that connects core region are detected.
Since however, the result of skeletonization is one-pixel thick line, it does not
cover the whole corridor areas. In order to the complete areas, the reconstruction
is used. The whole operation can be expressed by the following expression:

fco(X,B) = Rfrob(X,B)(Skel(X, (X �B)) ∩ frob(X,B)) (5)

where Skel(X1, X2) stands for the anchored skeletonization of the image X1
with anchor image X2, and R represents the reconstruction operator according
to the Eq. 2.

Using the equation 5, the second class - corridors - is detected. The remaining
part of internal contour are the branches - the third class:

fbr(X,B) = X \ ((X �B) ∪ fcb(X,B) ∪ fco(X,B)). (6)

4 Boundary Pixel Classes Distribution Functions

The number of pixels belonging to each class depends, first of all, on the shape
of the object being analyzed. But is also strongly depends on the structuring
element B used - on its shape and size. Since the method is based on the classifi-
cation of the internal boundary pixels, the way of obtaining this boundary (con-
tour) is of primary importance. Usual way of computing the boundary makes
use of 4- or 8-connected elementary structuring element, which consists of a cen-
tral pixel plus 4 (horizontal and vertical) or 8 (horizontal, vertical and diagonal)
closest neighbors respectively. To get more information on the shape the thick
gradient approach [2] is more convenient in this case. Structuring element in
this approach consist of neighboring pixels covering wider pixel neighborhood,
usually a neighborhood of a given radius. Let then B(n) be the neighborhood of
a radius n i.e. set of the all the closest (to the central point) pixels which are
not farther than n. The structuring element B(n) can be defined in various ways.
The simplest (and fastest) is based on superposition by successive dilations of n
elementary structuring elements B(n) = B′ ⊕ B′ ⊕ ... ⊕ B′ where B′ stands for
an elementary structuring element. Since B′ can be either 4- or 8-connected, the
final shape of B(n) can vary depending on it. The distance formulation which
allows defining the radius is different for both cases. In the case of 4-connected
B′, the B(n) contains the pixels which are within the circle of radius n defined on
the basis of the city-block distance. In the case of 8-connected B′ the distance is
implied by the max-norm. In order to get the neighborhood of radius n accord-
ing to the Euclidean distance the superposition by dilations cannot be used and
the structuring element B(n) have to be computed individually for every n. This
yields to slower computation but, on the other hand, gives the neighborhood
closer to usual way of considering (which is based on Euclidean distance).
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The classification of boundary pixels using the series of structuring elements
B(n) for increasing n allows obtaining the boundary class distribution functions
for each boundary class. They are defined as:

D(s) = |f(X,B(s))| (7)

where |.| stands for the number of pixels of the argument. There are three func-
tions defined according to the Eq. 7: core boundary distribution Dcb for f ≡ fcb,
where fcb is computed using the Eq. 3; corridors distribution Dco for f ≡ fco

(Eq. 5) and branches distribution Dbr for f ≡ fbr (Eq. 6).
Alternatively the distribution functions can be defined using the relative num-

ber of pixels of each class, i.e. the ratio of the pixels of given class to the total
number of pixels of the internal boundary:

D′(s) =
|f(X,B(s))|
|ρ−

B(s)(X)| (8)

where ρ− stand for the internal boundary according to the Eq. 1.

5 Results

Figures 2 and 3 show two test figures: ’spades’ and ’club’ and their class distribu-
tion functions computed according to the Eq. 7. The classification was computed
using the structuring element which approximated a disc of a given radius de-
fined by Euclidean distance. The radii from 1 to 34 was taken into account. The
distribution functions, especially branch and corridor ones are visibly different
for both shapes. Thanks to that, they may be used for a shape classification.
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Fig. 2. Test shape “spades” (a) and its distribution functions (b)

For some shapes only one function is sufficient to differentiate the shapes. In
Fig. 4 the branch class distribution functions of another four test shapes are
shown. Contrary to the previous example, they was computed according to the
Eq. 8 and presents the ratio of the pixels belonging to the ’branch’ class to
the number of all internal boundary pixels. Similiarily to the previous exam-
ple the structuring covering the neighborhood of a given radius according the
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Fig. 3. Test shape “club” (a) and its distribution functions (b)
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Fig. 4. Four test shapes (a) and their branch class distribution functions (b)

Euclidean distance was applied. Distribution functions for each shape varies from
one shape to the other, what makes them a good feature for shape recognition.

6 Conclusions

In the paper the morphological method for binary shape description was pro-
posed. It is based on the spatial classification of the boundary pixels into three
groups: core boundary, corridors and branches. The classification method is
based on the morphological operators of erosion, dilation and reconstruction
as well as the anchored skeletonization. The parameter of the classifier is the
structuring element used. Depending on the choice of this element various clas-
sification results are obtained. By computing the number of pixels belonging
to each class as a function of the size of a structuring element, the boundary
pixel class distribution functions are obtained. These functions characterize the
shape and allow differentiating various shapes, what was also shown in the paper
on some examples. Owing to that class distribution functions may be used as
features for shape representation and pattern recognition.
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Summary. In syntactic pattern recognition a pattern is represented by abstract data,
for instance a graph. The problem of recognition is to determine if a pattern, represented
by the describing graph, belongs to a language L(G), generated by a graph grammar G.
The so-called IE graphs can be used for a pattern description. They are generated by
so-called ETPL(k) graph grammars. The purpose of this paper is to present an idea of a
new approach to syntactic recognition of fuzzy patterns represented by fuzzy IE graphs,
followed the example of random IE graphs. This methodology can be used for analysis
of wider class of patterns and scenes than the one described by the classical syntactic
methods. In this paper, apart from the presentation of the fuzzy-aided approach, it is
also shown that the probabilistic-syntactic approach is a special case of the presented
one.

1 Introduction

The fundamental idea in syntactic pattern recognition is using of symbolic data
like strings, trees and graphs for representation of a class of recognized objects
([3], [7], [9], [10]). The general scheme of syntactic pattern recognition and a
scene analysis is following [7]. After pre-processing the recognized object is seg-
mented in order to recognize the primitives the pattern consists of and relations
between them. Decision, whether the analyzed pattern representation belongs
to the class of objects describing by a given grammar, is made basing on the
parsing algorithm.

In a node replacement graph grammar, a node of a derived graph is replaced
by a new subgraph, which is connected to the remainder of the graph. A node re-
placement is controlled by a production of a given graph grammar. An example of
a node replacement graph grammar is an ETPL(k) (embedding transformation-
preserving production-ordered k-left nodes unambiguous) grammar introduced in
[5]. The so-called IE (indexed edge-unambiguous) graphs have been defined in
[5] for a description of patterns (scenes) in syntactic pattern recognition. Nodes
in an IE graph denote pattern primitives. Edges between two nodes in an IE
graph represent spatial relations between pattern primitives. An idea of a prob-
abilistic improvement of syntactic recognition of distorted patterns represented

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 313–318, 2007.
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by graphs is described in [6] and [16]. A random IE graph approach ([6], [16]) is
proposed for such a description and an efficient parsing algorithm for IE graphs
(the computational complexity is O(n2)) is presented in [16].

The purpose of this paper is to present an idea of approach to syntactic recog-
nition of fuzzy patterns represented by fuzzy IE graphs, followed the example of
random IE graphs used for distorted pattern description. It turns out that, in
a way, the fuzzy approach is a generalization of the probabilistic one. Fuzziness
allows us not only described distortions in analyzed patterns but also give us
possibility to describe in proper way patterns that can not be presented univo-
cally. Furthermore there are a wide class of problems in which objects and/or
spatial relations are described by fuzzy sets.

2 Motivation

In this section a few examples, in which the fuzzy-syntactic approach seems to
be natural, are presented.

First example. Assume that during a manufacturing process a robotic inspec-
tion system checks type of a hole in a making elements, for instance plates, and
spatial relations between holes. Assume also that there are a few standard types
of holes and circular and quadratic ones are among them. Let, furthermore, the
inspection system be based on a syntactic pattern recognition approach in which
the holes are represented by nodes of graphs and spatial relations between holes
by graph edges. A quadratic hole with rounded vertices can be regarded as a
fuzzy object with partial membership to classes of both circular and quadratic
holes. In this example nodes description as fuzzy sets is a natural approach. In
this case membership functions describing fuzzy sets can be define basing on
axiomatic method ([1]).

Second example. Considering the previous example assume that robotic in-
spection of technological process is based on statistical distribution of inaccuracy
frequencies ([6], [12]). If a hole is made in a sufficient accuracy it is accept by the
system. Not only the hole shape but also its location should be taken into con-
sideration. Since inaccuracies of holes location influence each other, the simple
statistical analysis can be insufficient to make a decision. In such a case a fuzzy
inference can be applied. Then, holes and their locations can be represented by
fuzzy sets and membership functions can be calculated using the statistical dis-
tribution according to the methodology described in ([1]). Let, like in the first
example, the inspection system is based on a syntactic pattern recognition in
which the holes are represented by nodes of graphs and spatial relations between
holes by graph edges. In this example both the graph nodes and its edges would
be described as fuzzy sets. Automatic focusing vision system for inspection of size
and shape and positions of small holes in the context of precision engineering,
described in ([8]), is an example of a system performing such type of task.

Third example. Consider an autonomous mobile agent. Assume that it has to
navigate in an unchanging environment. A helicopter flying autonomously in a
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textured urban environment is an example of such agent ([11]). As it has been
already mentioned it should be equipped with symbolic representation of the
surrounding world in order to analyze the scene they act on ([4], [15]). Let its
vision system be a syntactic one based on graph representation of the spatial
relationships between obstacles the agent should navigate among. Let according
to, for instance, the optimization requirements, the system prefers one direction
but admits also another ones allowing to navigate without collision. In such a
case the scene would be represented by a classical (i.e. not fuzzy) IE graph but
directions the agent can choice would be represented by fuzzy sets. The decision
making system would be based on fuzzy inference.

Fourth example. Let us consider computer-aided analysis and recognition of
pathological wrist bone lesions ([13], [17]). This method consists on analysis of
the structure of the said bones based on palm radiological images. During pre-
processing operations in the examined X-ray images the bones contours were
separated and a graph, representing bones and spatial relation between them,
was spanned. In the beginning, spatial relationships given by the graph edges
were represented by single directions ([17]) but later each basic spatial relation-
ship was represented as angular interval ([13]). The second approach can be
interpreted in such a way that every basic spatial relationship is described as a
fuzzy set for which its membership function has positive values on the specified
angular interval and is equal to zero outside this interval. It should be mentioned
that in ([13]) such interpretation was not considered.

Recapitulating, four examples in which various aspects of possibility of im-
prove syntactic approach by fuzzy sets has been discussed. The classical IE
graphs can be generalized by including fuzzy sets to description their nodes
(example 1), edges (example 4), both the nodes and edges (example 2) and
fuzzy inference approach can be applied to classical graphs (i.e. non-fuzzy ones)
- example 3.

3 Fuzzy IE Graphs for Fuzzy Patterns Representation

Let us remind definition of an IE graph ([5]). An indexed edge-unambiguous
graph, an IE graph over Σ and Γ is a quintuple

g = (V,E,Σ, Γ, Φ),

where

V - is a finite, nonempty set of nodes to which indices have been ascribed in an
unambiguous way,

Σ - is a finite, nonempty set of node labels,
Γ - is a finite, nonempty set of edge labels,
E - is a set of edges of the form (v, λ, w), v, w ∈ V, λ ∈ Γ , such that index of v

is less than index of w,
Φ : V → Σ - is a node labelling function.
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Assume that both labelled objects in nodes of a graph and spatial relations
are represented by fuzzy sets of a first order with membership functions µi and νi

respectively. Let, furthermore, the set of all objects Σ be n-elemental and the set
of all spatial relations be k-elemental. Let us define, informally, a fuzzy IE graph
as an IE graph in which nodes labels are replaced by a vector µ = [µ1, . . . , µn] of
values of membership functions µi, i ∈ {1, . . . , n} and edges labels are replaced
by vector ν = [ν1, . . . , νk] of values of membership functions νj , j ∈ {1, . . . , k} -
see Fig.1.

The fuzzy measure of an outcome IE graph, obtained form a given fuzzy IE
graph, is equal to the value of a T -norm T of the values components of the node
and edge vectors. An axiomatic definition of T -norms is given in [14], definition
4.22, page 80. Having a fuzzy IE graph R the fuzzy measure λr of an outcome
graph r is calculated as

λr = T

(
T
P

p=1

(
µp

fr(p)

)
, T

S

s=1

(
νs

gr(s)

))
where

p - is a number of a regarded node,
s - is a number of an edge,
fr(p) - is a chosen component number of a vector µp whereas
gr(s) - is a chosen number of component of a vector νs.

If the arithmetic product is used as a T -norm then the presented parsing al-
gorithm (see Section 3) is identical to the random parsing algorithm described
in [16].

4 Parallel Parsing of Fuzzy IE Graphs

Given an unknown pattern represented by a fuzzy IE graph R, the problem of
recognition of a pattern under study is to determine if an outcome IE graph r,
obtained from the fuzzy IE graph R, belongs to a graph language L(G) generated
by an ETPL(k) graph grammar G. In the proposed parallel and cut-off strategy
of fuzzy IE graph parsing a number of simultaneously derived graphs is equal to
a certain number limit. In this case, derived graphs spread through the search
tree, but only the best, that is with maximum measure value, limit graphs are
expanded.

Let us introduce the following notations: Z - a starting graph of an ETPL(k)
graph grammar G,P - is a set of productions of the grammar G,R - an analyzed
fuzzy graph. The idea of the proposed parsing algorithm is the following:

1. Apply to the starting graph Z productions belonging to the set P , which are
admissible for further derivations. If such productions do not exist then stop
the parsing algorithm.

2. For subgraphs obtained in the point 1, compute values of their membership
functions using a given T -norm.
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Fig. 1. An example of fuzzy IE graph representing an unknown pattern

3. For further derivation choose a number (limit) of derived subgraphs with the
biggest values of membership function.

4. To the chosen subgraphs apply these productions from P which are admis-
sible for further derivations. If such productions do not exist then stop the
parsing algorithm.

5. Repeat the points 3 and 4 until fuzzy-outcome graph R is obtained.
6. Stop the parsing algorithm.

An example of the introduced algorithm application can be found in [2].
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Summary. Boosting is one of the most popular methods of multiple classification.
In the paper we propose a method for speeding up the learning process by modifying
the backpropagation algorithm and fuzzy clustering algorithm for boosting learning of
several neuro-fuzzy classifiers. Simulations show superior performance of our method
comparing to a standard boosting classification.

1 Introduction

Classifiers can be combined to improve accuracy. By combining intelligent learn-
ing systems, the model robustness and accuracy is nearly always improved, com-
paring to single-model solutions. Popular methods are bagging and boosting
which are meta-algorithms for learning different classifiers. They assign weights
to learning samples according to their performance on earlier classifiers in the
ensemble. Thus subsystems are trained with different datasets. In the paper we
develop a method for speeding up the gradient learning process in neuro-fuzzy
system ensembles by modifying the backpropagation algorithm and the FCM
clustering algorithm. In the next section we describe the AdaBoost algorithm,
in Section 3 we propose a new method for backpropagation learning and in Sec-
tion 4 we modify the FCM algorithm for boosting. We verify the methods on a
well known data benchmark in Section 5.

2 Adaboost Algorithm

In this section we describe the AdaBoost algorithm which is the most pop-
ular boosting method [4],[7],[9]. Let us denote the l-th learning vector by
zl = [xl

1, ..., x
l
n, y

l] , l = 1...m is the number of a vector in the learning se-
quence, n is a dimension of input vector xl, and yl is the learning class label.
Weights, assigned to learning vectors, have to fulfill the following conditions
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(i) 0 < Dl < 1, (ii)
m∑

l=1

Dl = 1. (1)

The weight Dl is the information how well classifiers learned in consecutive
steps of an algorithm for a given input vector xl. Vector D for all input vectors
is initialized according to the following equation

Dl
t =

1
m

, for t = 0, (2)

where t is the number of a boosting iteration (and a number of a classifier in
the ensemble). Let {ht(x) : t = 1, ..., T} denotes a set of hypotheses obtained
in consecutive steps t of the algorithm being described. For simplicity we limit
our problem to a binary classification (dichotomy). Similarly to learning vectors
weights, we assign a weight ct for every hypothesis, such that

(i)
T∑

t=1

ct = 1, (ii) ct > 0. (3)

Now in the AdaBoost algorithm we repeat steps 1-4 for t = 1, . . . , T :

1. Create hypothesis ht and train it with a data set with respect to a distribution
dt for input vectors.
2. Compute the classification error εt of a trained classifier ht according to the
formula

εt =
m∑

l=1

Dl
t(z

l)I(ht(xl) �= yl), (4)

where I is the indicator function

I(a �= b) =
{

1 if a �= b
0 if a = b

. (5)

If εt = 0 or εt ≥ 0.5, stop the algorithm.
3. Compute the value

αt = 0.5 ln
1 − εt

εt
. (6)

4. Modify weights for learning vectors according to the formula

Dt+1(zl) =
Dt(zl) exp{−αtI(ht(xl) = yl)}

Nt
, (7)

where Nt is a constant such that
m∑

l=1
Dt+1(zl) = 1. To compute the overall out-

put of the ensemble of classifiers trained by AdaBoost algorithm the following
formula is used

f(x) =
T∑

t=1

ctht(x), (8)
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where
ct =

αt∑T
t=1 |αt|

(9)

is classifier importance for a given training set. The AdaBoost algorithm is a
meta-learning algorithm and does not determine the way of learning for classifiers
in the ensemble.

3 Backpropagation Learning in Boosting Neuro-fuzzy
Ensembles

In this section we show a modification of the backpropagation algorithm for
speeding up learning in boosting ensembles. In the first step of the above al-
gorithm there exists imprecise statement ”train it with a data set with respect
to the distribution for input vectors x”. There exists several methods for taking
into account weights Dq

t , t = 1, . . . , T , q = 1, . . . ,m in the process of learning.
Please note that q = l for the first epoch. There are several methods to take
into account the input vector weights during training. Let us assume that our
classifiers are neural networks or neuro-fuzzy systems trained by the backprop-
agation algorithm. One of the methods is based on picking samples at random
with the probability Dq

t being equal to weights of samples xq, q = 1, . . . ,m and
in this way creating a new learning set for the hypothesis ht. Unfortunately this
method is nondeterministic and researchers obtain different results using it. In
[4] it is recommended to use, for each hypothesis, modified error function which
depends on weight values for learning vectors. The basis for further work can be
a formula given in [7], where standard error in the backpropagation algorithm is
multiplied by sample weights

Qq(l) = (yq(l) − hq
t (x

q(l)))2Dq
t (l), q = 1, ...,M, t = 1, ..., T. (10)

This approach has the following drawback. Let us assume that in a learning set
there is a large number of vectors, say 10 000. From (10) it results that weight
values in initial steps of AdaBoost will be very small, e.g. dq

t = 1
10000 for t = 1.

Error values used during training are very small, so the training will be quite
long. Please note that the weights are modified after a given classifier is trained.
To overcome the problem a new method for incorporating sample weights will
be proposed.

In the paper we use Mamdani neuro-fuzzy systems designed using the Larsen
rule. Output of such systems is given by

y =

N∑
r=1

ȳr · µB̄r (ȳr)

N∑
r=1

µB̄r (ȳr)
, (11)

where membership functions of fuzzy sets B̄r, r = 1, . . . , N , are given by
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µB̄r (y) = sup
x∈X

[
µA′ (x)

T∗ µAr→Br (x, y)
]
. (12)

If we assume that we use singleton defuzzification then above formula takes the
following form

µB̄r (y) = µAr→Br (x̄, y) = T (µAr (x̄) , µBr (y)) . (13)

Let us observe that
µAr (x̄) =

n

T
i=1

(
µAr

i
(x̄i)
)
, (14)

and assume that
µBr (ȳr) = 1. (15)

Then, using a t-norm property (T (a, 1) = a), we obtain a formula describing a
single Mamdani fuzzy system

ȳ =

N∑
r=1

ȳr · n

T
i=1

(
µAr

i
(x̄i)
)

N∑
r=1

n

T
i=1

(
µAr

i
(x̄i)
) . (16)

Linguistic variables are described by the Gaussian membership function

µAr
i
(xi) = exp

[
−
(
xi − x̄r

i

σr
i

)2
]
. (17)

If we choose product t-norm, then the neuro-fuzzy system with the center average
defuzzification and Mamdani-type relation is described by

ȳ =

∑N
r=1 ȳr

[∏n
i=1 exp

(
−
(

xi−x̄r
i

σr
i

)2
)]

∑N
r=1

[∏n
i=1 exp

(
−
(

xi−x̄r
i

σr
i

)2
)] , (18)

and the network structure of the system is depicted in Fig. 1. Let us denote a
pair of input vector and output signal by xq and dq, respectively, where q denotes
vector number, q = 1, . . . ,M . Let us define the error

Qq =
1
2

[f(xq)− dq]2 . (19)

During learning we tune parameters ȳr, x̄r
i , σ

r
i to minimize (19) for all learning

vectors. The most common approach is the use of gradient algorithms. Value of
ȳr parameter is computed by

ȳr (l + 1) = ȳr(l)− η
∂Q

∂ȳr
|l , (20)
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Fig. 1. Single Mamdani neuro-fuzzy system

where l = 0, 1, 2... is a number of step of gradient algorithm, and η is a learning
coefficient. Output signal value depends on ȳr only by the numerator of (18).

Let us assume that a =
N∑

r=1
ȳrzr, b =

N∑
r=1

zr and zr =
∏n

i=1 exp
(
−
(

xi−x̄j
i

σj
i

)2
)

.

Then we can write modification of the parameter ȳr for consecutive steps as
follows

ȳr(l + 1) = ȳr(l) − η
f − d

b
zr. (21)

An analogical deliberation for parameters x̄r
i and σr

i yields

x̄r
i (l + 1) = x̄r

i (l) − η
f − d

b
(ȳr − f)zr 2(xq

i − x̄r
i (l))

σr2
i (l)

, (22)

σr
i (l + 1) = σr

i (l)− η
f − d

b
(ȳr − f)zr 2(xq

i − x̄r
i (l))

2

σr3
i (l)

. (23)

Formulas (21-23) can be treated as a special case of the backpropagation
algorithm. If we would like to build a modular learning system based on boost-
ing consisted of several neuro-fuzzy systems with gradient learning, we end up
with similar problems as in modular boosting neural networks. Here we propose
a method for neural networks [8] adopted for neuro-fuzzy systems. Learning
coefficient for a sample q is computed in every step t of the algorithm. We
tend to a situation where samples with maximal weight values have the same
learning coefficient as set by the researcher, i.e. νq

t = η for samples for which
Dmax

t = max
i=1,...,M

Di
t where m is the number of learning vectors. For the rest

of samples the learning coefficient should be respectively smaller. To fulfill the
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above assumptions we propose the following modification of the learning coeffi-
cient for all learning vectors

νq
t = η

Dq
t + 1

Dmax
t + 1

, (24)

where Dmax
t is the maximal value of sample weights for t-th hypothesis. Finally

we obtain the new formulas for parameters update in an ensemble of Mamdani
neuro-fuzzy systems

ȳr
t (l + 1) = ȳr

t (l) − νq
t

ft−d
bt

zr
t =

ȳr
t (l) −

(
η

Dq
t +1

Dmax
t +1

)
ft−d

bt
zt

r ,
(25)

x̄
(r)t
i (l + 1) = x̄

(r)t
i (l)− νq

t
ft−d

bt
(ȳr

t − ft)zr
t

2(x(p)t
i −x̄

(r)t
i (l))

σ
(r)t2
i (l)

=

x̄
(r)t
i (l)−

(
η

Dq
t +1

Dmax
t +1

)
ft−d

bt
(ȳr

t − ft)zr
t

2(x(p)t
i −x̄

(r)t
i (l))

σ
(r)t2
i (l)

,
(26)

σ
(r)t
i (l + 1) = σ

(r)t
i (l)− νq

t
ft−d

bt
(ȳr − ft)zr

t
2(x(p)t

i −x̄
(r)t
i (l))2

σ
(r)t3
i (l)

=

σ
(r)t
i (l)−

(
η

Dq
t +1

Dmax
t +1

)
ft−d

bt
(ȳr

t − ft)zr
t

2(x(p)t
i −x̄

(r)t
i (l))2

σ
(r)t3
i (l)

,
(27)

where d is desired output and f is the output of a neuro-fuzzy system. In the next
section we propose a modification of the FCM clustering algorithm for boosting
ensemble modification.

4 FCM Modification for Boosting Initialization

One of several advantages of fuzzy systems is the possibility of interpretation of
the knowledge. Thanks to this we can also initialize the parameters of the fuzzy
system. A common method for such initialization is the use of the Fuzzy C-
Means algorithm [1], [2], [5]. The FCM algorithm is based on fuzzy clustering of
data vectors and assigning membership values to them. The algorithm is derived
by minimizing the criterion [6]

J (X;U;V) =
C∑

i=1

M∑
q=1

(µiq)
m ‖xq − vi‖2

A (28)

and U = [µiq] ∈ Z is a partition matrix of dataset X, and V = [v1,v2, ...,vC ]
is a vector of centers to be determined by the algorithm, vi ∈ Rn, i = 1, . . . , C.
The algorithm can be stopped when matrix U does not change or the change is
below certain level (

∥∥U(l+1) −U(l)
∥∥ < ε). Alternatively we can check the change

of centers, i.e.
∥∥V(l+1) −V(l)

∥∥ < ε, where l the iteration number in the FCM
algorithm. We modify the FCM algrithm by adding sample weight Dq

t to the
formula for computing data objects memberhips, please see Fig.2.
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Fig. 2. Flowchart of the modified FCM algorithm

5 Numerical Simulations

In this section we test the efficiency of our methods on the Glass Identification
problem [3]. The goal is to classify 214 instances of glass into window and non-
window glass basing on 9 numeric features. We took out 43 instances for a
testing set. We obtained 97.67% classification accuracy. We used 5 neuro-fuzzy
classifiers described in Table 1. Simulations shows superior performance and
faster convergence of the proposed approach comparing to the literature.

Table 1. Numerical results of Glass Identification

Classifier 1 Classifier 2 Classifier 3 Classifier 4 Classifier 5

No. of rules 2 2 2 2 2
No. of epochs 20 30 50 100 40
Coefficients ct 0.13 0.01 0.17 0.34 0.34
Classification % 88.37 76.74 90.6 97.67 97.67
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6 Conclusions

The paper presents two methods improving the Adaboost algorithm. The first
improvement is obtained by the novel method of incorporating sample weights
into gradient learning. The second one is a modification of the FCM clustering
algorithm to better initialize a neuro-fuzzy ensemble. Simulations shows superior
performance and faster convergence of the proposed approach comparing to the
literature.

Acknowledgement. This work was supported in part by the Foundation for
Polish Science (Professorial Grant 2005-2008) and the Polish State Committee
for Scientific Research (Grant Nr T11C 04827).
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Summary. In this paper, it is shown that active hypercontours can be interpreted as a
method for information fusion. The fusion concerns using of information from diverse
sources and of different type (data and knowledge). Moreover, active hypercontours
can work as group classifiers.

1 Introduction

Roughly speaking information fusion is a methodological and computational
approach which allows the use of different forms of information from diverse
sources to solve the given task - Fig. 1. Application of number of systems con-
currently solving the task is also recommended; here, a method for taking the
final decision must be proposed [1-8] - a classical example is the majority voting.
Another closely related problems concerns the criteria for choice of classifiers,
development of metaclassifiers, sequential recognition, consideration of uncertain
information, etc. [1-13]. A variety of problems can be stated, but we focus our
attention on clustering and classification.

Let us remind definitions of basic concepts, namely data, information and
knowledge:

• Data - Formalized representation of facts, numbers or notions that enables
their manual as well as automatic transmission and processing. Numerical
data are represented by characters and specialized symbols.

• Information - Meaning that is assigned to data in terms of a suitable con-
vention proper for a given type of both data and processing system. This
notion is also used when results of data processing are considered. Informa-
tion scientists and practitioners often happen use the notions of data and
information interchangeably.

• Knowledge - Awareness or familiarity gained by experience; a theoretical or
practical understanding of a subject.

Originally, active contour methods [14, 15, 16, 21] were developed as tools
for the low-level image segmentation (Fig. 2), but with the ability to use high-
level information. The main idea of this approach is to find an optimal contour

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 327–333, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. Idea of information fusion

in the space of considered contours representing certain region in the image.
The search is performed during evolution process (optimization) in which the
given objective function, called energy, evaluates the quality of contour. Energy
function is usually composed of two components, namely internal and external
which express demands to the shape of contour and features of the ground,
respectively.

Fig. 2. Image segmentation using active contour

Moreover, contours are contextual classifiers of pixels (with a part of the pixels
belonging to the interior and the other part - to the exterior of a given contour)
and active contours are methods of optimal construction of classifiers [17, 18].
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2 Adaptive Potential Active Hypercontours

Let us consider potential active hypercontours (PAH) - an implementation of
active hypercontours introduced in [17]; see also [18, 19].

Let X - called feature space - be a metric space with metric ρ : X ×X → R.
The potential hypercontour h is determined by set Dc of labeled control points
and assigned to them potential functions P c

i , i = 1, 2, . . . , N c (Fig. 3.).
Each point xc

i is a source of potential (similar to the electrical one), the value
of which decreases as the distance from that point grows. There are many ways
to define P c

i , for example:

• exponential potential function

P c
i = Ψi exp

(−µiρ
2 (xc

i ,x)
)

• inverse potential function

P c
i =

Ψi

1 + µiρ2 (xc
i ,x)

where real numbers Ψi and µi are parameters characterizing the potential field
of each control point. Note that the number of control points, their distribution
and field parameters fully determine the shape of hypercontour.

Since each control point is labeled, i.e. one disposes of pairs (xc
i , l

c
i ), then h is

in fact a classifier and it can be formally defined as follows:

C(x) = arg maxl∈L

N∑
i=1

P c
i (xc

i ,x) δ (lci , l)

where L is set of labels, lci , l denote labels of xc
i and the examined one, respec-

tively, while:

δ (lci , l) =
{

0 for lci �= l
1 for lci = l

Potential active hypercontour (PAH) possesses the ability of evolution with
change of the location of control points, and with modification of parameters
of potential functions. The search of optimal hypercontour is performed by op-
timization of some performance index E called energy in the theory of active
contours; E : H → R∪{0} with H being the space of all available hypercontours.
It has been proven in [17] that each hypercontour generates the corresponding
classification function. This statement is true if the space X is metric. In E
almost any type of information can be used assuming that we are able to im-
plement this information in the computer oriented form. We can also decide if
the classification is supervised or unsupervised. The present paper deals with the
supervised one because of its more intuitive realization.

As mentioned above, there is certain freedom in defining of energy function
E. However, we aim at incorporation of expert knowledge into E and there are
many ways to do it. For example:
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E(h) =
J∑

j=1

χj

[
1 − δ

(
lcor
j , C(xcor

j )
)]

for each hypercontour h ∈ H where C is a corresponding to h classifier. Here,{(
xcor

j , lcor
j

)}
j=1,...,J

denotes the set of correctly labeled objects (reference con-
cepts or reference points), χj is a real number introduced by expert and inter-
preted as significance of j-th reference point for correct classification, and δ is
the Kronecker symbol.

Fig. 3. Hypercontour h determined by control points {⊗, ⊕}; binary classification case

A similar concept of using expert opinion was proposed in the unsupervised
classification problem [20] where expert estimated proximity between pairs of
objects from the training set.

The search for optimal hypercontour may be conducted in many ways - e.g. by
the use of simulated annealing or genetic algorithm; both perform global search
and do not use gradient. In this work, we apply the former method.

Another interesting and powerful mechanism is adaptation. Discrimination
ability of the given hypercontour is limited and it depends on the number of
control points (assuming that other parameters are fixed). Flexibility of the
potential active hypercontous (PAH) can be improved if we incorporate the
change of the number of control points into the optimization procedure. The rate
of misclassification in some area of space X can be the reason for introducing a
few new control points.

3 Fusion

As shown in [17, 18] respectively, active hypercontours and active contours are
contextual classifiers. Notice that the form of energy determines the classifier
(assuming that the form of the potential function has been fixed).

When considering the particular active hypercontours presented in Section 2,
we state that the contour is determined by the set of control points xc

i (i =
1, 2, . . . , N c). Looking for analogy in the neural networks theory, we can tell
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that control points play the role of weights, while reference points xcor
j (j =

1, 2, . . . , J) create the learning (or training) set of known correctly labeled objects
(lcor

j denotes the corresponding label).
Moreover, it is important to mention that expert knowledge is incorporated

in the formula of energy. Consequently, we state that in the active hypercontour
approach fusion is performed on three sources of information: expert knowledge
(reflected in the formula of the energy), information reflected in χj , data - ref-
erence points, cf. Fig. 1.

Notation:

• Ek - formula of energy used for construction of the classifier Ck;
• ν - number of iteration within the active hypercontour algorithm (ν =

0, 1, 2, . . .);
• Ek

ν = Ek
ν (hν) - value of energy in the n-th iteration.

Taking certain form of energy function Ek, we aim at construction of the corre-
sponding classifier Ck and thereby we decide about the actual form of the hy-
percontour which we are looking for. Due to its activity, the method generates a
sequence of hypercontours. Each ν-th proposed hypercontour hν is evaluated by
the energy function of the form k. If the quality of current hypercontour is not
good enough (Ek

ν is too large), then the hypercontour is modified in such a way
that it should better fulfill the expectation closed in the form of the energy - in
other words, the next possibly better hypercontour is created. We can perform
the process with another form of energy, i.e. use another classifier l, l �= k.

3.1 Classifier Ensembles

Within this strategy, all available classifiers are working simultaneously on par-
allel computers, if available. Each ν-th proposed hypercontour is evaluated by
the energy function Ek of the form k and after each ν-th iteration we dispose of
K hypercontours and K values Ek

ν . Two criteria for finishing classification can
be applied:

• number of iterations which is common for all K processes;
• separate minimization of each energy function according to its specific

criterion.

Once the computations have been finished the best result can be chosen or rank-
ing of results can be created. Additionally, any known technique of classifiers’
fusion, such as voting can be applied.

3.2 Quasi-competitive Classification

The actual ν-th hypercontour is evaluated by all available energy functions Ek

(k = 1, 2, . . . ,K). However, we decide for one particular classifier p determined by
the hypercontour which is driven by the energy function Ep. We can start (ν = 0)
with randomly chosen p or chose this form of energy for which Ek

0 is minimal.
After some number of iterations, say M , we may observe that the hypercontour
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fulfills requirements of another, ’strange’ energy function Eo (o �= p) better than
of its own energy Ep currently used for making decisions. This is possible because
modifications of the hypercontour depend on both internal and external energy.
If the ground (external energy) does not allow some modifications forced by the
internal energy, then the actual value Ep

ν may not be the smallest one. Since
the currently chosen classifier is not good enough, it is reasonable to evaluate
another one, here determined by Eo, during next M iterations.

The quasi-competitive recognition seems to be close to human perception.
If one concept seems to be better than another, we try to confirm the new
hypothesis.

4 Concluding Remarks

Adaptive potential active hypercontour method can be interpreted in terms of in-
formation fusion. The reason is that the method uses three forms of information
sources: expert knowledge, information and data. Moreover, by the organization
of computations one can obtain classifier ensembles and any known technique,
such as voting can be applied to increase the quality of final classification. The
quasi-competitive classification have also been described. Obviously, other sim-
ilar variants or combination of both organization of computations can also be
proposed.

In case of image segmentation the main problems are construction of relevant
energy function and incorporation of human knowledge about possible content
of images [21]. In practice, the system must be restricted to well-defined and
relatively small domain of shapes. The same problems must be addressed if
active hypercontours are considered.
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Summary. In this article an efficient audio ad recognition procedure is presented.
Proposed algorithm uses the multidimensional orthogonal representation of the audio
signal to parametrize the ad. Simulation results are presented for different recording
data conditions.

1 Introduction

One of the main function of the media research companies is the radio and
television ads monitoring. To investigate what and when is broadcast the efficient
method of ad recognition is needed. In this article a new method is proposed
which can be used for for the poor quality audio signals.

2 Multidimensional Audio Signal Parametrization

Given a vector |y >T of samples {y0, . . . , yT } of a time-series (a voice+music
signal), observed on a finite time interval {0, . . . , T}, the signal parametrization
problem can be stated as follows (see Figure 1). The estimate of the desired
signal

|x̂{M}
N >T � P(ST )|x >T (1)

is the orthogonal projection of the element |x >T on the space ST spanned by
the following set of the linear and nonlinear observations

|Y >T = [|1Y >T |2Y >T . . . |MY >T ] (2)

where

|mY >T = [|yi1 . . . yim >T ; i1 = 0, . . . , N,

i2 = i1, . . . , N, . . . , im = im−1, . . . , N ] (3)

for m = 1, . . . ,M . The orthogonal projection operator on |Y >T is defined as

P(ST ) � |Y >T< Y |Y >−1
T < Y |T (4)

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 334–339, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. The estimate |x̂ >T of the desired signal

If an ON (generalized; i.e., multidimensional) basis of the space ST is known,
the projection operator on ST can be decomposed as

P(ST ) =
N∑

j1=0

P(|rj1
0 >T ) + . . . +

+
N∑

j1=0

. . .

N∑
jM=jM−1

P(|rj1,...,jM

0 >T ) (5)

where P(|rj1,...,jm

0 >T ) stands for the orthogonal projection operator on the one-
dimensional subspace spanned by the element rj1,...,jm

0 ,m = 1, . . . ,M of an ON
basis of the space ST . Since

P(|rj1,...,jw

0 >T ) = |rj1,...,jw

0 >T< rj1,...,jw

0 |T (6)

the orthogonal expansion of the estimate of the desired signal can be written as

|x̂{M}
N >T = P(ST )|x >T =

N∑
j1=0

|rj1
0 >T< rj1

0 |x >T +

+ . . . +
N∑

j1=0

. . .

N∑
jM=jM−1

|rj1,...,jM

0 >T< rj1,...,jM

0 |x >T (7)

The estimation error associated with the element |x̂{M}
N >T is then

|xε{M}
N >T � P(S⊥

T )|x >T = |x >T −|x̂{M}
N >T ⊥ ST (8)

The estimate (1) will be called optimal (in the least-squares sense) if the norm

‖ |xε{M}
N >T ‖ =<x ε

{M}
N |xε{M}

N >
1
2
T (9)

of the estimation error vector (8) is minimized for each T = 0, 1, 2, . . ..
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The multidimensional signal parametrization problem can be solved by the
derivation of a (generalized) ON basis of the estimation space ST (i.e. calcula-
tion of the orthogonal representation (the generalized Fourier coefficients) of the
vector |x >T in the orthogonal expansion (7)).

To derive the desired ON basis of the estimation space ST , we employ (consult
[1]) the following

Theorem 2.1 The partial orthogonalization step results from the recurrence
relations

|ej1,...,jw

i1,...,iq
>T = [|ej1,...,jw−1

i1,...,iq
>T +

+|rj1,...,jw

i1,...,iq+1 >T ρj1,...,jw

i1,...,iq ;T ](1 − (ρj1,...,jw

i1,...,iq ;T )2)−
1
2 (10)

|rj1,...,jw

i1,...,iq
>T = [|ej1,...,jw−1

i1,...,iq
>T ρj1,...,jw

i1,...,iq ;T +

+|rj1,...,jw

i1+1,...,iq+1 >T ](1 − (ρj1,...,jw

i1,...,iq ;T )2)−
1
2 (11)

where
ρj1,...,jw

i1,...,iq ;T = − < ej1,...,jw−1
i1,...,iq

|rj1,...,jw

i1,...,iq+1 >T (12)

Proof can be found in [1].
The above relations make it possible to construct an orthogonal paramet-

rization (decorrelation) filter, operating directly on the signal samples. The
coefficients

ρj1,...,jw

0;T (13)

can be interpreted as generalized Fourier coefficients which represent paramet-
rized signal in the multidimensional space.

The above recurrence relations (11) actually solve the problem of the real-time
derivation of the (generalized) ON basis of the estimation space. The diagram
of the signal parametrization filter is presented in Figure 2.

The Schur coefficients (13) can be used for audio signal parametrization. En-
tire audio commercial parametrization procedure can be done in the tree steps:

1. dividing audio ad signal into the one second long pieces

yTk
= {yT (n);n = k ∗ fP , k ∗ Fp + 1, ..., k ∗ 2 ∗ fp − 1} (14)

where k means k-th signal section and k = 0, 2, ...,K − 1.
2. computing Schur coefficients (13) vector for each piece
3. construct ID matrix for the audio commercial (using Schur coefficients vec-

tors as its rows)

YM =

⎛⎜⎝ ρ0
0;T0

... ρj1,...,jw

0;T1
...

...
...

...
...

ρ0;TK−1 ... ρj1,...,jw

0;TK
...

⎞⎟⎠ (15)
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Fig. 2. Nonlinear orthogonal signal parametrization filter

To identify the one audio commercial the distances between pattern com-
mercial matrix vectors and identifying commercial matrix vectors is computing
by

di(Y M1, Y M2) =
∑

l

|Y M1(i, l)− Y M2(i, l)| (16)

for i = 0, 1, ...,K − 1 and l changes from 1 to matrix row length. If this distance
for one or more i is higher then establish value the recognition is negative.

3 Results

The presented algorithm of the audio commercial recognition was implemented
in C language and tested in PC environment. The following signals were tested:

• radio FM station commercials
• audio track from TV commercials

All ads were 8-bit signals sampled with frequency 11.2kHz. The following ele-
ments affect on recognition process:

• signals different levels
• different signal recording systems
• because before recognition process the commercial spot is divided into single

ads, one ad can have a fragment of other ad at its beginning and/or end, or
one ad can be cut at its beginning and/or end.

Table (3) shows influence of the filter parameters (filter order N and nonlinearity
degree M) on recognition effectiveness. Increasing values of the filter parameters
above some values does not correct the recognition effectiveness, but can make
it worse. It seems that filter order about N = 20 and degree nonlinearity M = 2
is the best solution.
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Table 1. Influence of the filter parameters on the recognition effectiveness

Filter parameters Recognition [%]
N=10, M=1 84
N=10, M=2 86
N=20, M=1 97
N=20, M=2 98
N=20, M=3 92
N=30, M=2 95

N - filter order, M - degree of nonlinearity

Table 2. Influence of the audio signal level on the recognition effectiveness. (N=20,
M=2).

Filter parameters Recognition [%]
signal 8-bits 98
signal 7-bits 91
signal 6-bits 51

Table (3) shows influence of the audio signal level on the recognition effective-
ness. High signal level is a necessary condition for good recognition effectiveness.

During simulation one could find that the type of the recording system (type
of the A/C card) does not influence on the recognition effectiveness for the
proposed algorithm.

To make possible recognition for cutting ads or ads with the other ads frag-
ments at their beginnings and/or their endings the cross-correlation function is
used to establish the shift between compered ads. The shift for which there is the
cross-correlation function maximum is used to position the compared ads. After
ads positioning and adequate signal fragments parametrization the recognition
effectiveness is about 98% (N = 20, M = 2).

4 Conclusions

The presented results allow for the following conclusions:

• Presented algorithm is efficient in more than 98
• Presented solution is resistant on the recording systems differences
• The algorithm demand good signal level (more than 6-bits for sample)
• Cutting ads or ads with the other fragments do not make the recognition

effectiveness worse
• Proper parametrization filter parameters selection is necessary for the high

recognition effectiveness.
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Summary. In this paper a method for recognition of handwritten characters based on
Gabor filters and Zernike moments is discussed. The technique can be summarized as
follows: in the preprocessing stage the input image is first normalized. Next the feature
extraction is performed. Thus, the image is represented by the feature vector. Mean
and standard deviation of the magnitude of the Gabor transform coefficients and the
Zernike moments are used as features. Classification is then carried out on the basis of
the extracted features.

1 Introduction

Handwritten recognition have been a main research subject in pattern recogni-
tion field. Application of handwritten character recognition is broad. The recog-
nition of handwritten characters, like other problems in pattern recognition, con-
sists of two major problems: feature selection and pattern classification. Feature
selection is problem-dependent and considered most central to the final result
of a recognition system [9]. Since handwritten characters of the same charac-
ter class can occur in great variety, it is desirable to generate a representation
that is invariant. A feature-based recognition of objects which is independent of
their position, size, orientation and other variations has been the goal of recent
research.

In this paper, a new method of feature extraction for the handwritten char-
acter recognition problem from an early vision point of view is introduced. A
set of spatial Gabor filters as receptive fields to operate on the handwritten
character images of multiple resolution scales is applied. Different responses for
different local spatial frequencies and directions are obtained. Features extracted
by Gabor filters (we call them Gabor features) have been successfully applied
to many pattern recognition applications such as character recognition. It seems
that Gabor features are good candidates for handwritten character recognition
because: 1) Gabor features are well motivated and mathematically well-defined,
2) they are easy to understand and fine-tune.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 340–347, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



Feature Extraction of Gray-Scale Handwritten Characters 341

Next, we implemented Zernike moments as feature descriptors in the appli-
cation of handwritten character recognition. Character image can be better de-
scribed by a small set of its Zernike moments than any other type of moments
such as geometric moments, rotational moments, and complex moments in terms
of mean-square error.

The feature vector is constructed using Gabor features and Zernike moments.

2 Preprocessing

The pictorial information is represented as a function of two variables (i, j).
The image in its digital form is usually stored as an two-dimensional array. If
N = {0, 1, . . . , N − 1} then D = N × N is the set of resolutions cells and the
digital image I is a function which assigns gray value to each and every resolution
cells, i.e. I : N ×N −→ G.

We perform normalizations on size before feature extraction. Because the
Zernike moments introduce a set of complex polynomials which form a complete
orthogonal set over the interior of a unit circle, i.e., x2 + y2 ≤ 1, the image
(N ×N) pixels is transformed and normalized over unit circle; i.e. x2 + y2 ≤ 1,
which the transformed unit circle image is bounding the square image (Figure 1)
[4], [7]. We have

rij =
√

x2
i + y2

j ; θ = tan−1(
yj

xi
)

xi =
√

2
N − 1

i +
−1√

2
; yj =

√
2

N − 1
j +

−1√
2

(1)

Fig. 1. Image transformation

3 Gabor Filter

The general functionality of the 2D Gabor filter family can be represented as a
Gaussian function modulated by a complex sinusoidal signal [3]. Specially, a 2D
Gabor filter g(x, y) can be formulated as

g(x, y) =
1

2πσxσy
exp[−1

2
(
x̄2

σ2
x

+
ȳ2

σ2
y

)] exp[2πjWx̄] (2)
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where [
x̄
ȳ

]
=
[

cos θ sin θ
− sin θ cos θ

]
·
[
x
y

]
, j =

√−1

and

• σx and σy are the scaling parameters of the filter and determine the effec-
tive size of the neighborhood of a pixel in which the weighted summation
(convolution) is performed,

• θ (θ ∈ [0, π]) specifies the orientation of the Gabor filters,
• W is the radial frequency of the sinusoid.

Fig. 2. Real (a) and imaginary (b) parts of Gabor wavelets

The Gabor filter has the following properties: tunable to specific orientations;
spectrally localised, which allows differentiation of linear patterns occurring over
a range of spatial scales or channels; spatially localised, which allows accurate
identification of linear patterns within a specific orientation. It has been shown
that the complex Gabor function achieves the lower bound of the uncertainty
principle. The 2D Gabor filter has the form of a complex sinusoid multiplied by
a 2D Gaussian filter. Gabor filters extract local information from the image, as
opposed to global techniques such as the Fourier transform.

In our work we use a bank of filters built from these Gabor functions for hand-
written character feature extraction. Before filtration, we normalize an image to
remove the effects of sensor noise and gray level deformation.

Gabor filters worked as local bandpass filters and each filter is fully determined
by choosing the four parameters {θ,W, σx, σy}. Assuming that N filters are
needed in an application, 4N parameters need to be optimized. The orientation
parameter θ should satisfy θ ∈ [0, π]. W is the radial frequency of the Gabor filter
and is application dependent. σx and σy are the effective sizes of the Gaussian
functions and are within the range [σmin, σmax].

Fourier transform of the two-dimensional Gabor function (2) can be written
as

H(u, v) = exp

{
−1

2

[
(u−W )2

σ2
u

+
v2

σ2
v

]}
(3)
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Fig. 3. Even-symmetric and odd-symmetric components of Gabor filters (two scales
and four orientations)

To eliminate sensitivity of the filter response to absolute intensity values, the
real (even) components of the 2-D Gabor filters are biased by adding a constant
to make them zero mean. Each channel is formed by a pair of real Gabor filters.
Let the output of each channel be given by

Cev(x, y;W, θ) = g(x, y) cos(2πW, x′) ∗ I(x, y) (4)

Codd(x, y;W, θ) = g(x, y) sin(2πW, x′) ∗ I(x, y) (5)

The channel output is computed as

C(x, y;W, θ) =
√

C2
ev + C2

odd (6)

Filters are implemented in frequency domain for better computational effi-
ciency. The mean value µ(W, θ) of a channel is computed by

µ(W, θ) =
1

K1K2

∑
C(x, y;W, θ) (7)

where K1K2 is the area of C(x, y;W, θ)
and standard deviation S(W, θ)

S(W, θ) =

√∑
(C(x, y;W, θ) − µ(W, θ))

K1K2
(8)

This value depends on the filter center frequency W and orientation θ. The
mean values provide powerful features for texture classification. The features are
rotation dependent since µ(W, θi) �= µ(W, θj) for i �= j.
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Fig. 4. Gabor filters convolution

4 Zernike Moments Descriptors

In this paper we had implemented Zernike moments (ZM) as feature descriptors
in the application of handwritten characters recognition [1],[5]. Orthogonality
property of the ZM enables redundancy reduction among their respective de-
scription and improve to computation efficiency.

The kernel of Zernike moments is a set of orthogonal Zernike polynomials
defined over the polar coordinate space inside a unit circle. The two-dimensional
Zernike moments of order ρ with repetition q of an image intensity function
f(r, θ) are defined as [4],[10]

Zpq =
p + 1
π

∫ 2π

0

∫ 1

0
Vpq(r, θ)f(r, θ)rdrdθ; |r| ≤ 1 (9)

where Zernike polynomials Vpq(r, θ) are defined as

Vpq(r, θ) = Rpq(r)e−ĵqθ; ĵ =
√−1 (10)

and the real-valued radial polynomials, Rpq(r) is defined as follows

Rpq(r) =

p−|q|
2∑

k=0

(−1)k (p− k)!

k!(p+|q|
2 − k)!(p−|q|

2 − k)!
rp−2k (11)

where 0 ≤ |q| ≤ p and p− |q| is even.
If N is the number of pixels along each axis of the image, then the discrete

approximation of Eq (9) is given by

Zpq = λ(p,N)
N−1∑
i=0

N−1∑
j=0

Rpq(rij)eĵqθijf(i, j) 0 ≤ rij ≤ 1 (12)

where λ(p,N) is normalizing constant

λ(p,N) =
4(p + 1)

(N − 1)2π
(13)

Zpq is split into its real Zreal
pq and imaginary Zimag

pq parts
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Zr
pq =

2(p + 1)
π

∫ 2π

0

∫ 1

0
Rpq(r)cos(qθ)f(r, θ)rdrdθ

Zi
pq =

2(p + 1)
π

∫ 2π

0

∫ 1

0
Rpq(r)sin(qθ)f(r, θ)rdrdθ (14)

where p ≥ 0, q > 0.
Because Zmn is complex, we use the Zernike moments modules |Zmn| as the

features of shape in the recognition of pattern.
The magnitude of Zernike moments has rotational invariance property.

5 Features Selection and Classification

To reduce dimensions of feature vectors we use LDA. LDA is a method to find
a transformation that can maximize the between-class scatter matrix Scatb and
minimize the within-class scatter matrix Scatw simultaneously

argD{max
DTScatbD

DTScatwD
} (15)

where D is the new most discriminative space.
Feature vector FV in the original feature space is projected to this new space

and have new feature NFV

NFV = DTFV (16)

which is used for classification.
The feature vector which is build-up with the Gabor feature parameters and

Zernike moments extracted from the input character image is projected onto
the LDA space. A simple classification scheme as k nearest-neighbor (kNN) is
utilized effectively.

NFVi is ideal feature vector for each class handwritten characters in the
training set. Unknown character is represented as NFVu. The distance dk of the
unknown character from class k is given by

dk = [
M∑

j=1

(NFVu −NFVkj)2]
1
2 (17)

where j = 1, . . . ,M and M is the number of the features.
The character is assigned to the class v such that

dv = min(dk). (18)

6 Experimental Results

In our experiments, the number of filters is 4 × 4 = 16 where s = 4 is the
number of scales (4, 8, 16 and 32 cycles/degree) and k = 4 is the number of
orientations (0◦, 45◦, 90◦ and 135◦) used in the multi-resolution decomposition
using Gabor functions. This gives a total 16 output images (4 for each frequency)
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from which the features are extracted. These features are the mean and the
standard deviation of each output image. Therefore 32 features per input image
are calculated.

The mean and the standard deviation values of the Gabor filtered characters
for various orientations are shown in the Table 1.

Table 1. Gabor features

Character Feature θ = 0◦ θ = 45◦ θ = 90◦ θ = 135◦

Mean 186,35 197,51 188,13 195,90

Std. dev. 46,668 39,648 46,271 40,16
Mean 184,36 189,21 193,31 198,65

Std. dev. 48,92 42,778 44,661 39,83

For some digital characters, the Zernike moments values for any order are
presented in Table 2.

Table 2. Zernike moments

Character (pq) (8,2) (8,4) (8,6) (10,6) (10,8)

83,3 16,2 1,4 10,4 1,8

142,2 18,2 1,65 14,6 0,9

7 Conclusion

In this paper, we have studied Gabor features and Zernike moments and its
properties and proposed its use for the recognition of handwritten characters.
The recognition rate of using combinations of Gabor features and Zernike mo-
ments order 10 (34 moments) was found - 98.7%. For real time applications, we
prefer only 32 Gabor features and 34 Zernike moments. When more feature sets
were used, the recognition rate was found to be higher.
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Summary. Data projections or, more generally, data linear transformations, in some
cases allow to enhance interesting regularities in data sets. We pay particular attention
to linear transformations from multidimensional feature space on a line and on a plane.
In such cases, transformed data sets can be visualized and the resulting patterns can
be evaluated by an expert both analytically and subjectively in accordance with the
expert’s opinion. The projection pursuit provides well developed methods for designing
interesting projections of data sets related to the normal model. Here we are considering
separability criteria for designing projections.

1 Introduction

Discovering meaningful patterns in data sets or useful data models are the most
important goals of exploratory data analysis. Variety of tools of multivariate
statistical analysis [1] or pattern recognition [2] can be used for this purpose.
Explored data is usually represented as feature vectors of the same dimension-
ality or as points in multidimensional feature space. If feature vectors have been
assigned an a priori category then they can be grouped as learning sets linked
to particular categories.

Data linear transformations, in some cases allow to enhance interesting pat-
terns in data sets. Linear transformations based on the methods of principal
components analysis [3] or discriminant analysis [4] can be used for this pur-
pose. Projections of multidimensional feature vectors on a line or on a plane
are special cases of linear transformations. Projection pursuit is well developed
method of designing projections [5]. The ”interesting” projections identified by
this method takes into account deviations from the normal model.

Designing data projections can be also based on the principle of separability
[6]. Data transformation should assure the dimensionality reduction while pre-
serving the separability of the learning sets. Designing linear transformations
in accordance with the principle of separability can be carried out through mini-
mization of the convex and piecewise linear (CPL) criterion functions. The sepa-
rable transformations give a chance for discovering valuable patterns in learning
sets. These topics are analyzed in the presented paper.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 348–355, 2007.
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2 Linearly Separable Sets

Let us assume that descriptions of objects stored in a given database are rep-
resented as the so-called feature vectors x = [x1, ..., xn]T , or as points in the n-
dimensional feature space X[n] (x ∈ X[n]). The components xi of the vectors
x called features are numerical results of a variety of examinations or measure-
ments of a given object. We can assume that the feature vectors x can be of the
mixed, qualitative-quantitative type. It means that each feature xi (i = 1, ..., n)
can take a binary value (xi ∈ {0, 1}) or a real value (xi ∈ R).

We assume that a given database contains descriptions xj(k) of m objects
(j = 1, ...,m) labelled in accordance with one of the category (class) ωk (k =
1, ...,K). For example, a clinical database contains the descriptions of m patients
xj(k) labelled in accordance with their clinical diagnosis ωk. As an another
example - the categories ωk could stand for particular letters ”a”, ”b”, ”c”,...
In this case, the feature vectors xj(k) of particular category ωk, could represent
different styles of writing or printing of the letter of given category. The learning
set Ck contains mk labelled feature vectors xj(k) related to the k-th class or
category ωk:

Ck = {xj(k)} (j ∈ Ik) (1)

where Ik is the set of indices j of the feature vectors xj(k) belonging to the class
ωk.

We are considering the separation of the sets Ck (1) by the hyperplanes
H(wk, θk):

H(wk, θk) = {x : (wk)T x = θk} (2)

where wk = [wk1, ..., wkn]T ∈ Rn is the weight vector, θk ∈ R1 is the threshold.

Definition 1. The feature vector x is situated on the positive side of the hyper-
plane H(wl, θl) if and only if (wk)T x > θl. Similarly, the vector x is situated
on the negative side of H(wl, θl) if and only if (wk)T x < θl.

Definition 2. The learning sets (1) are linearly separable if each of the sets Ck

can be fully separated from the sum of the remaining sets Ck′ by some hyperplane
H(wk, θk) (2):

(∀k ∈ {1, ...,K}) (∃wk, θk) (∀xj(k) ∈ Ck) (wk)T xj(k) > θk (3)
and (∀xj′ (k′) ∈ Ck′) (wk)T xj′(k′) < θk

In accordance with the relation (3), all the vectors xj(k) belonging to the learning
set Ck are situated on the positive side of the hyperplane H(wk, θk) (2) and
all the feature vectors xj′(k′) from the remaining sets Ck′ are situated on the
negative side of this hyperplane.

3 Linear Transformations of Feature Vectors

We will take into consideration the projection of n-dimensional feature vectors
xj(k) (1) on lines l(w1), and planes P(w1,w2) defined by the n-dimensional
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parameters vectors wi (wi ∈ Rn) and passing through the point 0 (the beginning
of the coordinate system) in the n-dimensional feature space X[n] (x ∈ X[n]):

l(w1) = {x : x = t1w1} (4)

and
P(w1,w2) = {x : x = t1w1 + t2w2} (5)

where wi = [wi1, ..., win]T ∈ Rn, ti ∈ R1, (i = 1, 2), and the parameters vectors
w1 and w2 are not parallel.

The transformation of the n-dimensional feature vectors xj(k) (1) on the
points y′

j(k) (y′
j(k) ∈ R1) of the line l(w1) (4) defined by the parameter vector

w1 can be given as:
y′

j(k) = wT
1 xj(k) (6)

Similarly, the feature vectors xj(k) (1) transformed on the plane P(w1,w2)
(5) can be represented as two-dimensional vectors y′

j(k) (y′
j(k) ∈ R2) on the vi-

sualizing plane:

y′
j(k) = [y′1j(k), y′2j(k)]T = [wT

1 xj(k),wT
2 xj(k)]T (7)

The representations (6) and (7) give the dimensionality reduction from n
to one or two, adequately.

4 Two Models of Learning Sets

The below models of the learning sets Ck (1) have been presented here to illus-
trate the properties of projection transformations (6) and (7).

Model 1: Let us assume that there exists such an unknown parameter vector
a = [a1, ..., an]T and unknown scalars τk (k = 1, ...,K) that each feature vector
xj(k) from the learning sets Ck (1) fulfills the below ranked conditions:

(∃a ∈ Rn)(∀k ∈ {1, ...,K})(∃τk ∈ R1)(∀xj(k) ∈ Ck)
τk < aT xj(k) < τk+1 (8)

where τk+1 can be chosen as τk+1 = ∞.
In accordance with the inequalities (8), all the feature vectors xj(k) from one

learning set Ck (1) are contained in the layer (slice) L(a, τk, τk+1) in the feature
space X[n], where

L(a, τk, τk+1) = {x : τk < aT x < τk+1} (9)

Learning sets Ck (1) ranked by the inequalities (8) can represent dynami-
cal system or event when particular layers represent a temporal development.
The parameter vector a characterizes a trend in a development of a dynamical
event. The inequalities (8) can describe a generation of the feature vectors xj(k)
from successive ”slices” in the feature space X[n]. For example, the development
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of the cancer can be characterized by a temporal sequence of images with the in-
equalities (8). The Cox model used in the survival analysis can also lead to such
relations (8) [7].

Remark 1: The learning sets Ck (1) that fulfill the inequalities (8), are not
linearly separable (3) if their number K is greater than two (K > 2), but an ar-
bitrary pair {Ck, Cl, k �= l} of these sets is linearly separable (linear separability
in pairs of sets).

The feature vectors xj(k) (1) can be projected on the line l(a1) (4) in accor-
dance with the equation (6). As a result, the learning sets Ck (1) are transformed
into the sets C′

k:
C′

k = {y′
j(k)} (j ∈ Ik) (10)

It can be seen that the transformed sets C′
k are linearly separable (3) in pairs

{Ck, Cl, k �= l}. In other words, the reduction of the dimensionality equal to
n (potentially large) to dimensionality equal to one allows in this case to fully
preserve the separability of the learning sets Ck (1).

Model 2: Let us assume the projection plane P(a1,a2) (5) is defined by such
unknown parameter vectors a1 and a2 that each of these vectors ai (i ∈ {1, 2})
assures the linear separability (3) of different sets G+

i and G−
i of the feature

vectors xj(k) (1):

(∀i ∈ {1, 2})(∃ai)(∃θi)(∀xj(k) ∈ G+
i ) (ai)T xj(k) > θi (11)

and (∀xj(k) ∈ G−
i ) (ai)T xj(k) < θi

where
G+

1 �= G+
2 and G−

1 �= G−
2 . (12)

Lemma 1. If the projection plane P(a1,a2) (5) is defined by such parameter vec-
tors a1 and a2 that each of the vectors ai (i = 1, 2) assures the linear separability
(11) of different sets G+

i and G+
i (12) of the feature vectors xj(k) (1), then the

projected vectors xj(k) can be represented as points y′
j(k) (7) on the visualizing

plane with the below structure:

the upper − left quarter −G−
1 ∩G+

2 , (13)
the upper − right quarter −G+

1 ∩G+
2 ,

the lower − left quarter −G−
1 ∩G−

2 ,

the lower − right quarter −G+
1 ∩G−

2 .

The above structure means among others that all the points y′
j(k) (7) from the

set G−
1 ∩G+

2 are located in the upper-left quarter of the visualizing plane.
The sketched models show a possibility of a significant reduction of dimension-

ality equal to n (possibly high) to dimensionality equal to 1 or 2 while preserving
particular separability of the learning sets Ck (1). The problem is how to induce
an unknown parameter vector a (8) of the Model 1 or the pair of the vectors a1
and a2 (11) of the Model 2 from the learning sets Ck (1). The minimization of
the CPL criterion functions can be used for this purpose.
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5 Convex and Piecewise Linear (CPL) Criterion
Functions

Let us define the positive G+ and the negative G− sets of feature vectors xj (1).

G+ = {xj} where j ∈ J+ and G− = {xj} where j ∈ J− (14)

where J+ is the positive set of indices j, and J− is the negative set of indices j
(J+ ∩ J− = ∅).

The augmented vectors zj are introduced on the basis of sets G+ and G− [2]:

(∀xj ∈ G+) zj = [1, (xj)T ]T and (∀xj ∈ G−) zj = [−1, (−xj)T ]T (15)

Lemma 2. The sets G+ and G− (14) are linearly separable (3) if and only if
there exists such parameter vector v′ that all the scalar products (v′)T zj (15)
are not less than one:

(∃v′ ∈ Rn+1) (∀xj ∈ G+ ∪G−) (v′)T zj ≥ 1 (16)

The below CPL penalty functions ϕj(v) are used in order to force the conditions
(16):

(∀xj ∈ G+ ∪G−) ϕj(v) = 1 − (v)T zj if (v)T zj < 1 or

ϕj(v) = 0 if (v)T zj ≥ 1 (17)

The convex and piecewise linear (CPL) criterion function Φ(v) is defined on
the vectors zj (15) as the weighted sum of the penalty functions ϕj(v) [2, 6, 8]:

Φ(v) =
∑
j∈J

αjϕ(v) (18)

where αj (αj > 0) are positive parameters (prices), and J = J+ ∪ J− is the set
of indices j (14).

Minimization of the function Φ(v) defined on the vectors zj (15) allows to
find such parameter vector v∗ = [−θ∗, (w∗)T ]T which separates (11) two sets
G+ and G− (14) in the best way

Φ∗ = Φ(v∗) = min
v

Φ(v) ≥ 0 (19)

The basis exchange algorithms which are similar to the linear programming,
allow to find the minimum of the criterion function Φ(v) efficiently even in cases
of large, multidimensional data sets G+ and G− (14) [9].

It has been proved that the minimal value Φ∗ (0 ≤ Φ∗ ≤ 1) of the criterion
function Φ(v) (19) is equal to zero (Φ∗ = 0) if and only if the positive G+ and
the negative G− sets (19) are linearly separable (3) [2].
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6 Designing Separable Projections

Let us first consider the projections (6) on the line l(w1) (4) defined by the pa-
rameter vector w1. The vector w1 should be chosen in a way that will allow
to preserve the separability of the sets Ck (1) on the line l(w1) (4). In the case
of the learning sets Ck (1) consistent with the conditions (11) of the Model 2, the
separability of the sets Ck (1) is preserved if the parameter vector w1 is equal
or near to the unknown, separable vector a of the assumed model (11). It has
been shown that the CPL criterion function Φ(v) (18) defined on the differential
vectors rjk = (xk − xj) can be used in the search for the separable vector a [8].

The line y(w) = wT x can be designed on the basis of differential vectors
rm,n = (xm −xn) from the learning sets Ck (1) with condition (8) through min-
imization of the convex and piecewise linear (CPL) criterion function Φ(w) [8]:

(∀k, k′ ∈ {1, ...,K}, where k < k′)(∀xn ∈ Ck)(∀xm ∈ Ck′ ) rm,n = xm − xn

(20)
The CPL penalty functions ϕm,n(w) (17) can be defined on the basis of dif-

ferential vectors rmn:

(∀rm,n(20)) ϕm,n(w) = 1 − (w)T rm,n if (w)T rm,n < 1 or (21)
ϕm,n(w) = 0 if (w)T rm,n ≥ 1

The CPL criterion function Φd(w) is defined similarly to (18) [8]:

Φd(w) =
∑
m,n

αm,nϕm,n(w) (22)

where αm,n (αm,n > 0) are positive parameters (prices). We are taking into
account the minimal value:

Φ∗
d = Φ(w∗

d) = min
w

Φ(w) ≥ 0 (23)

Lemma 3. If the learning sets Ck (1) fulfill the conditions (8) for unknown
parameter vector a then the minimal value Φ∗

d, of the criterion function Φd(w)
(23) defined on the differential vectors rm,n = (xm−xn) is equal to zero (Φ∗

d = 0)
and all the feature vectors xj(k) from each set Ck (1) are contained in the layer
( slice) L(w∗

d, τk, τk+1) (9).

As it results from the Lemma 2, the optimal vector w∗
d constituting the minimum

(22) of the criterion function Φd(w) can be used as an estimator of an unknown
model vector a1 (a1 ≈ w∗

d) (8). The linear separability (3) in the pairs {Ck, Cl,
k �= l} is preserved on the line l(w∗

d) (4).
Let us now regard the projections (7) on the plane P(w1,w2) (5) defined

by two parameter vectors w1 and w2. We will assume the conditions (11)
of the Model 2 and will take into consideration the projection designing de-
veloped in the ”Hepar” system of medical diagnosis support [10, 11].
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We will use the projection plane P(w∗
1 ,w

∗
2) (5) defined by two optimal pa-

rameter vectors v∗
i = [−θ∗i , (w

∗
i )

T ]T (i = 1, 2) constituting minimum (22) of two
criterion functions Φi(v) (18). The functions Φ1(v) and Φ2(v) are specified sepa-
rately for two axes of the projection plane. Each function Φi(v) (i = 1, 2) should
be specified by the positive G+

i and the negative G−
i sets (14) of the feature

vectors xj (1).

EXAMPLE: Let us consider four learning sets C1, C2, C3, C4 (1) and below sets
G+

i and G−
i (14):

G+
1 = C2 ∪ C3 and G−

1 = C1 ∪ C4 (24)
G+

2 = C1 ∪ C2 and G−
2 = C3 ∪ C4

Lemma 4. If the sets G+
i and G−

i (11) are linearly separable (3) for each of two
axes, then the visualizing plane P(w∗

1 ,w
∗
2) (5) defined by two optimal parameter

vectors w∗
1 and w∗

2 (19) has the below structure:

the upper − left quarter − C1, the upper − right quarter − C2 (25)
the lower − right quarter − C3, the lower − left quarter − C4.

The above structure means among others that all the projected vectors xj (1)
from the learning set C−

1 (1) are located as the points y′
j (1) (7) in the upper-left

quarter of the visualizing plane.
A similar Lemma can be formulated also for the sets G+

i and G−
i different

from (24).
On the basis of the structure of the points y′

j(k) (7) on the visualizing plane
P(w∗

1 ,w
∗
2) we can infer about structure of the sets G+

1 , G−
1 , G+

2 , G−
2 . For exam-

ple, if the visualizing plane P(w∗
1 ,w

∗
2) (7) has the structure (25) then adequate

sets G+
i and G−

i (24) are linearly separable (12) in the feature space X[n] for
i = 1, 2. Such conlussion is an example of the inverse inference. The inverse
inference allows for a search for interesting patterns in the feature space X[n]
on the basis of the visualized points y′

j(k) (7).

7 Concluding Remarks

Separable transformations of the learning sets Ck (1) allow for induction of the
similarity measure or distance function for the K-NN rule or in the Case Based
Reasoning scheme. It has been shown experimentally within the system ”Hepar”
that the separable projections of multivariate data sets (n ≈ 50) on the visual-
izing plane (7) allowed to improve the classification accuracy of the K-NN rules
used in medical diagnosis support [11].

An inspection of the visualizing plane (7) can allow also to identify potentially
useful patterns (regularities) in the feature space X[n]. For example, an inverse
inference based on the Lemma 4 can be used for a search of such data subsets
which are linearly separable (12) in the feature space X[n].
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Summary. Intensively explored support vector machine (SVM) due to its several
unique advantages was successfully verified as a time series predicting tool in last years.
In presented work the improvement of SVM classifier by introduction to a system a
preliminary feature extraction stage is proposed. Based on ECG signals from patients
suffering from atrial fibrillation (AF) a new feature vector based on separate time,
frequency and mixed-domain time-frequency (TF) parameters was created.As a efficient
tool for non-stationary signals analysis the discrete wavelet transform was used to
obtain the TF signal representation and then new parameters based on energy and
entropy measure were computed. Proposed system (FESVM) was tested on the set of 20
AF and 20 patients from control group (CG) divided into learning and verifying subsets.
Obtained results showed, that the ability of generalization for enriched FESVM based
system increased, due to selectively choosing only the most representative features for
analyzed AF detection problem.

1 Introduction

Significant advantages of Support Vector Machine (SVM) [1], such as good gen-
eralization performance, the absence of local minima and the sparse representa-
tion of solution are the reason for treating SVM as a powerful tool in classifier
systems. SVM learning systems are originated in modern statistical learning
theory and found a wide range of real-world application in e.g. object detec-
tion [2] and face [3] or text recognition [4]. Based on principle of structural risk
minimization (rather than empirical risk minimization like in other methods) it
tries to minimize an upper bound of the generalization error rather than min-
imize the training error (like e.g. MSE algorithm based on training samples).
This algorithm focuses on training ’borderline’ cases, just called ’support vec-
tors’, that are the most difficult to classify by maximization the margin between
classes.As the training of SVM is equivalent to solving a linearly constrained
convex quadratic programming problem, the solution of SVM is always global
optimal and absent from local minima. Because this method is sensitive for irrel-
evant or correlated inputs, which can decrease its generalization performance the
feature extraction or selection stage is very recommended. In proposed structure
features are extracted based on ECG analysis in time (T), frequency (F) and

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 356–363, 2007.
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mixed time-frequency (TF) domains. The main task for feature extraction and
selection stage of biomedical signal semi-automatic classifiers is to reduce too
high size of input feature space and reveal only discriminate features for given
task. The application field of presented SVM based classifier with multi-domain
feature extraction is the trial of detection of atrial fibrillation (AF), which is a
supraventricular tachyarrhythmia, characterized by uncoordinated atrial activa-
tion with consequent deterioration of atrial mechanical function. Last researches
report AF as a result of a fractionated atrial electrical activity mainly due to the
shortening of atrial refractory period, which allows multiple waves pass through
the atrial mass. These changes ultimately reduce the inward calcium current,
and this in turn reduces the action potential duration. If the action potential
duration shortens, the refractory period shortens too, and the cell can be ready
for reactivation earlier [5] On the electrocardiogram (ECG), AF is described by
the replacement of consistent P waves by rapid oscillations or fibrillatory waves
that vary in size, shape, and timing, associated with an irregular, frequently
rapid ventricular response when atrioventricular conduction is intact. Because
of disturbed hemodynamic, atrial fibrillation and atrial flutter are between of
the most usual causes of thrombi-embolic events [5]. So it is very important to
diagnose and to treat these arrhythmias.

2 Methods

2.1 General Structure

General structure of described classifier system for screening examination of
patients suffered from atrial fibrillation, presented in (figure(1)) includes fea-
ture extraction stage with proposed mixed-domain structure, following by SVM
classifier structure with preliminary original ECG signal preprocessing with im-
portant ventricular activation (QRST) cancelation stage.

2.2 Ventricular Activity Cancelation

Literature review of papers connected to AF detection problem shows positive
influence of ventricular activation cancelation by removing QRST complex from
original signal for further analysis [6]. Traditional methods based on simple
QRS cycles averaging and subtraction was not enough in case of significant
beat-to-beat changes in real ECG signal, which can not be treated as period-
ical signal. Recent studies report principal component analysis, blind source
separation and artificial neural networks [7]as a alternative promising tools for
QRST complex cancelation. In presented approach after limiting the ECG band-
width to the range (0.5÷50[Hz]), we proposed to use the advantages of discrete
wavelet transform analysis dedicated for non-stationary signals implement as the
threshold reconstruction from details d4 + d5 multilevel Mallat decomposition
components.
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Fig. 1. General structure of SVM classifier with preliminary feature extraction on
ECG signal after QRST cancelation

2.3 Feature Extraction

Time Domain Parameters

For P wave duration tP measurement, the crucial problem consists in the defi-
nition of the fiducial points [8]. Starting and ending point of the P wave can be
detected either manually or automatically. In some cases they are defined as the
points corresponding respectively to the first (onset) and last (off-set) deflection
from the baseline. In our approach the results of Mallat discrete wavelet trans-
form was used and the sum of d6+d7 details corresponding to atrial activity,
after VA cancelation was the base for tP estimation as a time when its absolute
value increases given threshold tr1 (between two consecutive QRS complexes).
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Frequency Domain Parameters

Frequency localization of atrial activation in power spectrum density (PSD),
calculated from ECG signal after QRST cancelation was the source for FP pa-
rameter estimation.

Time-Frequency Signal Analysis

As a feature extraction tool the wavelet transform based on multilevel Mallat
signal decomposition [9], [10] was used. Taking into consideration specific fea-
tures of the ECG signal, especially default localization of its significant frequency
components the grid of discrete wavelet scale - a values was created, correspond-
ing to Mallat signal decomposition levels (for sampling frequency fS = 250[Hz],
five levels corresponding to scale values: ai, i = 3..7 were taken into considera-
tion)(see figure(2)for comparison of Mallat decomposition for CG (A) and AF
(B) case). As a next step, to create the new features vector, for every signal com-
ponent obtained on each decomposition level a set of parameters was computed.
For each subspace wavelet coefficients were squared and normalized to obtain
the energy probability distribution (3)

pi =
c2i∑
c2k

(1)

Fig. 2. Discrete wavelet transform by Mallat decomposition of II lead ECG signal
from normal CG (A) and AF (B) patient

For each wavelet scale, the sorted series may be considered as an inverse empir-
ical cumulative energy distribution func-tion (ECDF). Base on this parameters
the Shannon entropy E (4) of energy distribution pi (3) were calculated as a
measure of energy unpredictability in each wavelet decomposition subspace.

E =
∑

pilog2(pi) (2)

This procedure allowed to reveal a group of new features based on energy and
entropy measures. The whole set of new feature vectors F1C1..F1C5 , created
as a result of multilevel Mallat signal decomposition, which is put to the input
of classifier structure includes the following groups of parameters as a series for
every of ith decomposition level:
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• Mean values of wavelet coefficients in each sub-band (frequency distribution
information)

• Standard deviations of wavelet coefficients (level of change of frequency dis-
tribution information)

• Energy of ith component (3)
• Shannon entropy of wavelet component (distribution of the amount of infor-

mation included in every sub-band)
• Shannon entropy E of energy distribution pi

2.4 Classifier Stage - Support Vector Machine Learning System

For real world application of SVM with additional feature extraction stage
(FESVM) the atrial fibrillation detection was chosen as a two-class pattern recog-
nition problem. For the input pattern (feature vector) x ∈ X ⊆ �n and the scalar
y denoting its class label (in our case: y ∈ {±1}) let (xi, yi), i = 1, 2, ..., l is a
given set of l training samples.

Linear SVM Classifier

In case of linearly separable data, the goal of training phase of SVM is to find
the linear function 3:

f(x) = wT × x + b (3)

which is the border for two different data classes. SVM classifier from infini-
tive number of possible separate hyperplanes finds this one, which maximizes
the margin between two classes Figure(3). Support vectors are the elements of
training data set, which lies on the margin border. This optimal hyperplane can
be found by minimizing following cost function 4:

Fig. 3. SVM classification scheme with hyperplane maximizing the margin between
two classes. Support vectors are created from training set samples lying on the margin
border.
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J(w) =
1
2
wT w =

1
2
‖w‖2 (4)

In real, specific problem, in case, when training data may not be completely
separable by a hyperplane an additional variable εi may be introduced to soften
the stiff hyperplane constrains. The cost function to minimize is modified in
following way 5:

J(w) =
1
2
‖w‖2 + C

∑
l
i=1εi (5)

where C is a user-specified, positive regularization parameter and ε is a vector
containing constants for all l training data pairs.

Nonlinear SVM Classifier

Extension of SVM to nonlinear classification can be done by introduction the
nonlinear operator Φ(•), which maps the input vector x into a higher dimen-
sion space ℵ, where is possible to perform procedure of margin between classes
maximization. In this form the nonlinear SVM classifier is defined as 6:

f(x) = wT × Φ(•) + b (6)

Analogues the parameters of decision function 6 are obtained by minimization
of modified cost function 7:

minJ(w, ε) =
1
2
‖w‖2 + C

∑
l
i=1εi (7)

To minimize J(w, ε) a Lagrange multipliers can be used, what lead to the formula
expressed vector w as a linear combination of mapped vectors Φ(xi) 8:

vecw =
∑

l
i=1αiyiΦ(xi) (8)

where αi ≥ 0, i = 1, 2, ..., l are the Lagrange multipliers.
The nonlinear SVM kernel function Φ(•) is used to map by inner product

operation input SVM vector to high-dimensional feature space. From common
choises used in SVM research Gaussian radial basis 9 and polynomial 10 kernel
was tested.

K(x, y) = (xT y + 1)p (9)

K (x, y) = exp

(
−‖x− y‖2

2σ2

)
(10)

Two mentioned above kernel functions were compared in section III (Results).

3 Results

We tested the performance of our algorithm on the MITBIH Atrial Fibrillation
(AF) and normal sinus rhythm (control group CG) database. AF database con-
tains 10 hour ambulatory recordings from 40 patients using 2-lead electrodes in
a standard configuration and 40 CG patients. The data set was divided equally
into learning and verifying set.
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3.1 Feature Extraction Stage Adjustment

After extraction of 32 element’s feature set from ECG signal (see Section II)
using our results of feature selection algorithm based on Discriminate Measure
estimation described in our previous work [11] set of 9 the most sensitive features
for AF detection was chosen.

3.2 SVM Classifier Structure Optimization

For empirically chosen parameters of both polynomial (order n) and Gaussian
RBF (σ) nonlinear kernel, the influence of the value of SVM nonlinear mapping
regularization parameter C was tested. (Figure(4)) presents the normalized value
of generalized classification error of SVM structure with feature extraction layer,
for two mentioned kernel functions as the function of C parameter.

Fig. 4. C regularization param. of SVM structure adjustment for two nonlinear kernel
function

Table 1. Verification of SVM classifier with two kernel functions

SVM structure type Sensitivity (SN) Specificity (SP)

SVM without FE (Polyn. kernel) 0.72 0.69
SVM without FE (RBF. kernel) 0.76 0.70
SVM + FE (Polyn. kernel) 0.84 0.82
SVM + FE (RBF. kernel) 0.88 0.86

3.3 FESVM Classifier Verification

The main significant feature characterizing classifier performance is its gener-
alization ability. The measure of Sensitivity (SN) and Specificity (SP) was cal-
culated for the chosen in previous subsection structure of whole SVM classifier
with feature extraction stage (FESVM). Apart from classification performance
Table (1) presents also the influence of proposed feature extraction stage for the
values of SN and SP values obtained for the SVM classifier. Presented results
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were calculated for two kernel functions of nonlinear SVM (Gaussian RBF and
3rd order polynomial) with and without feature extraction layer.

4 Discussion and Conclusion

Numerical experiments allowed to state, that the structure of SVM based clas-
sifier with the feature extraction (FE) stage is very sensitive for both SVM
adjustment (C parameter and kernel type) and input features set creation (Fig-
ure 4).Table 1 presents the positive influence of proposed feature extraction
preliminary stage on SVM performance for atrial fibrillation detection problem.
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Summary. The paper deals with the multistage recognition task. In this problem of
recognition the Bayesian statistic is applied. The decision rules minimize the mean risk,
that is the mean value of the zero-one loss function. The information on objects features
is fuzzy or non-fuzzy. The probability of misclassification for local optimal strategy and
the difference between probability of misclassification for the both information’s are
presented. Simple example of this difference conclude the work.

1 Introduction

This paper describes hierarchical classifier problem which is characterized by the
fact, that an unknown pattern is classified into a class using several decisions in
a successive manner. The mechanics of multistage classification can be described
by means of a tree, in which the terminal nodes represent labels of classes and
the interior nodes denote the groups of classes. Obviously, the multistage recog-
nition scheme offers much more flexibility than the simple single stage classifier
operating with only one set of features and basing its decision on the maximum
selection among a set of discriminant values which are calculated independently
of each other. However, this flexibility with respect to the tree structure the nu-
merous parameters necessary to define in detail the decision rules at the different
nodes turns out to be a major obstacle to the systematic design of a decision
tree.

Classical statistical techniques assume that both the data and the probabil-
ity functions are represented by know numerical values thus knowledge of data
is precise. In practice, we are often faced with two types of uncertainty – ran-
domness and fuzziness. Randomness is described and investigated using proba-
bility theory methods which satisfy statistical laws. In this type of uncertainty
subjective influences are not taken into account. Fuzziness is characterized by
nonstatistical properties and subjective influences. It is based on the fuzzy set
theory. There are many cases where the available information is a mixture of
randomness and fuzziness. A simple example of such situation is classification
where the observations of the features are fuzzy-valued, but the probabilities of
classes are numerical. In order to manage to treat both types of uncertainties, it
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is necessary to incorporate fuzzy concept into statistical technique. This problem
has been studied by many authors. Following papers describe statistical point
estimation in the fuzzy environment [5, 15], fuzzy decision trees [8], testing of
fuzzy hypotheses [4, 6], fuzzy Bayesian statistics [1, 14] and other combinations
of statistical methods and fuzzy set theory.

In this paper, we consider the problem of probability of misclassification in
multistage classifier when observations of the features are fuzzy-valued. Addition-
ally, this paper describe probability of misclassification of local optimal strategy
of multistage classification.

2 Bayesian Hierarchical Classifier

In the paper [9] the Bayesian hierarchical classifier is presented. The synthesis of
multistage classifier is a complex problem. It involves specifying of the following
components:

• the decision logic, i.e. hierarchical ordering of classes,
• feature used at each stage of decision,
• the decision rules (strategy) for performing the classification.

This paper is devoted only to the last problem. This means that we will deal
only with the presentation of decision algorithms, assuming that both the tree
skeleton and the feature used at each non-terminal node have been specified.

The procedure in the Bayesian hierarchical classifier consists of the following
sequences of activities. At the first stage, there are measured some specific fea-
tures x0. They are chosen from among all accessible features x, which describe
the pattern that will be classified. These data constitute a basis for making a de-
cision i1. This decision, being the result of recognition at the first stage, defines
a certain subset in the set of all classes and simultaneously indicates features xi1

(from among x) which should be measured in order to make a decision at the
next stage. Now at the second stage, features xi1 are measured, which together
with i1 are a basis for making the next decision x2. This decision – like i1 –
indicates features xi2 necessary to make the next decision (at the third stage)
and – like at the previous stage – defines a certain subset of classes, not in the
set of all classes, however, but in the subset indicated by the decision i1, and so
on. The whole procedure ends at the last N -th stage, where the decision made
iN indicates a single class, which is the final result of multistage recognition.
Thus multistage recognition means a successive narrowing of the set of potential
classes from stage to stage, down to a single class, simultaneously indicating at
every stage features which should be measured to make the next decision in more
precise manner.

3 Decision Problem Statement

Let us consider a pattern recognition problem, in which the number of classes
equals M . Let us assume that the classes are organized in a (N + 1) horizontal
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decision tree. Let us number all the nodes of the constructed decision-tree with
consecutive numbers of 0, 1, 2, . . . , reserving 0 for the root-node and let us assign
numbers of classes from the M = {1, 2, . . . ,M} set to terminal nodes so that
each one of them can be labelled with the number of the class connected with
that node. This allows us to introduce the following notation:

• M(n) – the set of numbers of nodes, which distance from the root is n,
n = 0, 1, 2, . . . , N . In particular M(0) = {0}, M(N) = M,

• M =
N−1⋃
n=0

M(n) – the set of interior node numbers (non terminal),

• Mi ⊆M(N) – the set of class labels attainable from the i-th node (i ∈ M),
• Mi – the set of numbers of immediate descendant nodes (i ∈M),
• mi – number of direct predecessor of the i-th node (i �= 0).

We will continue to adopt the probabilistic model of the recognition problem, i.e.
we will assume that the class label of the pattern being recognized jN ∈ M(N)
and its observed features x are realizations of a couple of random variables JN

and X . The complete probabilistic information denotes the knowledge of a priori
probabilities of classes:

p(jN ) = P (JN = jN ), jN ∈M(N) (1)

and class-conditional probability density functions:

fjN (x) = f(x/jN ), x ∈ X, jN ∈ M(N). (2)

Let
xi ∈ Xi ⊆ Rdi , di ≤ d, i ∈M (3)

denote vector of features used at the i-th node, which have been selected from
the vector x.

Our aim is now to calculate the so-called multistage recognition strategy πN =
{Ψi}i∈M, that is the set of recognition algorithms in the form:

Ψi : Xi →Mi, i ∈ M. (4)

Formula (4) is a decision rule (recognition algorithm) used at the i-th node
which maps observation subspace to the set of immediate descendant nodes of
the i-th node. Analogically, decision rule (4) partitions observation subspace Xi

into disjoint decision regions Dk
xi
, k ∈Mi, such that observation xi is allocated

to the node k if ki ∈ Dk
xi

, namely:

Dk
xi

= {xi ∈ Xi : Ψi(xi) = k}, k ∈Mi, i ∈ M. (5)

Our aim is to minimize the mean risk function (the probability of misclassifica-
tion) denoted by:

R(π∗
N ) = min

Ψ
in

,...,Ψ
i
N−1

R(πN ) = min
Ψ

in
,...,Ψ

i
N−1

E[L(IN , JN )]. (6)
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The π∗
N strategy we will call the locally optimal N -stage recognition strategy.

Formally, this strategy can be derived minimizing the local criteria, which denote
probabilities of misclassification for particular nodes of a tree. Its decision rules
are mutually independent. In the next chapter we will present difference between
probability of misclassification in locally optimal strategy for the fuzzy and non-
fuzzy information on objects features. Consideration will be limited to the case
of zero-one loss function.

4 Classification Accuracy

The recognition algorithm at the nth stage for crisp data is as follows [10]:

Ψ in
(Ãin

) = in+1 when (7)

p(in+1)fin+1(xin
) = max

k∈Min
p(k)fk(xin

).

A fuzzy information Ãi from Xi is a fuzzy event characterized by mem-
bership function µÃi

(xi). Fuzzy observation is described by fuzzy number or
fuzzy trapezoidal interval [11] represented by the following simple notation:
fuzzy triangular number – Ã = (a1, a2, a3, a4), fuzzy trapezoidal interval –
Ã = (a1, a2, a3, a4)Tr. In fuzzy triangular number a2 = a3. In addition, assume
that for each component k of observation subspace Xi the set of all available
fuzzy numbers Ãi = {Ã1

i , Ã2
i , . . . , Ã

k
i } satisfies the orthogonality constraint [12].

Probability of fuzzy event assume in Zadeh’s form [16]:

P (Ã) =
∫

supp(Ã)

µÃ(x)f(x)dx, (8)

where supp(Ã) denotes carrier of the Ã set.
Applying procedure similar to [2] and use zero-one loss function we obtain

searched locally optimal strategy with decision algorithms as follows:

Ψ in
(Ãin

) = in+1 when (9)

p(in+1)
∫

supp Ãin

µÃin
(xin

)fin+1(xin
)dxin

=

= max
k∈Min

p(k)
∫

supp Ãin

µÃin
(xin

)fk(xin
)dxin

.

When we use fuzzy information on object features instead of exact information
we deteriorate the classification accuracy.

Theorem 1. The difference between probability of misclassification for the both
fuzzy data and crisp data information’s in individual node in is the following:

PeF (in) − Pe(in) = (10)
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=
∑

Ãin∈Xin

⎛⎝ ∫
supp Ãin

µÃin
(xin) max

jn+1∈Min

{
p(jn+1)
p(in) fjn+1(xin)

}
dxin−

− max
jn+1∈Min

∈ Min

⎧⎪⎨⎪⎩p(jn+1)
p(in)

∫
supp Ãin

µÃin
(xin)fjn+1(xin)dxin

⎫⎪⎬⎪⎭
⎞⎟⎠ ,

where PeF (in) the probability of misclassification for fuzzy-data and Pe(in) for
crisp data in the node in.

Proof. For the assumption 8 we have:
PeF (in) = 1 − ∑

jn+1∈Min

p(jn+1)
p(in)

∑
Ãin∈D

(jn+1)
xin

∫
supp Ãin

µÃin
(xin)fjn+1(xin)dxin =

= 1 − ∑
Ãin∈Xin

max
jn+1∈Min

⎧⎨⎩p(jn+1)
p(in)

∫
supp Ãin

µÃin
(xin )fjn+1(xin)dxin

⎫⎬⎭
and

Pe(in) = 1 − ∑
jn+1∈Min

p(jn+1)
p(in) q(jn+1/in, jn+1) =

= 1 − ∫
Xin

max
jn+1∈Min

{
p(jn+1)
p(in) fjn+1(xin )

}
dxin =

= 1 − ∑
Ãin∈Xin

∫
supp Ãin

µÃin
(xin) max

jn+1∈Min

{
p(jn+1)
p(in) fjn+1(xin)

}
dxin . '(

Let us illustrate the obtained results with the following example.

5 Illustrative Example

Let us consider the two-stage binary classifier presented in Fig. 1. Four classes
have identical a priori probabilities which equal 0.25. We use 3-dimensional data
x = [x(1), x(2), x(3)] where class-conditional probability density functions are
normally distributed. For performing the classification at the root-node 0 the
first coordinate was used, components x(2) and x(3) were used at the node 5 and
6 respectively. In the data covariance matrices are equal for every class

∑
j2

=
4I, j2 ∈ M(2), and the expected values are following µ1 = [0, 0, 0] , µ2 =
[0, 4, 0] , µ3 = [3, 0, 1] , µ4 = [3, 0, 8]. In experiments were used the following
sets of fuzzy numbers:
Case A
Ã = {Ã1 = (∞, −9, −8) , Ã2 = (−9, −8, −8, −7) , . . . ,

Ã25 = (14, 15, 15, 16) , Ã26 = (15, 16, ∞)}.
Case B
B̃ = {B̃1 = (∞, −9, −8.5) , B̃2 = (−9, −8.5, −8.5, −8) , . . . ,

B̃50 = (15, 15.5, 15.5, 16) , B̃51 = (15.5, 16, ∞)}.
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Case C
C̃ = {C̃1 = (∞, −9.25, −8.75) , C̃2 = (−9.25, −8.75, −8.25, −7.75)Tr , . . . ,

C̃26 = (14.75, 15.25, 15.75, 16.25)Tr , C̃27 = (15.75, 16.25, ∞)}.

1 2 3 4

65

0

Fig. 1. Decision tree

Tab. 1 shows the difference between probability of misclassification for fuzzy
and non fuzzy data in local optimal strategy of multistage classification calcu-
lated form (10).

Table 1. Difference of misclassification in each internal node

PeF (in) − Pe(in)
in node

Case 0 5 6

A 0,005 0,017 0,001
B 0,005 0,004 0,001
C 0,016 0,001 0,003

The classification error presented in Tab. 1 is calculated for a full probabilistic
information.

6 Conclusions

In the present paper we have concentrated on the Bayesian statistics in the hier-
archical classifier based on a decision tree scheme. Assuming a full probabilistic
information, we presented the difference between probability of misclassification
for fuzzy and crisp data. This difference is limited to the case for local optimal
strategy of multistage classification. This strategy can be derived minimizing the
local criteria, which denote probabilities of misclassification for particular nodes
of a tree In [3] the upper bound of the difference between probability of misclas-
sification for fuzzy and non fuzzy for global optimal strategy was presented.
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Further research should concern combining techniques [7, 13] to improve of
performance of multistage classifier with fuzzy observations.
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Summary. The paper presents idea of cost sensitive learning method for decision tree
induction with fixed attribute acquisition cost limit. Properties of mentioned concept
are established during computer experiments conducted on chosen databases from UCI
Machine Learning Repository.

1 Introduction

During designing project of computer recognition systems the cost of their de-
signing and exploitation plays the key role. The cost of exploitation can be
considered as the expenses of incorrect diagnosis or expenses of feature value
acquisition. The first problem is the typical problem for Bayes decision theory
where we want to find the classifier for which the cost of misclassification is the
lowest one [1]. Of course we have to know the lost function in advance which give
as values of cost in case differences between classifier’s decision and real classifi-
cation. In our paper we are concentrating our attention on the second case where
the cost depends on real expenses of feature values acquisition for decision mak-
ing [2] [15]. Of course it could be measured by monetary units or time ones. The
typical example of cost sensitive diagnosis is medical diagnosis where physician
would like to balance the costs of various tests with the expected benefits or doc-
tors have to make the diagnosis fast on the base on the low cost (fast measured)
features because therapeutical action has to taken without delay. Let’s note that
for the many decision tasks there are no problems to make the high-quality med-
ical decision on the base on the expensive medical tests. One of the main task of
designing computer aided diagnosis is finding the balance between cost of their
exploitation and qualities of diagnosis. As we stated the problem of cost-sensitive
decision making arises frequently in medicine [7], industrial production process
[14], robotics [11], technological diagnosis [3] and many others fields, for example
for electronic equipment testing and real-time computer systems. Additionally
for many of typical diagnosis systems we can not exceed the cost limit what
means that the maximum cost (or time) connected with diagnosis is fixed. Our
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paper addresses with the most popular inductive learning method [4] based on
the top-down decision tree induction. In the paper we propose the cost sensitive
modifications of decision tree induction algorithm which respects on one hand
the cost of feature values acquisition and on the other hand the maximum cost
limit. The content of the work is as follows. Section 2 provides idea of decision
tree induction algorithm and the related works take into account cost during this
process. Section 3 describes proposition of method. Results of the experimental
investigations of the algorithms are presented. Last section concludes the paper.

2 Cost Sensitive Decision Tree Induction

This section discusses the methods used in this paper. Firstly we present the
idea of the top-down decision tree induction algorithm given by Quinlan and we
propose related modification of this algorithm which respect the cost of feature
values acquisition.

2.1 C4.5

Algorithm C4.5 [10] is the modification of ID3[9] method generating decision
tree. Therefore let us present the main idea of the ID3 below.

[1] Create a Root node for tree
[2] IF all examples are positive
[3] THEN return the single node tree Root with label yes

and return.
[4] IF all examples are negative
[5] THEN return the single node tree Root with label no

and return.
[6] IF set of attributes is empty
[7] THEN return the single node tree Root with

label = most common value of label in the set
of examples and return

[8] Choose ,,the best’’ attribute A from the set of attributes.
[9] FOR EACH possible value vi of attribute
[10] 1. Add new tree branch bellow Root, corresponding

to the test A=vi.
[11] 2. Let Evi be the subset of set of examples that

has value vi for A.
[12] 3. IF Evi is empty
[13] THEN bellow this new branches add a leaf node with

label = most common value of label in the set
of examples

[14] ELSE below this new branch add new subtree and do
this function recursive.

[15] END
[16] RETURN Root

Fig. 1. Pseudocode of decision tree induction algorithm
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The central choice in the ID3 algorithm is selecting ,,the best” attribute to test
at each node in the tree. The proposed algorithm uses the information gain that
measures how well the given attribute separates the training examples according
to the target classification. This measure bases on the Shanon’s entropy of set S:

Entropy(S) =
M∑
i=0

−pilog2pi (1)

where pi is the proportin of S belonging to clas i. The Information Gain of an
attribute A relative to the collection of examples S, is defined as

Gain(S,A) = Entropy(S) −
∑

c∈values(A)

|Sv|
|S| Entropy(Sv), (2)

where values(A) is the set of all possible values for attribute A and Sv is the
subset of S for which A = v. The C4.5 algorithm modifies ID3 that at the
beginning the tree generation procedure does not use the whole set of examples.

2.2 EG2

The EG2 algorithm [8] is modification of decision tree induction algorithm where
in the place of the Information Gain the Information Cost Function is proposed.
For attribute A it is given by the following formula

ICF (S,A) =
2Gain(S,A)

(Cost(A) − 1)ω
, (3)

where Cost(A) is the acquisition cost of A attribute and ω is the strength of the
bias toward the lowest cost attributes. In case of ω = 0 the feature acquisition
cost is ignored and ICF as the same features as Gain function. In case of ω = 1
mentioned cost plays the most important role.

2.3 CS-ID3

This cost sensitive modification of information gain is given in [11][12][13]

CS(S,A) =
Gain(S,A)
Cost(A)2

. (4)

2.4 IDX

The IDX [6] uses the following function

IDX(S,A) =
Gain(S,A)
Cost(A)

. (5)

3 Propositions of the New Method

We propose the following modification of decision tree algorithm which respects
the cost limit. We use the the Nunez’s proposition (3) with different values
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instead of information gain function to determine which attribute has to be cho-
sen for node creation. We add the input parameter ,,cost limit” and we propose
to modify the 6th line of algorithm

[6] IF set of attributes is empty or cost of previous chosen
attributes and cost of any remaining one exceed the
cost limit

and the 8th line

[8] Choose ’’the best’’ attribute A from the set of attributes
which cost added to the cost of previous chosen attributes
does not exceed the cost limit

4 Experimental Investigations

The aim of the experiment was to compare errors and size of the decision tree
classifiers obtained via C4.5 procedure which consider the classification (at-
tribute acqusition) cost limit. The conditions of experiments are as follow: All
experiments were made for different limits of cost and ω values for EG2 modifi-
cation. For experiments we chose pruned decision tree obtained via C4.5 [10]. For
pruning the Rule Post Pruning method was used. All experiments were carried
out using modified Quinlan’s implementation of C4.5 and own software created in

Table 1. Please write your table caption here

number number number
database of examples of attributes of classes

1 pima-indians-diabetes 768 8 2
2 heart-disease 303 13 2
3 hepatitis 155 19 2
4 liver-disorders 345 5 2
5 thyroid-disease 7200 20 3
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Fig. 2. Classification error and decision tree size versus maximum classification cost
for thyroid database
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Fig. 3. Classification error and decision tree size versus maximum classification cost
for liver database
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Fig. 4. Classification error and decision tree size versus maximum classification cost
for heart-diease database
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Fig. 5. Classification error and decision tree size versus maximum classification cost
for hepatitis database

C language. For this purpose we modified the C4.5 algorithm source code. Prob-
abilities of errors of the classifiers were estimated using the 10-cross-validation
method. For all experiments five databases from UCI ML Repository [5] were
chosen. They concern different fields of medicines. These databases indeed dif-
fer from each other in respect of: numbers of examples, amounts and types of
attributes, numbers of classes. The details of tested databases are presented in
Tab.1.

The results of experimental investigations are presented in Fig. 2-6.
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Fig. 6. Classification error and decision tree size versus maximum classification cost
for pima-indian-diabets database

5 Experimental Results Evaluation

Generally speaking obtained results did not surprise us and they were easy to
predict. We obtained better classifiers in case there are not any cost limits or
influence of cost for feature selection is small. But we have to mention interesting
phenomenons we have observed in some experiments. For pima−indian−diabets
and pima − indian − diabets database we noted that increasing cost limit did
not influenced in classification quality improvement. Obtained cheap classifier
(for cost limit ca. 20) had good quality and it based on small decision tree struc-
ture. The small decision tree size protected obtained classifier from overfitting.
Observed effect of decreasing tree size and error rate while increasing cost limit
were caused by availability of new, more expensive features, which were better
then cheaper ones used previously. At the same time there were not ”money” for
cheaper attributes used earlier. These cheap features were responsible for build-
ing overgrown tree. When cost limit increased, that cheap attributes became
available again and they caused tree overgrowth and lower quality of obtained
classifier. For another databases like thyroid, liver and hepatitis we observed
that there was cost limit for which obtained classifiers were good enough. By
increasing the cost limit we obtained classifiers slightly better but tree size grew
rapidly, what might have caused generate overtrained classifiers.

6 Conclusion

Idea of cost sensitive learning method of decision tree with fixed cost limit was
presented in this paper. The properties of proposed concept were established dur-
ing computer experiments conducted on five medical databases. The obtained
results did not surprise but we noted some interesting properties of method un-
der consideration. We hope that presented idea will be useful for constructing
real decision systems especially for decision-aided diagnosis in distributed tech-
nological environment. For this case the time for decision making is short and
cost is interpreted as time necessary to measure any feature value.
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Fast Adaptive Fourier Transform for Fourier
Descriptor Based Contour Classification
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Summary. In this paper the authors presented the results of experiments on evalu-
ation of efficiency of fast adaptive Fourier transform algorithm applied to the tasks
of Fourier descriptor based contour classification. The experiments involved popular
SQUID boundaries database of sea fish of different species. For object classification
a nonparametrised nearest-neighbor classifier was used and distances between feature
vectors were expressed in Euclidean metric.

The results received for fast adaptive Fourier transform algorithm indicate signifi-
cant acceleration of contour descriptors calculation and averagely more than threefold
reduction in amount of contour data obtained without loss of classification accuracy.

1 Introduction

Automatic classification of 2D objects plays an important role in fields of med-
ical and technical diagnosis, forensic science, topography and satellite image
analysis, astronomy, biometrical authorisation systems, etc. [1] - [5]. Numerous
comparative studies [6, 7, 8] proved good efficiency of Fourier descriptors in
tasks of shape classification. Their basic advantage lies in simplicity of obtaining
contour representation invariant to object: translation, rotation and scaling [9].
Moreover due to low pass filtering effect they constitute shape representatives
highly immune to contour noise [8]. Practical applications of Fourier descriptors
include: shape analysis for mammographic calcifications [1], measurements of
acutance of breast tumors [2], automatic classification of teeth in X-ray dental
images [3], identification of military ground vehicles [4], classification of topo-
graphic shapes [5], etc. Hence the task of improvement of Fourier descriptors is
of great importance.

In this paper the results of experiments on one of such improvements are
presented. In order to reduce the number of computations involved in process
of calculation of Fourier descriptors the authors proposed to utilize the fast
adaptive discrete Fourier transform algorithm (AFFT) [10] in the place of fast
Fourier transform (FFT). The AFFT algorithm enables automatic selection of
such number of samples that are sufficient to calculate spectrum with required
accuracy. In the tasks of shape classification it results in selection of the number
of contour points that are needed to calculate Fourier descriptors with given

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 378–385, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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accuracy, where error of descriptors calculation can be estimated in maximum
difference (MD) or mean square error metric (MSE). Moreover all calculations
within AFFT algorithm are performed in accordance with the structures of fast
time decimated algorithms of computational complexity O(Nlog2(N)). In such
manner the number of computations together with the total amount of contour
data can be reduced.

The experiments were performed on SQUID boundaries database of sea fish
of various species [11], where for contour description the centroid distance sig-
nature [9] was selected. Moreover in the process of objects classification a non-
parametrised nearest neighbor classifier was employed and distances between
feature vectors were expressed in Euclidean metric. The results obtained with
AFFT algorithm for several lengths of Fourier descriptors: 8, 16 and 32 coef-
ficients were compared in categories of computational time and the number of
contour points with results received for discrete Fourier transform (DFT) and
fast radix-2 FFT algorithm [12].

2 Theoretical Background

2.1 Fourier Descriptors

A continuous and closed 2D contour K can be described by continuous and pe-
riodic (with period T ) function z(t) of variable t ∈ [0, T ], defined in complex
form as z(t) = x(t) + iy(t), where x and y are spacial coordinates of contour
points. In practical solutions for contour description the centroid distance signa-
ture (see [9]) is frequently selected, which in its continuous form can be written
as function

r(t) =
√

(x(t) − xc)2 + (y(t) − yc)2,

where (xc, yc) are the coordinates of central point calculated with equations

xc =
1
T

∫ T

0
x(t)dt, yc =

1
T

∫ T

0
y(t)dt.

That signature can be characterized by fast convergence of Fourier descriptors
and high accuracy of classification even for short lengths of desciptors composed
of only several spectral coefficients (see [8, 9]).

Signature r(t) is a real-valued and periodic function with period T . Hence, in
accordance with paper [12], it can be reconstructed identically with countable
set of Fourier spectral coefficients defined for k = 0, 1, ...,+∞ as

R(k/T ) =
∫ T

0
r(t)e−ikt/T dt.

However for shape classification, as the feature vector describing contour K,
mainly small numbers M (e.g. 8, 16, 32 coefficients) of low frequency coefficients
R(k/T ) are selected, where k = 0, 1, ...,M − 1.
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In practice of digital signal processing, instead of continuous contour K, a
finite set of its discrete samples is known. Let us assume that signature r(t)
is uniformly sampled with step ∆t = T/N , where N is the number of samples
taken at discrete time instants tn = n∆t for n = 0, 1, ..., N−1. Then the centroid
distance signature can be described by formula

r(n) =
√

(x(n) − xc)2 + (y(n) − yc)2, (1)

where r(n) ≡ r(tn), x(n) ≡ x(tn) and y(n) ≡ y(tn), while point (xc, yc) is the
central point with coordinates defined by equations

xc =
1
N

N−1∑
n=0

x(n), yc =
1
N

N−1∑
n=0

y(n).

In fact as the consequence of rounding x and y coordinates to the nearest values
resulting from finite horizontal and vertical image resolution the following rela-
tion r(n) ≈ r(tn) takes place. In further considerations an error of coordinates
quantization is omitted.

The values of spectral coefficients that constitute Fourier descriptors for dis-
crete signature r(n) can be calculated with use of discrete Fourier transform

RN (k) = DFTN {r(n)} =
1
N

N−1∑
n=0

r(n)e−i 2π
N kn, (2)

where in general RN (k) ≈ R(k/T ), i.e. the values of R(k/T ) coefficients can be
calculated with some error. That error is due to sampling of r(t) function and
arises as an effect of overlapping of spectrum replicated at integer multiples of
sampling frequency 1/∆t (i.e. aliasing phenomenon). The value of aliasing error
expressed in metric B will be described symbolically by εR

B.
Fourier descriptors calculated by means of equation (2) must be normalized in

order to obtain invariance to such transformations of contour K as: scaling, rota-
tion and choice of the starting point. Translation invariance ensures construction
of r(n) signature. Invariance to the remaining three transformations can be ob-
tained: by division of modules of coefficients with |R(0)| factor in case of scaling
and for rotation and freedom of the starting point selection by subtracting from
arguments of R(k) coefficients the factor arg(R(1))k for k = 1, 2, ...,M − 1, i.e.

R̄(k) =
|R(k)|
|R(0)| e

−i(arg(R(k))−arg(R(1))k), (3)

where arg(z) represents an argument of complex number z. Thus the normalized
feature vector {R̄(k) : k = 1, 2, ...,M − 1} for contour K can be constructed.

Fast Radix-2 Fourier Transform Algorithm

The computational complexity of formula (2) is of O(MN) order. However it can
be reduced to O(Nlog2(N)) level with fast algorithm for calculation of discrete
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Fourier transform. In this paper the authors utilized popular radix-2 algorithm
[12] which can be described by decomposition formula

RN (k) = R1(k) + R2(k)e−i 2π
N k, (4)

where RN (k) = DFTN{r(n)} is N -point discrete Fourier transform of r(n) and
R1(k) = DFTN/2{r(2n)} and R2(k) = DFTN/2{r(2n + 1)} are two N/2-point
DFT transforms of even and odd indexed samples of r(n) signature respectively.
Then by recursive application of equation (4), an N -point DFT transform can
be calculated granted that N is an integer power of two.

In the considered case spectral coefficients R(k) are calculated for several
values of k = 0, 1, ...,M − 1, where M � N . It should be noted that FFT
algorithm gives acceleration of computations only if 2M > N .

Fast Adaptive Fourier Transform Algorithm

Fast adaptive Fourier transform algorithm proposed in paper [10] enables auto-
matic selection of such number N1 of r(t) signature samples that are sufficient to
calculate RN1(k) descriptors with error smaller than given acceptable one ε. The
actual error εR

B of calculation of Fourier descriptors can be estimated in maxi-
mum difference or mean square error metrics. In this paper mean square error
metric was selected. An estimated value εO

MSE of εR
MSE error can be expressed

in this metric by formula

εO
MSE =

1
M

M−1∑
k=0

∣∣∣RN1(k) − 2RN1
2

(k)
∣∣∣2 /9.

Then the adaptive selection of samples starts with step N1 = 2M and consists
in recursive doubling of N1 until inequality εO

MSE <= ε is fulfilled. All calcula-
tions within AFFT algorithm are performed in accordance with decomposition
formula (4). Hence the computational complexity of AFFT is of O(Nlog2(N))
order. Additional reduction of computations is achieved whenever the estimation
εO
MSE reaches level smaller than acceptable error ε. At that time the adaptive

calculation of RN1(k) for k = 0, 1, ...,M − 1 finishes with N1 samples, where N1
number can be significantly smaller than N .

3 Experimental Results

For testing purposes the SQUID [11] contour database of sea fish of different
species was exploited. Depending on database object the number N of contour
points oscillated within range of 400 to 1400. From all available objects six
classes were selected (144 contours total) that constituted test and training sets.
The first one was additionally enriched with objects created by existing objects
transformations including: rotations (by 45, 135, 225, 315 angles), horizontal
and vertical flips, scaling (scaling factor was randomly taken from 1.5 up to 2.0)
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Fig. 1. Object classes with exemplary representatives and numbers of elements con-
stituting test and training sets

and modification of contour points coordinates with additive noise of normal
distribution and 1/12 variance. In result the test set composed of 1356 objects
was obtained. In Picture 1 the assumed classes of objects with their exemplary
representatives are presented. For description of contours the centroid distance
signature (1) was taken. Feature vectors were constructed on the basis of Fourier
descriptors calculated with formula (2) for several numbers M = 8, 16 and 32 of
coefficients and then normalized by (3) rule.

Because the numbers of contour points for all classified objects were not in-
teger powers of two, then the direct application of fast adaptive AFFT as well
as fast radix-2 FFT algorithm for descriptors calculation was not possible. In
order to enable that objects contours were interpolated with first order Lagrange
polynomials [13] and then sampled with steps producing sample numbers closest
and above the original, but being powers of two. In the process of object clas-
sification one nearest neighbor 1-NN classifier [9] was exploited and distances
between feature vectors were calculated in Euclidean metric.

The obtained results are grouped in three categories related with descrip-
tors calculated for original contours directly with (2) formula (FD), interpolated
contours calculated with fast FFT algorithm (IFD) and finally descriptors calcu-
lated by means of fast adaptive AFFT algorithm for several values of acceptable
errors ε expressed in MSE metric (AFD). Mean values of descriptor calculation
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times and proportional accuracies of classification received for descriptor lengths:
M = 8, 16 and 32, and several values of acceptable erros ε are collected in tables
(1) - (4).

By classification accuracy the proportional ratio of properly classified objects
number to the total number of objects in the test set is understood

Accuracy =
Number of objects properly classified

Number of objects in test set
· 100%.

The numbers of AFD points describe numbers of contour points needed to obtain
the required accuracy of descriptors calculation with given length M . Those
numbers are presented as: minimum values, mean values from all queries and
maximum values.

Table 1. Mean times of classification for different descriptors lengths M

Descriptor
length

Mean time
FD [ms]

Mean time
IFD [ms]

Mean time
AFD [ms]

FD/AFD
ratio

IFD/AFD
ratio

8 4,87 5,09 1,46 3,33 3,49
16 9,63 4,96 1,58 6,09 3,14
32 18,62 4,83 1,29 14,34 3,74
64 37,4 4,79 1,33 28,12 3,6

Table 2. Accuracy of classification in function of ε for case of M = 8

Acceptable Accuracy Accuracy Accuracy Number of points AFD
error ε · 103 FD [%] IFD [%] AFD [%] min. mean max.
1,95313 73,75 73,75 74,41 32 64 256
0,97656 73,75 73,75 74,19 32 128 512
0,48828 73,75 73,75 74,78 64 128 512
0,24414 73,75 73,75 73,6 64 128 512
0,12207 73,75 73,75 73,75 64 128 512
0,06103 73,75 73,75 73,75 64 128 1024

From the analysis of the obtained results it follows that descriptors longer than
16-coefficients gave no accuracy improvement and noise resulting from contour
interpolation for IFD and AFD algorithms had no influence on classification re-
sults. Moreover for all tested descriptor lengths the value ε = 0, 06103 · 10−3 of
acceptable error (what corresponds with 14-bit precision) produced for AFFT
algorithm the same classification accuracies as obtained with FD and IFD al-
gorithms. However here the mean value of contour samples equaled N1 = 128
for M = 8 coefficients and N1 = 256 in other cases. Hence AFFT algorithm
yielded essential gain in classification time in comparison with solutions exploit-
ing discrete Fourier transform (almost 14 times faster for M = 32) and fast
radix-2 algorithm (almost 4 times faster for M = 32), what cen be viewed in
Table (1).
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Table 3. Accuracy of classification in function of ε for case of M = 16

Acceptable Accuracy Accuracy Accuracy Number of points AFD
error ε · 103 FD [%] IFD [%] AFD [%] min. mean max.
1,95313 72,94 72,94 74,48 32 64 256
0,97656 72,94 72,94 74,19 32 128 512
0,48828 72,94 72,94 73,16 64 128 512
0,24414 72,94 72,94 73,23 64 128 512
0,12207 72,94 72,94 72,79 64 256 512
0,06103 72,94 72,94 72,94 128 256 1024

Table 4. Accuracy of classification in function of ε for case of M = 32

Acceptable Accuracy Accuracy Accuracy Number of points AFD
error ε · 103 FD [%] IFD [%] AFD [%] min. mean max.
1,95313 72,94 72,94 73,89 64 128 256
0,97656 72,94 72,94 73,08 64 128 512
0,48828 72,94 72,94 72,94 64 128 512
0,24414 72,94 72,94 73,01 128 128 512
0,12207 72,94 72,94 72,94 128 256 512
0,06103 72,94 72,94 72,94 128 256 1024

4 Summary and Conclusions

On the basis of the obtained results it can be stated that application of AFFT
algorithm to calculation of Fourier descriptors gave essential, because several
and even several tenfold times acceleration of descriptors calculation process, in
comparison with methods exploiting discrete DFT transform, and several times
better results as for fast FFT radix-2 algorithm. The computational gain was a
consequence of the fact that the adaptive algorithm without loss of classification
accuracy required the mean value of 256 contour points, while the total number
of points oscillated between 400 to 1400.

Hence the AFFT algorithm can significantly contribute to reduction of disk
memory capacities and transmission channel bandwidths required for storage
and transmission of classified object data, what in result might enable applica-
tion of Fourier descriptors in the fields characterized by large volume datasets
required for objects description.
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Summary. The article deals with an evolutionary based method to decompose graph
into strongly connected structures, we called α-cliques. The α-clique is a generalization
of a clique concept with the introduction of parameter α. Using this parameter it is
possible to control the degree (or strength) of connections among vertices (nodes) of
this sub-graph structure. The evolutionary approach is proposed as a method that
enables to find separate α-cliques that cover the set of graph vertices.

1 Introduction

In this paper we propose a new method that allows obtaining a separable de-
composition of graph into subsets [2, 3, 4, 9] - α-cliques. Vertices in each subset
are relatively stronger connected with each other than with vertices belonging to
different subsets. Sometimes it is difficult or even impossible to divide a graph
into separable cliques, or obtained cliques are very small. Introduction of the
parameter α, which shows the minimal percent of sub-graphs nodes that must
be connected with every vertex of this sub-graph, allows to control the strength
of connections among vertices in α-clique and allows to obtain sub-graphs of size
which depends on the accepted value of parameter α. Thus using α we may tune
the size of computed sub-graphs to requirements of solved problem. For α=1 an
α-clique becomes a traditional clique – each node must be connected with all
remaining nodes in sub-graph (we assume that each node is bounded with him-
self). As it can be seen the idea of α-clique is an expansion of well known clique
concept and can be applied in many domains, including designing of computer,
teletransmission or similar networks, electronic circuits, air connections, trans-
portation, clustering etc [11, 16, 17]. Unfortunately, no specialized or traditional
algorithms to find α-cliques have been prepared so far. Thus evolutionary ap-
proach, described in this article, seems to be a good tool to derive α-cliques. The
evolutionary algorithm provides an efficient tool that enables to obtain solutions
of this rather difficult computational problem [2, 3, 7, 10, 20].
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2 Basic Concepts

A graph is a pair G = (V,E), where V is a non-empty set of vertices and E is
a set of edges. Each edge is a pair of vertices (v1, v2) that v1 �= v2 [22].

Two vertices in graph G = (V,E) we call incident if vi, vj ∈ V then
{vi, vj} ∈ E.

Sub-graph of graph G = (V,E) is graph G′ = (V ′, E′), where V ′ ⊆ V and
E′ ⊆ E that for all e ∈ E and e = v1, v2 if v1, v2 ∈ V ′ then e ∈ E′ [22].

Path in graph G = (V,E) from vertex s to vertex t is a sequence of ver-
tices {v1, ..., vn} that: {s, v1} ∈ E, {vi, vi+1} ∈ E for n = 1, 2, ..., n − 1,
{vn, t} ∈ E [22].

Graph G = (V,E) is a connected graph , if for each pair of vertices there is
a path between them [22].

A clique (a complete sub-graph) Q = (Vq, Eq) in graph G = (V,E) is a
graph that Vq ⊆ V and Eq ⊆ E and each pair of vertices v1, v2 ∈ Vq fulfills the
condition v1, v2 ∈ Eq.[8].

The maximum clique QM = (Vq, Eq) in graph G = (V,E) is a clique,
where there is no vertex v ∈ V and v � Vq that Q′ = (V ′, E′) is a clique, where
V ′ = V ∪ {v} and E′ ⊆ E and each pair v1, v2 ∈ V ′ of vertices fulfills the
condition {v1, v2} ∈ E′ [6, 8, 10, 18].

An α-clique
Let A = (V ,E) is a sub-graph of graph G = (V,E), V ⊆ V , E ⊆ E, k =
Card(V ), ki is a number of vertices vj ∈ V that {vi, vj} ∈ E

For k = 1 or k > 1, for all vertices vi ∈ V fulfill the condition α ≤ ki + 1
k

, the

graph A is an α-clique in graph G, where α ∈ (0, 1].

Fig. 1. An example of α-clique for Fig. 2. A sub-graph of graph from Fig 3.
which is not α-clique for

As it can be seen in Fig. 1 and 2 a sub-graph of α-clique (α = 0.8) is not
an α-clique (α = 0.8), thus the property of being α-clique with some value of
parameter α may not be preserved by its sub-graphs.

Let α-clique A = (V ,E) is a graph with, thus for all of vertices vi belong
to α-clique ki + 1 > 0.5 k. From set theory, for all two vertices, sets of vertices
incident with each of them have a non-empty intersection, so the α-clique with
α > 0.5 constitutes a connected graph. If α = 0.5 the obtained sub-graph may
be disconnected - an example of such situation is shown in Fig. 3.
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Fig. 3. An example of not connected graph for α = 0.5

3 The Evolutionary Approach to Find α-clique

Standard evolutionary algorithm (EA) works in the manner as it is shown in the
Algorithm 1, but this simple scheme requires many problem specific improve-
ments to work efficiently. The adjustment of the genetic algorithm to the solved
problem requires a proper encoding of solutions, an invention of specialized ge-
netic operators for the problem, accepted data structure and a fitness function
to be optimized by the algorithm.

1. Random initialization of the population of solutions.
2. Reproduction and modification of solutions using genetic operators.
3. Valuation of the obtained solutions.
4. Selection of individuals for the next generation.
5. If a stop condition is not satisfied, go to 2.

Algorithm 1. The evolutionary algorithm

3.1 Individual Representation

The whole information about the problem is stored in an array of data that de-
scribes all data connections. This array can be binary (a matrix of incidence of
undirected graph: 0 – no connection, 1– presence of connection) or non-negative
(undirected graph) real-valued and in this case the stored value denotes the
strength of the connection. Members of the population contain their own solu-
tions of the problem as a dynamic table of derived α-cliques (number of them
may change during computations). Each element of this table (α-clique) has a
list of nodes attached to this α-clique and each node is considered only once
in one solution (population member). Unattached nodes are also included, they
constitute small, one-element α-cliques (one node is also α-clique with α=1).
Thus each solution contains all nodes from a graph described by incidence ma-
trix. But the solution with many small α-cliques is rather not profitable, and it
is the role of evolutionary algorithm to find bigger ones. Beside it, the member
of the population contains several more data including: a vector of real numbers,
which describe its knowledge about genetic operators and a number of the op-
erator chosen to modify the solution in the current iteration. More details abut
genetic operators and the method of valuation them will be given later in this
chapter.
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3.2 Fitness Function

The problem’s quality function is closely connected with the fitness function,
which evaluates the members of the population. In the solved problem several
quality functions may be considered, depending on input data (binary, integer or
real) or what set of α-cliques one want to obtain (equal size or maximal size etc.).
The fitness function does not have to possess any punishment part for an α-clique
constraint violation, because forbidden solutions are not produced by initializing
function or genetic operators. Thus all population members contain only valid
α-cliques with their local values of α not less than the global value imposed on
the solved problem. For computer simulations we used fitness function as follows:

maxQ =
1
n

n∑
i=1

l1∑
j=1

j∑
k=1

D[tik , tij ] (1)

where:

n numbers of α-cliques in the valued solution;
li – number of nodes in the i-th α-clique;
D – the data array (incidence matrix);
tij , tik – nodes of the i-th α-clique.

The fitness function (1) promotes α-cliques of medium size (if possible - al-
most equal) and was used to solve testing problems, but it is possible to pro-
pose different fitness functions [16] with various properties of sizes of generated
α-cliques.

3.3 Specialized Operators

The described data structure requires specialized genetic operators, which mod-
ify the population of solutions. Each operator is designed in such a manner that
preserves the property of being α-clique for the modified parts of solutions. If
modified solution violates the limitation of being α-clique, the operation is can-
celled and no modification of solution is performed. This method is more difficult
for the evolutionary algorithm to find satisfying solutions, due to possible bigger
problems with local maximums, than method with penalty function, but it gives
the certainty that computed solutions are allowed.

Designed genetic operators are:

1. mutation – an exchange of randomly chosen nodes in different α-cliques;
2. movement of randomly chosen node to a different α-clique;
3. “intelligent” movement – performed only if this modification gives better

value of fitness function;
4. concatenation – tries to concatenate (mainly small) α-cliques;
5. also multiple versions of operators are applied.
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3.4 Evolutionary Algorithm Used to Solve the Problem

Using of specialized genetic operators requires applying some method of sampling
them in all iterations of the algorithm. In the used approach [21] it is assumed
that an operator that generates good results should have bigger probability and
more frequently effect the population. But it is very likely that the operator, that
is proper for one individual, gives worse effects for another, for instance because
of its location in the domain of possible solutions. Thus every individual may
have its own preferences. Every individual has a vector of floating point numbers,
beside encoded solution. Each number corresponds to one genetic operation. It
is a measure of quality of the genetic operator (a quality factor). The higher the
factor is, the higher is the probability of the operator. The ranking of qualities
becomes a base to compute the probabilities of appearance and execution of
genetic operators. Simply normalization of the vector of quality coefficients turns
it into a vector of operators’ execution probability. The set of probabilities is also
a base of experience of every individual and according to it, an operator is chosen
in each epoch of the algorithm. Due to the gathered experience one can maximize
chances of its offspring to survive.

3.5 Computer Simulations

First we wanted to know how the decomposition of graph into α-cliques de-
pends on the accepted value of parameter α. We used as testing examples
data from BHOSLIB: Benchmarks with Hidden Optimum Solutions for Graph
Problems (Maximum Clique, Maximum Independent Set, Minimum Vertex
Cover and Vertex Coloring) – Hiding Exact Solutions in Random Graphs
http://www.nlsde.buaa.edu.cn/~kexu/benchmarks/graph-benchmarks.htm.
The first task was rather a large graph with 4000 vertices and 7 425 226 edges
(test frb100-40.clq.gz), the second problem was a little smaller graph with 4000
vertices and 572 774 edges (test frb100-40mis.gz). As it can be seen on Tab. 1
and 2, the value of α has a decisive impact on the number of generated sub-
graphs and their average sizes. Of course our method cannot exceed limitations
of tested graphs. The graph from the first example is almost fully connected,
thus only using higher than 0.8 values of α it is possible to control parame-
ters of derived α-cliques. Similarly the graph from the second example is very

Table 1. Obtained results for several values of α and a graph with 4000 vertices and
7 425 226 edges

α Min α-clique Max α-clique No of α-cliques Av. size of α-clique
0,80 4000 4000 1 4000
0,90 41 607 15 267
0,95 1 277 39 103
0,97 8 131 56 71
0,99 5 74 78 51
1,00 10 73 76 53
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Table 2. Obtained results for several values of α and a graph with 4000 vertices and
572 774 edges

α Min α-clique Max α-clique No of α-cliques Av. size of α-clique
0,51 40 119 50 80
0,60 6 111 67 60
0,70 2 80 94 43
0,80 40 40 100 40
0,90 40 40 100 40
0,99 40 40 100 40
1,00 40 40 100 40

Fig. 4. The source data Fig. 5. The solution obtained with α =
0.7 which is not α-clique for

Fig. 6. The map of trade connections among Indonesian regions

weakly connected, so only smaller than 0.8 values of α can affect properties of
obtained α-cliques. It is also interesting to mention about times of performed
computations.

The example deals with an import-export analysis where rows and columns
represent a set of 50 regions of the Indonesian islands. In the source data aij = 1
if in 1971 a quantity of at least 50 tons of rice was transported from region i to
region j, and aij = 0 otherwise. The aim of the analysis is to find trade connec-
tions among different regions of Indonesia. Obtained results are illustrated on
Fig. 4 - data clustering and its interpretation on the maps of Indonesia (Fig. 6).
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This or similar problems were also solved using different methods: greedy [11],
2-opt [11], 3-opt [11, 19] or BEA – Bounded Energy Algorithm [11, 13] or even
EA [1, 12, 14, 15, 19, 23]. The mentioned algorithms were used only as “pre-
processing” methods to optimize the source data matrix (data preprocessing to
obtain more condensed groups of “1” - existing connections) and then to extract
clusters from preprocessed data. Our approach is simple and allows obtaining
good results using one method with a possibility to control the results using
different values of parameter α.

3.6 Conclusions

It‘s well known for problems with large-scale complexity that there are no effec-
tive algorithms to solve them, but possibility to construct approximation ones
is still open. Generally α-clique problem considered in the paper probably can
be solved using some greedy-like method, but at the moment we developed the
evolutionary method that efficiently solves that problem.

Results of series of conducted experiments are rather optimistic, parameter
α introduced to traditional clique notion makes it a flexible tool that enables
solving of graph decomposition problems with the ability of tuning the obtained
sub-graphs parameters using different values of α.
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(in Polish), Badania operacyjne i systemowe 2006. Metody i techniki, Akademicka
Oficyna Wydawnicza EXIT, Warszawa.
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Summary. A misclassification rate is most often used as a feature selection criterion.
However, in the cases, when the numerical force of the training set is not sufficiently
large in relation to the number of features, the risk of choosing the noisy features
is very high. It produces difference between error estimations derived on the basis
of the training and testing sets, so the error rate estimation can not be sufficiently
confident. Feature preselection based on analysis of dependences between features is
recommended in such types of tasks. An advantage of this approach is shown in the
paper. As a feature selection criterion the Pearson chi-square statistics has been used.

1 Introduction

Many pattern recognition applications have very high requirements concern-
ing the speed and classification quality. The quality depends on the analyzed
features. There can be some attributes with small or destructive influence on
classifier decision. The speed is also related to feature space size. Therefore, it
is recommended to apply the feature selection, which may improve the classifi-
cation process.

The feature selection, based on a misclassification rate, selects the feature
subset, which promises the best classification quality. For reference sets with
small number of objects the probability of classification is mostly estimated by
the cross-validation or leave one out method [1]. It is caused by impossibility of
extracting validation set from reference one.

Due to this aspect and large number of features the algorithm might find fea-
tures, which strongly minimize a classification error. Unfortunately, minimization
of misclassification rate concerns only training set. In other words, the feature
subset adapts to training set. Additionally, in this type of tasks feature selection
method strongly reduces dimensionality.

This phenomenon can be discovered by comparing the error rate estimations
derived on the basis of the training and testing sets. Large difference between
these errors, especially when the first is lower than the second, is very disadvan-
tageous. In the real application only training error can be estimated and this

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 394–401, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



A Feature Selection Approach 395

misclassification rate is expected for right classification. Thus, the training and
testing error rates should be occurred on the similar level.

Feature selection, which omits estimation of misclassification rate, will dimin-
ish the described problem. Feature selection method should not use information
about object membership. Therefore, procedure based on analysis of depen-
dences between features is recommended for data sets with large number of
features in relation to amount of objects.

A feature, which is very strongly correlated with other features, has mini-
mal influence on classifier decision. Thus, there is no necessity of taking into
consideration this feature in the classification process. An approach proposed
in the paper is based on this idea. For examination of interdependence between
attributes the chi-square statistics is used. After the preselection process the
modified forward feature selection algorithm is applied.

2 Assumptions and Theoretical Background

The analyzed problem may appear for different types of classifier. The k-NN
classifier is chosen for consideration in the presented paper, because it is quite
simple and offers very good performance [1]. The proposed approach can be
applied for other classifiers, because the main part (the preselection process)
does not change itself.

The most often used feature reduction procedure, i.e. forward feature selection,
is taken to compare the use an error rate as a feature selection criterion with the
criterion based on the chi-square statistics. The Pearson’s chi-square statistics is
applied for analysis of dependences between features. The main advantage of this
test is the speed of process. Moreover, it enables to analyze qualitative features.
Furthermore, the modified forward selection algorithm is applied to select final
feature subset after the preselection process.

Forward feature selection

This procedure is based on sequential adding single features starting with the fea-
ture promising the lowest error rate. So, in the first phase the current selected
feature set contains only one feature. In each next step, the feature set is in-
creased by one feature, chosen from the remaining set of attributes. The feature,
that added to the currently chosen features offers the smallest misclassification
rate, is selected. Thus, the current selected feature set contains sequentially one,
two, three, etc. attributes. Finally, the feature set consists of all, let say, n fea-
tures available in the training set. The feature set chosen out of these n currently
selected feature set, associated with the lowest error rate forms the final selected
feature combination.

Pearson chi-square statistics

This is the most common statistics used for verification of the relationship
between categorical variables.



396 P. Kosla

The chi-square test is based on contingency table, which shows frequencies for
particular combinations of values of two discrete variables. For variables X and
Y with following categories: X1, X2,, Xn and Y1, Y2,, Ym the each element Nij of
the contingency table denotes the number of observations, when simultaneously
variable Y has value Yi and X - variant Xj . The Pearson [2] statistics for this
type of the table is defined as follows:

χ2 =
m∑

i=1

n∑
j=1

(Nij − Eij)2

Eij
, (1)

where expected values Eij are estimated by formula (2):

Eij =

m∑
k=1

Nkj ·
n∑

l=1
Nil

m∑
k=1

n∑
l=1

Nkl

. (2)

There are some methods of objective assessment of variables interdependence
[3, 4]. The Pearson test utilizes table of critical values of chi-square distributions.

3 Description of the Proposed Algorithm

Most often features are not discrete and the digitization of continuous attributes
is necessary to apply the chi-square statistics. The range of feature values may
be divided into some intervals. The number of divisions is assessed by well known
formulas (formula 3 and 4), which are used to construct histograms.

k = 1 + 3, 3 · log(m), (3)

k ≤ 5 · log(m), (4)

where:
k – number of divisions
m – number of observations.

The analysis of the relation between two continuous features can be in such
a way replaced by the analysis of dependence between two quantitative vari-
ables. Moreover, in each case, number of observations and degrees of freedom
are constant and for this reason the chi-square statistics can be directly used as
a criterion of feature dependence strength.

For the further analysis the determination of the matrix containing values of
Pearson statistics for every pair of features may be helpful.

Proposed approach consists of two phases:

Preliminary arrangement of features

The preselection phase consists in arranging the attributes without using the
information concerned object class-membership. This process is based only on
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a measurement of dependence between features. At the beginning two weakest
correlated attributes are chosen. The chi-square statistics for these features is
minimal. After this step, the feature subset containing two ordered attributes
is obtained - the feature with greater standard deviation is proceeded by the
feature with the lower standard deviation. This subset is temporarily called as
”ordered feature set” F ′

l with l = 2 attributes. The other features are collected
in the ”remaining feature set” Fn−l.

Then, the features from remaining set are sequentially transferred to the or-
dered one. At the l = l + 1 position the attribute f(j) ∈ Fn−l, which is weakest
related to ordered feature set F ′

l , is placed. Examination which attribute f(j)
is the weakest related with the set F ′

l consists in finding maximum value of chi-
square statistics from each pair of features f(j) ∈ Fn−l and f ′(i) ∈ F ′

l . The
smallest value from among of these maxima corresponds to the feature added
to the set F ′

l and placed on l-th position. This procedure is repeated until all
features from the set Fn−l will be transferred into the set F ′

l .

Modified forward feature selection

The second part of the proposed technique is selecting features from the ordered
feature set defined previously. This method is the simplified version of the for-
ward feature selection. The one, two,. . . , n first features from ordered set are
sequentially taken into consideration and misclassification rates are estimated
by leave one out method. The feature collection promising the lowest error rate
is finally selected feature combination.

4 Description of the Experiment

4.1 Applied Reference Sets

To test the proposed approach two real data sets were used: Ferrites and Satim-
age. The Ferrites data concerns quality control of ferrite cores [5]. Each sample
described by 30 features can be classified to one of 8 classes. The origin data set
includes over 5900 patterns. However, the class numerical force was not equal.
To obtain a set with an equal number of objects in every class, the data has
been reduced to 1440 patterns (8 classes, 180 objects each). The Satimage data
concerns to a photographic image recognition problem. It is used to recognize
six types of a soil. Data set contains 6435 satellite photographs described by 36
image properties [6].

The training set is formed from randomly chosen patterns from the original
data set. Remaining samples create the testing set. According to the initial
assumptions, the number of objects in training part should be small in relation to
feature space size. Two cases are considered, when number of objects is a nearly
equal and when it is about twice as large as the number of features. For Ferrites
the training sets with 32 (4 patterns in 8 classes) and 56 (7x8) objects were
chosen for examinations. The 36 and 72 objects were chosen for construction the
Satimage training sets.
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4.2 Experimental Design

The four experimental schemes, which in different degree use the object class-
membership knowledge, are considered in the presented paper:

1. The traditional forward feature selection.
2. The misclassification rate, estimated by leave one out procedure, is evaluated

for each single attribute. The ordered feature set is arranged according to
the growing values of the error rates.

3. The feature arrangement is based on chi-square statistics. For each feature
its dependence on class number is analyzed.

4. The feature arrangement is in accordance with procedures presented in the
section 3.

In the schemes 2, 3 and 4, the reviewed feature combinations contain the first
one, two, three and so on, features and the combination that offers the smallest
error rate, found by the leave one out method, is selected (see paragraph Modified
forward feature selection).

The probabilities of classification in the training and testing phases were ana-
lyzed. The operations: dividing data in training and testing sets, feature selection
and error rate estimation were repeated 31 times. The experiment was carried
out for all four described above feature selection arrangements and for all data
sets.

5 Results and Discussion

The parameters of error distributions like mean value and standard deviation
are presented in tables below (table 1, 2). The degrees of feature reduction for
the compared methods are collected in the table 3. When only misclassification
rates derived by testing set (called testing error rate) are computed, one can
conclude that all presented methods do not differ. The difference can be seen
in differences of these error rates computed on the basis of the training and the
testing sets.

The method 4 provides lowest reduction (57% on average), but it does not
mean that the selection algorithm works weakly. Construction of forward feature
selection method causes the strong elimination of features – almost 70% reduc-
tion. This is an effect (mentioned in introduction) of adapting selected attributes
to training set. As we can see in the table 1, the methods, which use more in-
formation about classes (i.e. in order 1, 2, 3, 4), promise lower training error
rates. In these cases this is disadvantageous outcome, because it causes large
disproportion between testing and training errors. The differences of these er-
rors are presented on the figure 1. Among three most similar procedures (except
the method 1), the last method based on the relation between features analysis
assures the best result, the error differences are remarkably smaller. The problem
intensifies for smaller data sets. Methods 2 and 3 achieve comparable outcome
because utilize the class-membership information, but in different manners.
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Table 1. The average values and dispersions of error rates estimated on training sets:
method 1 - forward feature selection, method 2 - misclassification error rate criterion,
method 3 - chi-square statistic criterion for estimating relation between features and
classes, method 4 - proposed approach based on feature interdependence analysis

Data set Training error rate [%]
Method 1 Method 2 Method 3 Method 4

Ferrites56 14, 9 ± 5, 2 20, 3 ± 5, 6 22, 2 ± 6, 7 21, 9 ± 5, 6
Ferrites32 17, 6 ± 7, 7 26, 5 ± 7, 8 27, 9 ± 8, 9 30, 0 ± 8, 2
Satimage72 9, 6 ± 3, 0 13, 5 ± 3, 8 13, 6 ± 3, 5 15, 4 ± 4, 0
Satimage36 9, 2 ± 4, 8 14, 7 ± 6, 8 13, 3 ± 6, 3 18, 1 ± 6, 8

Table 2. The average values and dispersions of error rates estimated on testing sets

Data set
Testing error rate [%]

Method 1 Method 2 Method 3 Method 4

Ferrites56 27, 8 ± 3, 3 27, 3 ± 3, 0 29, 9 ± 3, 8 28, 6 ± 3, 6
Ferrites32 33, 1 ± 4, 7 35, 4 ± 6, 8 34, 2 ± 4, 1 32, 6 ± 4, 3
Satimage72 20, 3 ± 2, 2 20, 0 ± 2, 4 19, 9 ± 2, 3 20, 6 ± 2, 2
Satimage36 24, 6 ± 3, 7 24, 6 ± 4, 6 22, 7 ± 3, 6 24, 5 ± 3, 9

Table 3. Degree of feature reduction by different methods

Data set
Reduced feature set size

Method 1 Method 2 Method 3 Method 4

Ferrites56 (30 features) 8 13 9 13
Ferrites32 (30 features) 6 11 9 13
Satimage72 (36 features) 8 13 14 17
Satimage36 (36 features) 6 10 10 13

It is very important to receive the same range of error rates estimated on
the training and testing sets, because in the real tasks only the first one can
be estimated. In the problems with the great number of features extraction of
samples to the testing set is not recommended. It would cause even worse re-
lation between the training set size and the number of features. Nevertheless,
proposed approach (method 4) still produces the differences between the error
rates calculated for training and testing sets. It is caused by applying the proce-
dures based on the misclassification rate as a criterion after preliminary feature
arrangement.

Apart from quality, the proposed method works faster than the others using
leave one out algorithm. For the Ferrites56 set the defined above approaches as
the methods 1, 2, 3 and 4 took 6.4, 0.8, 0.5 and 0.5 seconds respectively.
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Fig. 1. Analysis of disproportion between testing and training error rates

More Samples in Relation to the Number of the Features

For the preliminary feature arrangement the samples from the training set as
well as the ones to be classified may be used. It is not forbidden because in such a
case no advantage of object class-membership is taken. To show the advantage of
this approach the objects collected in testing set can be used. This modification
improves the classification parameters for proposed feature selection procedure
(see table 4).

Table 4. The influence of changing amount of samples used for preliminary feature
arrangement

Data set
Training set All patterns

Etest Etest − Etrain Etest Etest − Etrain

Ferrites56 28, 6 ± 3, 6 6, 8 ± 4, 6 28, 3 ± 3, 5 6, 0 ± 4, 8
Ferrites32 32, 6 ± 4, 3 7, 0 ± 5, 3 32, 1 ± 4, 4 6, 4 ± 4, 4
Satimage72 20, 6 ± 2, 2 5, 2 ± 3, 0 20, 4 ± 2, 5 5, 6 ± 2, 8
Satimage36 24, 5 ± 3, 9 7, 3 ± 5, 2 24, 1 ± 4, 3 7, 3 ± 5, 0

6 Conclusion

It is no certain that error rate for real classification task is as optimistic as it is
estimated during training phase. The value of the error rate determined in the
proposed manner generates more confident estimation of the misclassification
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probability. Generally, the method based on the analysis of the feature interde-
pendences is recommended to be used, when the training set is small in relation
to the number of features.

References

1. Duda RO, Hart PE (2000) Pattern Classification (2nd ed.), Wiley
2. Chernoff H, Lehmann EL (1954) The use of maximum likelihood estimates in χ2

tests for goodness-of-fit, The Annals of Mathematical Statistics
3. Rosner BA (2005) Fundamentals of Biostatistics, 6th ed., Duxbury Press
4. Tadeusiewicz R, Izworski A, Majewski J (1993) Biometria, Wyd. AGH
5. Jozwik A, Chmielewski L, Sklodowski M, Cudny W (1998) A parallel net of

(1-NN, k-NN) classifier for optical inspection of surface defects in ferrites, Machine
Graphics & Vision, vol. 7, no. 1-2, pp. 99–112

6. Newman DJ, Hettich S, Blake CL, Merz CJ (1998) UCI Repository of machine
learning databases [http://www.ics.uci.edu/∼mlearn/MLRepository.html], Irvine,
CA: University of California, Department of Information and Computer Science



   

Part III 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Speech and Word Recognition 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Normalisation of Confidence Voting Methods
Applied to a Fast Handwritten OCR
Classification

Juan Ramón Rico-Juan and José M. Iñesta
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Summary. In this work, a normalisation of the weights utilized for combining classi-
fiers decisions based on similarity Euclidean distance is presented. This normalisation is
used by the confidence voting methods to decrease the final error rate in an OCR task.
Different features from the characters are extracted. Each set of features is processed
by a single classifier and then the decisions of the individual classifiers are combined
using weighted votes, using different techniques. The error rates obtained are as good
or slightly better than those obtained using a Freeman chain codes as contour repre-
sentation and the string edit distance as similarity measure, but the complexity and
classification time decrease dramatically.

1 Introduction

The combination of classifiers is a strategy widely applied recently in classifica-
tion tasks. There are many ways to apply a combination of classifiers [1]. Methods
based on decision confidences, like those reported in [2], allows to weight the in-
dividual classifier decisions in order to obtain a good classification performance.

There are some works which use confidence methods based in a posteriory
probabilities (according to the Bayes theory) in classification, as in [3], where
several formulas are proposed to estimate this probability, and in [4], where the
authors propose a method based on the k-Nearest Neighbour rule.

In this work, we get into the details of the appropriate features, the individ-
ual classifiers, and their combination in order to classify isolated handwritten
characters.

In the second section, we explain the different features that have been chosen for
describing the character image. In the third section, the results obtained when ap-
plying different classifiers on a widely used database of isolated handwritten char-
acters are shown. Finally, we present some conclusions and future lines of work.

2 Feature Extraction from a Binary Image

The goal of this feature extraction is to obtain different kinds of features to
use with a specific classifier. Three different representations of the same image

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 405–412, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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(figure 1a) have been designed in order to obtain relevant information. The main
idea is to summarise the image matrix information in proportional square regions
that represent the character shape.

The first step is to locate the character in the image and extract the region
of interest (ROI) as the character bounding box. This ROI is where the features
described below are extracted from.

2.1 Foreground Features

A classical representation of a bitmap image is a matrix with the black pixels
as the smallest portions of the object (I[x, y] = 1) and white pixels as the
background (I[x, y] = 0).

First, morphological filters [5] have been applied to correct gaps and spu-
rious points. Thus, we define square subregions for representing the character
ROI. Each subregion is represented by the number of foreground pixels. If a
foreground pixel belongs to different regions, each region involved accumulates
the proportional value of this pixel, as displayed in an example in figure 1b.
The algorithm is detailed below, where I[IXM , IY M ] is the bitmap image with
IXM × IY M dimensions and R[RXM , RY M ] is the matrix with the proportional
summatory of black pixels with RXM ×RY M .

1. function computeSummatoryOfRegions(I[IXM, IY M ], R[RXM , RY M ])
2. for x := 1 to RXM do
3. for y := 1 to RY M do
4. R[x, y] := 0
5. (startX,startY,endX,endY):=computeBoundingBoxObject(I)
6. for i :=startX to endX do
7. for j :=startY to endY do
8. if isBlackPixel(I[i, j]) then
9. case [i, j] included in proportion [x, y] :

10. R[x, y] := R[x, y] + 1
11. case [i, j] included in proportion [x, y], [x, y + 1] :
12. R[x, y] := R[x, y]+proportion(x,y)
13. R[x, y + 1] := R[x, y + 1]+proportion(x,y+1)
14. case [i, j] included in proportion [x, y], [x + 1, y] :
15. R[x, y] := R[x, y]+proportion(x,y)
16. R[x + 1, y] := R[x, y]+proportion(x+1,y)
17. case [i, j] included in proportion [x, y], [x, y + 1],

[x + 1, y], [x + 1, y + 1] :
18. R[x, y] := R[x, y]+proportion(x,y)
19. R[x, y + 1] := R[x, y + 1]+proportion(x,y+1)
20. R[x + 1, y] := R[x + 1, y]+proportion(x+1,y)
21. R[x + 1, y + 1] := R[x + 1, y + 1]+proportion(x+1,y+1)
22. end function
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Fig. 1. a) Original image b) After morphological filters and a 2 × 2 regions with the
proportional summatory of the number of black pixels (object) for each subregion

2.2 Background Features

The algorithm used for extracting the background features is similar to that in
[6]. This algorithm is based on four projections (up, down, left, and right) that
are plotted for each pixel in the image. When any of these projections touch
the foreground object, a counter associated to that pixel is increased in one
unit. This way, we can distinguish four different categories of background pixels,
according to the value of its counter. In addition, a fifth category is added in
order to provide more information: there are two situations that are similar in
geometry but totally different from a topological point of view. A background
pixel can be surrounded by object pixels and then the projections will touch
them and the counter will be 4, but this pixel could belong either to an isolated
region or to an actually open region. So, our algorithm assigns a value of 5 to
the counter if the pixel lies in an isolated background area.

Therefore, five matrices are extracted as features, one for each counter value.
Each cell of these matrices represents the number of pixels with that counter
value in the corresponding image subregion, as shown in an example in figure 2.

2.3 Contour Features

We extract the object contour encoding the links between each pair of neighbour
pixels using 4-chain codes in the way proposed by [7], where only the orientations
of the links are taken into account (see figure 3 for an example). We extract four
matrices, one for each direction. In a similar way as we do in previous subsections,
each cell of these matrices represent the summatory of each region for a direction
as we show in an example in the figure 3a.
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Fig. 2. Background features

All these regions are normalised using p′ij = pij/
∑

pij to obtain better per-
formance where pij is the cell i, j which represents the proportional summatory
of the features in this region.

2.4 Classification Schemes

Three kinds of algorithms have been compared based on different features
descriptions:

1. Individual classifiers based on the three sets of features described above.
The features used are based in the image pixels (image), in the background
information (background) and in the four directions of the countours image
(directions).

2. Combination of classifiers based on confidence voting methods [2]:
• Pandemonium[8]: Every classifier gives one vote with a confidence for

every class. The class which receive the highest confidence is the winner.
• Sum rule: Each class sums the confidence from each classifier. The class

that accumulates the highest confidence is the winner.
• Product rule: It is equivalent to sum rule, but the product is used for

obtaining the final confidence for each class.
The confidences of the single classifiers are based on the Euclidean distance to
the training set samples. We use a modification of the expression to compute
a posteriory probability based on [3] and proposed in [4]. The estimation is



Normalisation of Confidence Voting Methods 409

2

3

4

1
4

1
2

3

(a)

1:
  22.5 18.0
  35.5  0.0

2:
  18.5 25.5
  14.0  6.0

3:
  12.5 23.0
  10.0  0.5

4:
   1.0  6.0
   1.0  0.0

.......................................................

...............................3333333334..............

..............................2..........34............

............................32.............4...........

.........................332................4..........

...................333332....................1.........

..................2..........................1.........

..................1................3334.......1........

.................2..............332....4......1........

...............32.............32........1.....1........

.............32...........3332..........1.....1........

............2............2..............1.....1........

............1...........2...............1.....1........

............1..........2...............2......1........

............1.........2................1......1........

............1.........1...............2......2.........

............1.........1..............2......2..........

.............1.......2...............1......1..........

.............1.......1..............2.......1..........

..............4......1.............2.......2...........

...............2.....1............2.......2............

..............2.....2...........32.......2.............

..............1.....1.........32........2..............

.............2......1.......32........32...............

.............1......1......2.........2.................

.............1......1....32.........2..................

.............1......1...2..........2...................

.............1.......332.........32....................

.............1..................2......................

............2..................2.......................

...........2..................2........................

..........2..................2.........................

..........1.................2..........................

..........1.............3332...........................

..........1...........32...............................

..........1........332.................................

..........1.......2....................................

..........1......2.....................................

..........1......1.....................................

..........1......1.....................................

..........1......1.....................................

..........1......1.....................................

..........1......1.....................................

.........2.......1.....................................

.........1......2......................................

.........1......1......................................

.........1......1......................................

.........1......1......................................

........2......2.......................................

........1......1.......................................

........1.....2........................................

........1.....1........................................

........1.....1........................................

.........4....1........................................

..........3332.........................................

(b)

Fig. 3. a) Four 2D directions b) Contour encoded and a 2 × 2 matrix with the sum-
matory of number of pixels for each direction

P̂ (ωi|x) where ωi is the i-th class and x is a new example to classify. The
new estimation is computed as

P̂ (ωi|x) =
1

ε+minyi∈ωi
{d(x,yi)}∑

i
1

ε+minyi∈ωi
{d(x,yi)}

This estimation is based on the nearest neighbour sample. A ε value is intro-
duced that is a positive small value close to 0. It allows to apply this formula
without overflow errors.

3. Contour of image as string using 8-Freeman codes as described in [9]
(contour-string).

3 Results

A classification task using the NIST SPECIAL DATABASE 3 of the National
Institute of Standards and Technology was performed using the different contour
descriptions described above to represent the characters. Only the 26 uppercase
handwritten characters were used. The increasing-size training samples for the
experiments were built by taking 500 writers and selecting the samples randomly.
The size of the test is 1300 example in all cases, while the training set has
different sizes as 1300, 2600, 3900 and 5200, corresponding to 50, 100, 150 and
200 examples per class.
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Fig. 4. Preliminary trial tests with a 1300 test examples and 5200 model examples. a)
Average classification error rate b) Average classification time.

As shown figure 4, in the preliminary trials tested, different numbers of regions
were tested. A division of the ROI into 6 × 6 subregions yielded a lower error
rate than the others and the best computation time. Thus, the RXM and RY M

parameters for the computeSummatoryOfRegions function was fixed to 6× 6
to compute the rest of experiments.

The sensitivity to the classifier ensemble architecture has been tested removing
one of the three individual classifiers from the final combination, and the results
were always worse than the combination of the three classifiers.
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Fig. 5. a) Average classification error rate b) Average classification time

As we can see in the figure 5a, the lowest error rates were obtained by the
combination of classifiers using the product rule. Anyway, this result is compa-
rable to that of the combination of classifiers based on the summatory rule and
the string countour classifier. In the figure 5b the classification time as a function
of the number of samples is shown. Like in the case of the classifier ensemble,
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the time is much lower than using contour chain codes, because chain codes use
a string edit distance with a quadratic complexity and the average length of
the strings is of 350 codes per character, while in the proposed approach the
classifiers use a, much faster, Euclidean distance.

4 Conclusions and Future Work

A number of ways for shape feature extraction from a binary image have been
presented. Each set of features was used for handwritten character recognition
by different classifiers based on Euclidean metrics. In order to achieve a bet-
ter preformance, a weighted voting-based ensemble of those classifiers has been
built. A posteriory probability estimation is proposed in order to normalize the
confidences provided for each classifier in the voting phase for reducing the final
classification error rate.

The classification time using these combination of classifiers was about 500
times faster than string edit distance-based classifiers operating with contour
chain codes, obtaining even slightly better error rates.

This combination will be applied to other databases in the future to explore
the robustness of the approach and how it performs in terms of both classi-
fication time and error rates with other data. In addition, we will explore its
capabilities when dealing with other data in the biometric recognition field.
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Summary. This paper is about the visual features extraction. The shape visual fea-
tures and appearance based visual features were used in this work for the speaker
identification. A Gaussian Mixture Models (GMMs) were trained from these visual
features and the speakers were recognized with the help of these GMMs. A difference
between the speaker identification with GMM trained from audio or visual features
was investigated too.

1 Introduction

The human lips, teeth and mimic muscles have influence on the creation of
the speech. The visual information of the speech can help hearing handicapped
people to understand and the visual information is necessary for all people for
understanding of the pronounced speech information in the noisy conditions.
Therefore it will be good to use the visual information for the automatic speech
recognition namely in the noisy conditions. The task of the audio-visual or visual
only speech recognition consists of two steps. The audio-visual or visual signal
(video recording of human speaker) is pre-processed and it is parameterized in
the first step. The audio-visual or visual features are used in the automatic
speech recognizer in the second step.

The speech recognizers are based on the Hidden Markov Models (HMMs) or
on Artificial Neural Networks (ANNs) most often at present. The parameteri-
zation of the acoustic signal is well-solved - the mostly used audio features are
the features based on the cepstrum. The Mel Frequency Cepstral Coefficients
(MFCCs), which are extracted from the audio signal, are used for speech recog-
nition, and the same features (without dynamic features) are used for speaker
identification. We don’t need to know a content of the speech utterance but it is
necessary to find out the characteristic of speech for single speaker in the task
of speaker identification.

The idea of this work was to use the visual features for the speaker identifica-
tion and find out if it is possible to use the same visual features, which were used
in our previous work for the audio-visual speech recognition [1]. The extraction
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Fig. 1. The principle of speaker identification from the visual or audio speech signal
by the help of GMMs technique

of the MFCCs is well-known and it is described in a large number of papers
therefore the possibilities of the visual speech parameterization are described in
this paper.

2 The Visual Features Extraction

The bottom part of the human face from the video image is used for the ex-
traction of the visual features most frequently. We have two groups of the visual
features at present. The ”shape” visual features are extracted from the seg-
mented object of the lips in the first group and the ”appearance based” visual
features are in the second group. The appearance based visual features are cre-
ated with the help of the 2D transforms (DCT - Discrete Cosine Transform,
DWT - Discrete Wavelet Transform, PCA - Principal Component Analysis, ...)
of the region of interest (ROI). The lips and the lips environment are in the ROI.
The lips are necessary to be found for the extraction of the shape or appearance
based visual features. Direct lips finding in the real video image is very difficult
task because the size of the lips is relatively small in comparison to the whole
image and the real image is often very detailed. Therefore it is necessary to de-
tect the human face(s) in the first step, and the lips are looked for in the bottom
part of detected face. The video camera was located directly to human lips in
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some older published works. The algorithms for the face detection and for the
finding of the ROI didn’t have to be used. This simplification is applicable only
in the laboratory or simple conditions where the human speaker is not moving
and it is not useful in the real conditions.

2.1 Face Detection

The solution of the face detection task is relatively difficult. A several people
can be in one video image. The people can show their faces to the video camera
from different angles, and they can be in different distances from the camera,
thereby the areas of the human faces have different sizes. The lighting may
also change during making of the video recording. The front-end pictures of the
human face are used most often because it is more complicated to detect the
face from the profile from the video images and it is very difficult to extract
good visual features from the face profile. A lot of methods and algorithms have
been described and created for the face detecting. It is possible to divide these
methods to three groups.

The feature-based methods are in the first group. The information about
the shape, skin colour, and the texture of the face are used in these methods
very often. The methods with template matching are in the second group, and
appearance-based methods are in the third group. The appearance-based meth-
ods are based on the eigenfaces, distribution, neural networks, support vector
machines, sparse network of winnows, or hidden Markov models [2]. The meth-
ods from the second and third group are mostly very time-consuming, and we
need to detect the face(s) at least from 20 images that we get from one second
of the visual signal. Therefore it is necessary to have some relatively fast and
robust method for the face detection.

The algorithm for face detection based on the colour and shape segmentation
was developed in our lab. The face(s) is(are) detected within 20ms (in 3GHz
PC) in video image with sizes 640 x 480 pixels with the help of this algorithm.
The principle of the algorithm is the following. The RGB colour video image is
segmented with the help of 3D look-up table that converts the RGB value to
value 0 or 1 where 1 is used if the colour is similar to the colour of the human
face and 0 is used in the other cases. The look-up table was created from our
extensive image database with the skin pixels, and the utilization of look-up
table is a very fast operation because in one step we get the segmented picture.
The result is the binary picture where the binary noise is very often, therefore
the morphologic image operation of opening with a small structure element is
used for the filtration of the binary noise. The second step is the image operation
called region identification. The objects are selected in this operation, and some
elongated objects are removed, because it is unlikely that these objects are the
areas of the human faces. In the last step the objects of eyes and lips are looked
for in the selected objects. The area is selected as a face area if two objects of
eyes and one object of lips are found in the predefined positions. The bottom
part of the face area is used as the ROI.
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Fig. 2. The face detection algorithm: a) original picture, b) binary picture, c) filtered
picture, d) after region identification, e) eyes and lips tracking, f) resulting detected
face

2.2 Visual Front End Features Extraction from the ROI

A lot of methods exist for visual features extraction at present. The majority
of methods are based on the visual features extraction were the human faces are
camera scanned from the front but new methods are using the algorithms for
the visual feature extraction from the approximated 3D space with speaker(s)
[3]. The approximated 3D space is created from two video images from two
cameras (stereovision), or the mirror system and one video camera is used. The
problem is that it is very time consuming to extract visual features from 3D
space on a ”normal” PC. We have two main groups of the visual features to-
day (in 2007) - the shape visual features and the appearance (video pixels)
based visual features. The shape visual features are extracted from the found
contours of the lips objects. The most often used shape visual features are: hor-
izontal opening of the lips, vertical opening of the lips, area of the lips and lips
rounding [4].

These visual shape features were used in this work and the features were
obtained from the object of the lips, which was segmented from the ROI with
the help of algorithm for colour and shape segmentation. This algorithm is very
similar to our algorithm for the face detection (without the last step), but the
threshold for the image segmentation is automatically selected from the algo-
rithm based on the estimation of the image histogram from the ROI [5]. It is
possible to get the other shape visual features from the analysed contour border
of the lips [6] where orientation of the lips contour edge is monitored or the upper
and bottom part of the lips is approximated with a suitable curve, for example
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by parabola. The shape visual features have very good interpretation but it is
very difficult to find these features in the real video images with image noise
because it is necessary to reliably find the contours of the lips for the creation
of the shape features.

The appearance-based features are based on using of the information obtained
from the pixels from the ROI. It is possible to use the pixels directly but it isn’t
so practical because, for example, for the ROI with the sizes 128 x 128 pixels we
get 16,384 features. A lot of useless information is in these features, and it will
be very difficult to train some good models from these features, therefore the
image of the ROI is transformed with the help of some image transformation and
only some components are selected as the features from the transformed space.
The most used 2D transforms are: the Discrete Cosine Transform - DCT [7] or
the Principal Component Analysis - PCA [8]. Some other transforms are used
sometimes, for example the Discrete Wavelet Transform - DWT. We have used
the DCT for the extraction of the visual features in our work [1]. The coefficients
F(u, v) were computed from the DCT of ROI with the lips.

F (u, v) =
2c(u)c(v)

N

N−1∑
m=0

N−1∑
n=0

f (m,n) cos
(

2m + 1
2N

uπ

)
cos

(
2n + 1

2N
vπ

)
(1)

where f(m, n) are the pixel values from ROI image and c are the coefficients:

c(k) = 1/
√

2 for k = 0 or c(k) = 1 for k > 0 (2)

These coefficients were squared (the energy were computed from the coefficients)
and the N highest energy coefficients from the DCT were used as the visual
features.

3 Speaker Identification

The Gaussian Mixture Models - GMMs are used for the speaker identification
very often, and we have a good experience with this technique for speaker iden-
tification in our lab, therefore they were used in this research. The GMM is
one-state HMM but usually a larger number of mixtures M is used in the GMM
than in the HMM. The output function b of the GMM state is:

bs(x) =
M∑

m=1

csm
1√

(2π)pdetΣsm

exp
[−0.5(x− ¯xsm)TΣ−1

sm(x− ¯xsm)
]

(3)

where x is the vector of features, P is the number of features, x̄s is the vector
of mean values, Σ is the covariance matrix and M is the number of mixtures.

One GMM is trained for each speaker. The unknown parameterized speech
signal from the unknown speaker is compared with the GMMs and the speaker
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is identified as known where the resulting probability from the comparison is
the highest. The unknown speaker should be in our database of GMMs, or it
is necessary to decide if the speaker has the GMM in the database or not. The
setting of the threshold for the comparison is the first way, but it isn’t so good
because it is very difficult to set the threshold, because if the threshold is set
badly, it is possible that the speakers who have GMM in the database are selected
as unknown. Using of the algorithms and methods for the speaker verification [9]
is the second (and better) way, but only the algorithm for speaker identification
from the visual or audio stream was used in this work.

4 Experiments

Our own Czech audio-visual speech database AVDBcz2 was used for the ex-
periments of the speaker identification. This database was used in our previous
works for the visual or audio-visual speech recognition therefore it was possi-
ble to use the same features that were already extracted from the audio-visual
streams. 35 human speakers were camera-scanned in this database and each
speaker narrated cca 60 seconds of utterances. The video frame rate is 30 im-
ages per second, the images are coloured with the sizes 640 x 480 pixels and the
audio sample rate is 16 kHz in this database. The uncompressed database has
cca 60 GB.

30 seconds of speaker’s utterances were used for the training of the GMMs
and the rest (cca 30 seconds) was used for the identification. The audio-visual
signal was divided into frames - short parts of signal with the time length 33.3
ms and the frames were parameterized - this is the same strategy as the pa-
rameterization of audio signal for the speech recognition. 12 MFCCs were used
for the parameterization of the audio frames and 4 shape visual features (hor-
izontal opening of the lips, vertical opening of the lips, area of the lips, and
lips rounding) or 5 highest energy DCT features were obtained from the vi-
sual frames. The GMMs were trained for each speaker from the audio or vi-
sual parameterized frames in the second step. The speakers were identified in
the third step. The HTK Toolkit [10] was used for the training of the GMMs
and for the speaker identification. 3 experiments for the speaker identification
were created. The audio features were used in the first experiment, the shape
visual features were used in the second experiment, and the energy DCT fea-
tures were used in the third experiment. The number of mixtures M was chang-
ing in these experiments, see fig. 3. It wasn’t possible to choose bigger (more
than 100) number of mixtures for training of GMMs from visual features be-
cause this number depends on the number of data - the parameterized frames
and therefore it is impossible to train the GMM’s with bigger number of mix-
tures from our relatively small set of data. The resulting speaker identification
rate was 100% (in big range of mixture values M) for audio features, 97.1%
(M = 6, 8, 12 ...) for DCT visual features and 94.3% (M = 6, 7, 8...) for shape
visual features.
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Fig. 3. The resulting speaker identification rate in dependence on number of mixtures
in GMMs for the audio features, for the visual DCT features and for the shape visual
features

5 Conclusion

The system for the speaker identification based on GMMs, which were trained
from the visual speech features, was developed in this work. This work shows
that it is possible to use the same visual speech features for speaker identification
as for the speech recognition with a good speaker identification score. We have
the same experience with the acoustic MFCCs features where the same static
audio speech features are used for the speech recognition or for the speaker iden-
tification. The result, where the visual energy DCT features were used, is better
than for the using of the shape visual features. It was the same for the visual
speech recognition where the utilization of the energy visual DCT features gave
better recognition rates. The main area for the using of the speaker identifica-
tion from the visual stream is in the strong acoustic noise conditions where the
speaker identification from the acoustic signal is either impossible or its result
is very bad. We would like to extend our audio-visual database by new speakers
in the near feature, and we plane to create more extensive experiments to test
how good visual features are for the speaker identification using a bigger group
of speakers.
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Summary. In this paper we propose different approaches to the LM integrated in a
Continuous Speech Recognition system. All of them are based on classes that are made
up of phrases or segments of words. The proposed models were evaluated in terms of
Word Error Rate over a spontaneous dialogue corpus in Spanish. The experiments car-
ried out show that better performance of the CSR system can be achieved introducing
segments of words into a class-based LM.

1 Introduction

Natural language modeling is a classical Pattern Recognition (PR) problem
which is nowadays addressed within statistical PR framework. Word n-gram
Language Models (LM) are the most commonly used approach, however, large
amounts of training data are required to get a robust estimation of the param-
eters defining such models. When dealing with Continuous Speech Recognition
(CSR) applications for which the amount of training material available is limited,
alternative approaches as class n-gram LMs [1], could be used.

A class n-gram LM is more compact and generalizes better on unseen events.
Nevertheless, it only captures the relations between the classes of words, while
it assumes that the inter-word transition probability depends only on the word
classes. This fact degrades the performance of the CSR system. To avoid the
loss of information associated with the use of a class-based LM, other authors
have proposed different approaches, e.g. model interpolation, aiming to take
advantage of both the accurate modeling of word-based models for frequent
events, and the predictive power of class-based models for unseen or rare events
[1, 2, 3].

On the other hand, LMs based on phrases, or word segments, have already
successfully been used within the speech recognition [4] and machine translation
[5] frameworks. In this work a LM based on classes made up of segments [6] is
employed in order to combine the benefits of word-based and class-based models.
Two different approaches to class-based models are proposed and formulated. In
both we make use of segments of words within the classes, in order to capture
the relations between words in each class. Finally, two interpolated models are
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presented as well. Such models make use of the proposed class-based models
where classes are made up of segments of words. All the presented models are
fully explained in Section 2.

Let us note that in this work k-Testable in the Strict Sense (k-TSS) models
are used instead of the classical n-gram models. k-TSS languages are a subset of
regular languages, thus, they can be inferred from a set of positive samples by
an inference algorithm [7]. Actually, k-TSS LMs are considered as the syntactic
approach of n-gram models, but this syntactic approach allows to integrate K
k-TSS models (where k = 1, . . . ,K) into a unique Stochastic Finite State Au-
tomaton (SFSA) under a back-off smoothing [8]. Moreover, this formalism assists
the integration of different LMs in a CSR system, as the proposals presented in
this work require.

The proposed LMs were then integrated into a CSR system in a dialogue
system application and evaluated in terms of Word Error Rate (WER). Sev-
eral series of experiments were carried out on a spontaneous dialogue corpus in
Spanish. These experiments show that the integration of word segments into a
class-based LM yields a better performance of the CSR system.

2 Word Segments in Class-Based Language Models

Two different approaches to class-based LM-s are formulated below. Both of
them are generated introducing segments or sequences of words inside the classes
of a class-based LM. However, in the first approach, Msw, the words in a segment
are separately studied and the transition probability among them is calculated.
In the second approach instead, Msl, the words in a segment are linked and the
whole segment is treated as a unique new “word” or lexical unit. Finally, two
different linear interpolated models are presented.

2.1 LM-s Based on Classes of Word Segments, Msw

Given a sequence of N words w̄ = w1, w2, . . . , wN , let us define a segmentation
(s) of the sequence into M segments, as a vector of M indexes, s = (a1, . . . , aM ),
such that a1 ≤ . . . ≤ aM = N . The w̄ sequence of words can be represented in
terms of such segmentation as follows:

w̄ = w1, . . . , wN = wa1
a0=1, . . . , w

aM =N
aM−1+1 (1)

where wai
ai−1+1 = wai−1+1, . . . , wai .

On the other hand, let C = {ci} be a previously defined set of classes, selected
using any classification criteria. Each class consists of a set of segments previously
defined as well. Each segment within a given class is made up of a sequence of
several words. If the words in the sequence w̄ are classified using the C set of
classes, the corresponding sequence of classes is written as c̄ = c1, c2, . . . , cT

where T ≤ N .
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In this work, only segmentations compatible with the possible sequences of
classes (c̄) associated to each sequence of words, are considered. This set of seg-
mentations is denoted by Sc̄(w̄). That is, only segmentations having the following
form will be considered

w̄ = w1, . . . , wN = wa1
a0=1, . . . , w

aT =N
aT −1+1 (2)

where wai
ai−1+1 must be a segment belonging to the ci class.

The segmentation of a sequence of words can be understood as a hidden
variable. In this way, the probability of a sequence of words w̄, according to a
LM based on classes made up of segments (Msw), can be obtained as:

PMsw (w̄) =
∑

∀c̄∈C

∑
∀s∈Sc̄(w̄)

P (w̄, c̄, s) =
∑

∀c̄∈C

∑
∀s∈Sc̄(w̄)

P (w̄, s|c̄)P (c̄) =

=
∑

∀c̄∈C

∑
∀s∈Sc̄(w̄)

P (w̄|s, c̄)P (s|c̄)P (c̄) (3)

being C the set of all the possible class sequences, given a predetermined set of
classes C.

The probability of a given sequence of classes, p(c̄), can be calculated as
a product of conditional probabilities. The probability of a ci class given its
history of classes (ci−1

1 ) is estimated using a k-TSS model, where kc stands for
the maximum length of the class history considered, as Equation 4 shows.

P (c̄) =
T∏

i=1

P (ci|ci−1
1 ) )

T∏
i=1

P (ci|ci−1
i−kc+1) (4)

The term P (s|c̄), on the other hand, could be estimated using different ap-
proaches: zero or higher-order models, assuming that all the segmentations have
the same probability, etc. Let us assume, for a matter of simplicity, the segmen-
tation probability to be constant P (s|c̄) = α.

Finally, P (w̄|s, c̄) is estimated in accordance with zero-order models. Thus,
given a sequence of classes c̄, and a segmentation s, the probability of a segment
given a class ci only depends on this ci class, but not on the previous ones,
as Equation 5 shows. The term P (wai

ai−1+1|ci) represents the probability of a
sequence of words, which must be a segment, given the class of this segment and
is estimated using a k-TSS model as shown below.

P (w̄|s, c̄) )
T∏

i=1

P (wai
ai−1+1|ci) )

T∏
i=1

ai∏
j=ai−1+1

P (wj |wj−1
j−kcw+1, ci) (5)

where kcw stands for the maximum length of the word history that is considered
in each class ci.

Under this approach, several SFSA-s need to be integrated into the CSR
system: a SFSA representing the transition probabilities among classes as well
as one additional SFSA for each class, representing the transition probabilities
among the words contained in the segments of the class. Moreover, acoustic
models should also be integrated in the search network. A static full integration
of all these models is computationally prohibitive, thus, each SFSA is integrated
“on the fly” [9] in the search network only when needed.
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2.2 LM Based on Classes of Linked Words: Msl

In a second approach, we propose a LM based on classes consisting of linked
sequences of words. In this approach each segment, wai

ai−1+1, will be considered
as a new lexical unit that cannot be divided into different words. Let us denote
each lexical unit by li, where li ∈ {Σ}, being {Σ} the previously defined set of
all the possible segments that will be inside the classes. The same hypothetical
sets of segments and classes of 2.1 are considered here but assuming now that
the segments cannot be separated in different words. Thus, a sequence of lexical
units l̄ = l1, . . . , lM corresponds to a specific segmentation (s) of the sequence
of words w̄.

w̄ = wa1
a0=1︸ ︷︷ ︸
l1

, . . . , waM
aM−1+1︸ ︷︷ ︸

lM

(6)

Assuming again that only segmentations compatible with a given class sequence
(c̄ = c1, . . . , cT ) are to be considered; the possible sequences of lexical units, for
a given sequence of words, will have the following form l̄ = l1, . . . , lT , where li is
a segment belonging to ci.

A sequence of lexical units involves a specific segmentation itself, thus, in this
case, l̄ is considered as a hidden variable and the probability of a sequence of
words is given by Equation 7.

PMsl
(w̄) =

∑
∀c̄∈C

∑
∀l̄∈Lc̄(w̄)

P (w̄, c̄, l̄) =
∑

∀c̄∈C

∑
∀l̄∈Lc̄(w̄)

P (w̄, l̄|c̄)P (c̄) =

=
∑

∀c̄∈C

∑
∀l̄∈Lc̄(w̄)

P (w̄|l̄, c̄)P (l̄|c̄)P (c̄) (7)

being C the set of all the possible class sequences, given a predetermined set of
classes C. Lc̄(w̄) is the set of all the possible sequences of lexical units compatible
with the given sequence of words and the possible sequences of classes.

The third term in Equation 7, P (c̄), is estimated as stated in Equations 4 (see
previous Section).

The second term in Equation 7 is the probability of a sequence of lexical units
given a sequence of classes. Assuming again zero-order models, this probability
is calculated as:

p(l̄|c̄) =
T∏

i=1

P (li|ci) (8)

A k-TSS model, with k = 1, i.e. an unigram, has been used to estimate this kind
of probability for each class.

Finally, the fist term in Equation 7, P (w̄|l̄, c̄) is equal to 1 when the sequence
of lexical units, l̄, and the sequence of classes, c̄, are compatible with the sequence
of words, w̄, and 0 otherwise.

2.3 Interpolating a Msw Model and a Word-Based LM, Mhsw

The interpolation of a class-based and a word-based LM has demonstrated to
outperform both mentioned models. Therefore, a hybrid model (Mhsw) is de-
fined, here, as a linear combination of a a word-based LM, Mw, and a LM based
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on classes made up of word segments, Msw. Using such a model the probability
of a word sequence is given by Equation 9.

PMhsw
(w̄) = λPMw (w̄) + (λ − 1)PMsw(w̄) (9)

In the above equation, the term PMw (w̄) is the probability of a word sequence
using a classical word-based language model, and in this work, a k-TSS models
was used to estimate this probability, as Equation 10 shows.

PMw (w̄) =
N∏

i=1

P (wi|wi−1
1 ) )

N∏
i=1

P (wi|wi−1
i−kw+1) (10)

The term PMsw is calculated using the equations given in Section 2.1.

2.4 Interpolating a Msl Model and a Phrase-Based LM, Mhsl

On the other hand, another hybrid model Mhsl is defined as a linear combination
of the class-based LM presented in the second approach, Msl, and a LM based on
the already defined lexical units (Ml), i.e. a phrase-base LM [10].

Using such a model the probability of a word sequence is given by Equation 11.

PMhsl
(w̄) = λPMl

(w̄) + (λ− 1)PMsl
(w̄) (11)

The term PMl
(w̄) is the probability of a word sequence using the phrase-based

language model, computed as Equation 12 shows.

PMp(w̄) =
T∏

i=1

P (li|li−1
1 ) )

T∏
i=1

P (li|li−1
i−kl+1) (12)

kl stands for the maximum length of the phrase history, where phrases are the
new lexical units defined in Section 2.2.

The term PMsl
is calculated using the equations given in Section 2.2.

3 Classes and Word Segments

In order to deal with the proposals presented in the previous Section, a set of
segments and a set of classes formed by those segments were obtained from the
selected corpus. Two different types of criteria were used.

Linguistic classes and segments: In this case, the set of segments and the set
of classes were simultaneously obtained under a linguistic criterion by applying
a rule based method. These classes are independent of the task and consist of
word segments having the same linguistic function. This set of classes, as well
as the segments the classes are made up of, were provided by ametzagaina1 .
1 Ametzagaiña R&D group, member of the Basque Technologic Network,

http://www.ametza.com
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Furthermore, they provided us with the segmented and classified corpus. A total
of 57 classes and 3,851 different segments were obtained over the corpus described
in the next Section.

Statistical classes and segments: In this case, we first obtained a set of
segments using a statistical criterion. The most frequent n-grams of the corpus
were selected as segments. In this sense, and in order to avoid rare or unimportant
n-grams, a minimum number of occurrences was required. Then, a segmented
training corpus was generated with the set of segments. Finally, different sets
of statistical classes constituted by the defined segments were obtained with the
aid of mkcls [11]. A total of 1,289 different segments were obtained using this
technique over the corpus described below.

4 Task and Corpus

The experiments were carried out over a task-oriented corpus that consists of
human-machine dialogues in Spanish. In this corpus, 225 speakers ask by tele-
phone for information about long-distance train timetables, fares, destinations
and services. A total of 900 dialogues were acquired using the Wizard of Oz
technique. A total number of 8,606 training sentences were employed to train
the LMs, where 5,590 sentences were different from each other. The number of
different words was 77,476 whereas the size of the vocabulary was 856. The test
set was made up of 1,348 sentences with a vocabulary of 503 words and 72 Out
of Vocabulary words. This task has intrinsically a high level of difficulty due
to the spontaneity of the speech and the problematic derived from the acquisi-
tion of large amount of transcriptions, of human-machine dialogues, for training
purpose. Therefore, it is well-suited to study the improvements associated to
modifications in the LM.

5 Experiments and Results

The LMs proposed in this work were fed into a CSR system, which was subse-
quently evaluated in terms of WER.

Four series of experiments were carried out in order to evaluate the proposed
models (Msw,Msl,Mhsw,Mhsl). Making use of these LMs, different experiments
were performed. First of all, the set of linguistic classes was employed. Then,
five experiments were carried out with each model using 50, 100, 200, 300 and
400 statistical classes respectively. The parameters selected for each model are
enumerated below:

• Msw: A value of kc = 3 and kcw = 2 was established.
• Msl: A value of kc = 3 was selected.
• Mhsw: For the Msw model involved: A value of kc = 3 and kcw = 2 again

and for the Mw model: a value of kw = 3.
• Mhsl: For the Msl model: kc = 3 and for the Ml model: kl = 3.
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Table 1. WER results for the proposed LMs (Msw, Msl, Mhsw and Mhsl) and different
sets of classes: 57 linguistic classes and 50, 100, 200, 300 and 400 statistical classes.
The WER results for the classical word-based model (Mw) and the two described
phrase-based models, Ml(stat.) and Ml(ling.), are also shown.

For the two hybrid models the λ parameter was selected to obtain the best WER
result (λ = 0.1) in both cases.

Table 1 illustrates WER results using the proposed LMs and, for comparison
purposes, the results obtained with the classical Mw (the same model employed
in the Mhsw model) with a value of kw = 3 and the Ml models (with kl = 3). Two
different Ml models were generated, one of them, using the linguistic segments
(Ml(ling.)), to be interpolated with the Msl model that is generated with the
linguistic set of segments and classes. The other one uses the segments obtained
under the statistical criterion (Ml(stat.)) and is interpolated with the Msl model
that uses statistical segments.

Comparing the results of Table 1 with the ones obtained in another work [12],
over the same task and using a classical class-based model with classes made
up of isolated words, it can be concluded that better results are obtained when
using word segment based classes (in both Msw and Msl models).

Regarding the experiments carried out with the Msl model, a significant drop
of the WER is observed compared to the previous model (Msw) for all of the
selected sets of classes. The best result is obtained for 300 statistical classes,
achieving an improvement of a 6.7% with respect to the value obtained in the
same conditions for the Msw model. Furthermore, this result even improves the
WER value obtained with the word based LM (Mw) by a 2.8%.

However, the use of the two hybrid models, outperforms the results obtained
with all the previous proposals. Moreover, the best result is obtained with the
Mhsw model, for 200 statistical classes where an improvement of a 8.56% is
observed with respect to the word-based LM.

6 Concluding Remarks

The experiments, carried out in this work, show that using a LM based on classes
consisting of segments of words instead of a classical class n-gram LM, a better
performance of a CSR system can be achieved.
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Summary. We report in this paper on significant improvements that we have been
including in our HMM-based system for recognition of ultra low resolution, anti-aliased
text with small point sizes such as those frequently found in web images. First we are
proposing a fully automatic training procedure where no a priori knowledge of font
metrics is needed. This means that our system can be potentially built to recognize any
font. Second, the system’s performance can be boosted by using mixtures of Gaussians
to model the probability density functions of the HMMs. Third, we show that these
improvements allow the system to handle large vocabulary size up to 60’000 words with
few degradation of the accuracy. We report on these results for 2 different font families,
namely a serif and a sans serif font. We also report on different HMMs topologies and
conclude on the benefits of using minimum duration to model the characters composing
the words.

1 Introduction

The tremendous growth of the World Wide Web has proven to be a big challenge
in the field of information retrieval and indexing. According to a study done in
2001 [1], of the total number of words visible on a WWW page, 17% are in image
form and 76% of these words do not appear elsewhere in the encoded text. Such
embedded text contains often important information with a high semantical
value that could be beneficial for indexing technologies.

Text embedded in web images is often anti-aliased with small font sizes(< 12
pts) and has ultra low resolution (between 72 and 90 dpi). Classical OCRs are
built to treat high-resolution (>150 dpi) bi-level images acquired from scanned
documents and are therefore not designed to recognize such text. For this reason,
several works [2] [3] [4] have been proposing pre-processing methods to reduce
the mismatch between text embedded in web images and the quality expected
by classical OCR systems. These works have been reporting noticeable successes.

Instead of trying to pre-process the text image to feed it into a classical
OCR, we are proposing in this paper to use a recognizer specifically trained
to recognize such inputs. To achieve this, we propose to use Hidden Markov
Models (HMMs) that offer robust training methodologies and the ability to

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 429–436, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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incorporate lexical or even grammatical constraints. Finally, HMMs are versatile
tools, applied in many different fields for quite some time such as in the field
of cursive handwriting [5] or automatic speech recognition [6]. They have also
been used to improve the robustness of classical OCR systems to make them
language or script independent [7] [8] or even to boost the accuracy [9]. However,
to the best of our knowledge, using a HMM based recognizer specifically trained
to recognize ultra low resolution, anti-aliased words with small point sizes is a
novel approach.

In our previous work, we have been showing the proof of concept of the ap-
proach by conducting a preliminary study on isolated characters [10]. The focus
was on the understanding of the variabilities of text in web images and on iden-
tifying a reliable feature extraction and local character scoring. We have shown
that a feature extraction based on moments computation and on multivariate
Gaussian density functions leads to robust results. In [11], we moved to use
HMMs to recognize words. In this work, the training of the HMMs parameters
was performed on low resolution word images where the segmentation of char-
acters was obtained in a knowledge-based manner, inferring it from some font
metric information.

We report in the present paper on three major improvements that we have
been including in our system. (1) We do not rely anymore on any a priori knowl-
edge of font metrics to train the HMMs parameters, i.e. we let the HMMs discover
the segmentation during the training procedure, making the system able to train
on unseen fonts. (2) We relax the assumption of mono-Gaussian distribution of
the extracted features to move to multiple Gaussian mixture distributions. (3)
Thanks to the previous improvements, we were able to increase significantly the
vocabulary size up to 60000 words. The organization of this paper is as follows.
In section 2 we discuss the specificities of ultra low resolution text images. In
section 3 we present our HMM-word recognizer system and the related improve-
ments that are introduced. In section 4 we report on the performance of the
system with increased vocabulary size and for two different font families. The
paper ends with conclusions and future works.

2 Specificities of Text in Web Images

Character level. As shown on Fig. 1(a), a character embedded in a web image
presents specific characteristics: (1) the character has an ultra low resolution,
usually smaller than 100 dpi with small point sizes frequently between 6 and 12
points, (2) the character has artefacts due to anti-aliasing filters (3) the same
characters can have multiple representations due to the position of the down
sampling grid.

Word level. Fig. 1(b) illustrates a realistic example of characters composing
the word ’School’ in a low resolution image. As can be observed, there are no
spacings available to segment characters within the word. Therefore the well-
known pre-segmentation methods [12] used in classical OCR systems can not
be applied anymore in our case. Furthermore, the anti-aliasing noise on both
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(a) Character level (b) Word level

Fig. 1. (a) Example of anti-aliased, down sampled character ’A’ with different grid
alignments. (b) Low resolution version of word ’School’ and illustration of the sliding
window used for the feature extraction.

borders of adjacent characters is also source of variability. Acknowledging this,
we opted to use a HMM based recognizer that is able to solve simultaneously
the segmentation and the recognition problem, being able to cope with the noise
between the adjacent characters.

3 System Description

Our web-image-OCR system is currently a single word recognizer and not a
connected word recognizer. We can indeed reasonably assume that words can
be isolated with classical image processing techniques, even though they are low
resolution and have small font sizes. However, we do not discard at this stage
the use of connected word recognizers that could benefit from the inclusion
of grammatical constraints on sequence of words. As illustrated in the block
diagram of Fig. 2, our system consists of two processes, namely the training
and the recognition system. Both systems are based on HMMs where states are
associated to characters. In this manner, any word can be modelled by a HMM
where the corresponding states are simply connected together.

Fig. 2. Block diagram of the Web-Image-OCR
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3.1 Feature Extraction

HMMs model ordered sequences of features that are function of a single indepen-
dent variable. In our presented work, we decided to compute a left-right ordered
sequence of features by sliding an analysis window on top of the word. Therefore
the independent variable is in our case, the x-axis. Since few pixels are available
for each character, we decided to use the first and second order central moments,
since they have proven to be fairly discriminative in our previous studies [10] [13].
As illustrated on Fig. 1(b), we used a 2 pixels length window shifted 1 pixel right.
In each analysis window, we compute a feature vector of 8 components includ-
ing the 6 first and second order central moments, the weight(sum of gray pixel
values) and the baseline of each character. The word image is then represented
by a sequence of feature vector X = {x1, . . . , xN} where xn is a 8 component
vector.

3.2 Training Method

The training method is performed directly on words using an expectation maxi-
mization (EM) iterative process (see for example [6]). The likelihood-function we
selected is based on continuous Gaussian mixtures. Additionally, we have made
the assumption that the components of the feature vector are uncorrelated. This
presents the advantage to let the covariance matrix be diagonal and to be more
computationally efficient. We have measured that this assumption is actually
not critical in terms of accuracy [11]. The EM algorithm iteratively refines the
HMM parameters to increase monotonically the likelihood of the observed fea-
ture vectors given the model.

3.3 Word Models

We have decided to use the HMMs to model the words. The HMMs model the
likelihood of the observation sequence X given the model parameters associated
to a word i. By applying the usual simplifying assumption of HMMs (see for
example [6]), the likelihood P (X |Mi) of X given the model Mi can be expressed
as the sum, over all possible paths of length N , of the product of emission prob-
abilities and transition probabilities measured along the paths. Alternatively,
the Viterbi criterion can also be used, stating that instead of considering all
potential paths through the HMM, only the best path is taken into account, i.e.
the path that maximizes the product of emission and transition probabilities. In
this work, we have based our training and testing approaches using the Viterbi
criterion. As stated before, the characters are associated to states in our word
models. The number of states is defined by the number of characters composing
the word and the choice of the HMM topology to model each character. We have
chosen here to model the characters using two different HMM topologies that
are described hereafter. We also introduce an additional pseudo-character state
that models the noise between the adjacent characters in the words.
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Inter-character model. According to our previous study of characters in con-
text (see [13]), the left and right borders of characters are influenced by their
adjacent characters. Our experiments have shown that this noisy zone spans from
one to three pixels depending on the adjacent character shapes, sizes and font
families. We have chosen to train a specific model using these inter-character
zones, treating it as an extra character in our framework. This new pseudo-
character is called the inter-character ( ’#’ in our figures). Fig. 3 shows an
example of the resulting HMM topology for the word ’zero’. As illustrated,
the inter-character models have the possibility to include one or two associated
feature vectors which correspond to a maximum span of three pixels.

Simple left-right topology. As illustrated on Fig. 3, the words are modelled
by connecting every composing character models. Characters are associated to
one single state with the possibility of an unlimited number of self transitions.
The inter-character model is inserted between each adjacent character.

Fig. 3. Simple left-right topology for word ’zero’

Minimum duration topology. This topology is simply obtained by repeating
a state a given number of time, proportionally to the character length. Doing this,
the decoding Viterbi algorithm is forced to spend a minimum number of feature
vectors in a given character. Confusions between characters including similar
repeated patterns will then be better avoided, such as for example between letters
’n’ and ’m’. In our configuration, the minimum duration values are obtained from
the a priori known font metric information.

3.4 Testing Framework

At recognition time a large HMM is built by taking into account the vocabulary
defined in a dictionary and according to a tree-like structure to optimize the
memory. In order to reduce computation time, a classical pruning procedure
is applied to discard the less probable paths along the dynamic programming
computation. As we are testing our system on unseen vocabulary, the HMMs
for each word are composed using the states trained on each character. In our
approach, we do not use the transition probabilities obtained at training time
as their influence have been measured to be negligible.

4 Experimental Results

We train our system using 3000 synthetically generated word images. First the
images are produced in higher resolutions using the java.awt.Font class and are
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then down sampled and anti-aliased using Photoshop to our target resolution.
We also focus on single font recognition in this work, which means that each
font is modelled and tested independently.

Table 1. Influence of the num-
ber of Gaussians on the recogni-
tion rate of a 3’000 word system
for two font families, Plain, 9 pts

# Gaussians Sans Serif Serif
1 52.6% 16.6%
2 99.5% 97.5%
4 99.0% 98.9%

We first investigate on the effect of the num-
ber of Gaussian mixtures to model the emis-
sion probability function in each state. We
have performed different experiments using 1,
2 and 4 mixtures. Results are summarized in
Table 1 for a sans serif and a serif font. We see
clearly that increasing the number of Gaussian
mixtures from 1 to 2 drastically increases the
recognition rates. Going from 2 to 4 mixtures
does not lead to much bigger improvements.
Compared to the sans serif font, the serif font
system reaches less accuracy. This is probably

due to the fact that serif fonts have more complicated character shapes including
small flourishes. We can also observe that the serif font requires more complex
models than for the sans serif font. Using 4 Gaussian mixtures seems to be more
accurate for serif while 2 seems to be optimal for the sans serif. These results indi-
cate that there could be an optimization of the number of mixtures for each font
and probably also for each character but we did not investigate this in this work.

Our second set of experiments is summarized in Table 2. We analyze here the
influence of the vocabulary size and of the different HMM-topologies described
above. Results were obtained using the 2 Gaussian mixtures system. We see that
the accuracy is slightly decreasing when increasing the vocabulary size. However,
the system is still leading to good accuracy even for large vocabulary up to 60’000
words. As it was already observed in our previous work, results also show that
the minimum duration topology delivers in general better results. As stated in
the first set of experiments, we also see that the serif font is more difficult to
recognize than the sans serif font.

Table 2. Recognition rates for different vocabulary size and HMM topologies and for
two font families, sans serif (serif), Plain, 9 pts, 2 Gaussian mixtures

3’000 words 12’000 words 60’000 words
Simple left-right 99.5% (97.5%) 98.0% (92.4%) 96.0% (90.3%)

Minimum duration 99.8% (98.6%) 99.4% (96.5%) 97.7% (93.4%)

We also performed an error analysis that is summarized in Table 3 for the serif
font. Many errors are related to confusions between characters that are globally
similar such as for example ’t’ and ’i’ or ’o’ and ’e’. Increasing the number of
Gaussian mixtures allows to recover some of these mistakes by allowing more
precise modelling. This is clearly illustrated for the word ’aloi’ and ’wenda’.
Besides, a large number of errors are related to characters that share local sim-
ilarities such as, for example, the vertical strokes of letters ’m’ and ’n’. This also
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lead to insertion errors as in the case of ’d’ recognized as ’cl’. The introduction
of minimum duration topology allows to recover some of these mistakes. In some
examples, this is the combination of minimum duration and model complexity
that allows to remove the mis-recognition, like for the word ’shah’ in Table 3.

Table 3. Typical examples of mis-recognition for sans serif font, 12’000 test words

Genuine word Recognized word
simple, 2-Gauss simple, 4-Gauss min dur, 2-Gauss min dur, 4-Gauss

aloi alot aloi alot aloi
wenda wonda wenda wonda wenda
moller noller noller moller moller
dumm clum clum clum dumm
shah shale shale shale shah

5 Conclusion and Future Work

We have reported on improvements and performance evaluation of our web-
image-OCR that is specifically trained to model and recognize anti-aliased, ultra
low resolution text with font sizes up to 12 points. The novelty of our approach
is to use a recognizer specifically trained to recognize such inputs instead of
using a classical OCR with some preprocessing of the text image. The system
is based on an isolated HMM-word recognizer. We have shown in this paper
that the system is able to automatically train on non-segmented data and to
recognize up to 60’000 words with fairly good accuracy (97.7%). Key elements
of the HMM system that have been leading to improvements of the accuracy
include the use of inter-character models, the use of more complex probability
density functions based on Gaussian mixtures and the use of minimum duration
topologies. We could also show that our system can be automatically trained
on other font families, still leading to similar performances. We noticed that
serif fonts are leading to a slight degradation of the accuracy probably due
to their additional decorative marks. In our future work we are planning to
further enhance the system at different levels such as, for example, improving
the feature extraction algorithm to include more contextual information in the
analysis window or making the modelling more precise by introducing a number
of Gaussian mixtures dependent to the character complexity. In addition to this,
we intend to move towards multi-font systems and to open dictionary using
ergodic HMMs.
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Summary. Statistical Machine Translation (SMT) is an evolving field where many
techniques in Syntactic Pattern Recognition (SPR) are needed and applied. A typical
phrase-based SMT system for translating from a T (target) language to an S (source)
language contains one or more n-gram language models (LMs) and one or more phrase
translation models (TMs). These LMs and TMs have a large memory footprint (up
to several gigabytes). This paper describes novel techniques for filtering these models
that ensure only relevant patterns in the LMs and TMs are loaded during translation.
In experiments on a large Chinese-English task, these techniques yielded significant
reductions in the amount of information loaded during translation: up to 58% reduction
for LMs, and up to 75% for TMs.

1 Introduction

1.1 Background

This paper focuses on efficient filtering techniques for the components that take
up the largest part of SMT system memory: the LMs and TMs. Though the
paper‘s experimental results pertain to a particular SMT system, this system
is typical of a wide range of SMT systems, such as [7, 8, 10, 12, 13]. Each LM
component of an SMT system returns the probability of a word sequence in
the T -language; we use n-gram LMs, which estimate the conditional probabil-
ity that the ith word follows the preceding i − 1 words [5]. We often employ
several different LMs, each trained on a unilingual T corpus, and several TMs,
each trained on a bilingual corpus. Each TM is stored in a “phrase table”: a
list of triples (s,t,m) where s is a contiguous sequence of S words, t is a con-
tiguous sequence of T words, and m measures the strength of the association
between them. These triples are extracted from a parallel bilingual corpus using
the “DiagAnd” method described in [9] with IBM 2 alignment. Each LM and
TM receives a loglinear weight optimized by the algorithm in [11]. During de-
coding, the decoder matches subsequences of the input S-language sentence in
the TMs. A translation hypothesis is formed by concatenating T phrases from
such matching phrase pairs [8]. Every hypothesis generated by the system for
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an input sentence contains only words that appear in at least one t such that
(s,t) is a phrase pair in a TM. Thus, given the input sentence and the TMs,
one knows which T -language words in the system‘s vocabulary cannot possibly
appear in the translation hypotheses. TMs and TMs are usually represented as
tries [6] in memory.

Work on minimizing SMT memory requirements includes pruning of TMs
for decoding based on a rudimentary analysis of the input sentences [8]; here,
we show how to further prune the set of loaded phrase pairs by considering the
relationship between different TMs. The work most closely related to ours for LM
pruning involves a bag-of-words algorithm for the input S document [7, 10, 13].
The algorithm, “Document-Vocabulary LM Filtering” (Doc-Voc-LM ), puts into
a “bag” all and only the T words that could be used for translation, based on
all sentences in the document and the phrase pairs in the TMs; an n-gram will
only be loaded if all the words in it are in this “bag”. A related technique has
been applied to SMT rescoring [7].

This paper introduces three new techniques for ”batch mode” translation of a
document: “Sentence-Vocabulary LM Filtering” (Sent-Voc-LM ) and “Sentence-
Phrase LM Filtering” (Sent-Phrase-LM ) for filtering LMs, and “Limit-TM” for
filtering TMs. In the standard Doc-Voc-LM filtering approach, an n-gram from
the LM will be loaded if all words in it come from the bag of target words for the
input document. By contrast, Sent-Voc-LM creates a separate bag of words for
each sentence in the document, and n-grams are only loaded if all words in them
are in the current sentence‘s bag. Sent-Phrase-LM goes further, by prohibiting
n-grams that cannot be generated from the phrases associated with the current
sentence - e.g., if xyz is the only phrase with target word y associated with
this sentence, then even if word w occurs in other phrases associated with the
sentence, Sent-Phrase-LM will not load n-grams wy and yw. Initial experiments
with Sent-Voc-LM and Sent-Phrase-LM yielded only a small reduction in the
number of n-grams loaded from the LM. However, study of the relationship
between multiple TMs used by the system yielded Limit-TM, which finds a
much smaller set of phrases associated with each input sentence (without loss
of information). Since this results in a smaller bag of target words per sentence,
Sent-Voc-LM and Sent-Phrase-LM performed very well when Limit-TM was
applied. Thus, our system can now load larger models and therefore generate
better translations.

2 Language Model Filtering

We now explain Sent-Voc-LM and(Sent-Phrase-LM in more detail.

2.1 Sent-Voc-LM

As mentioned above, one way of filtering the LM is to apply Doc-Voc-LM. How-
ever, as the number of S sentences in the input document increases, the size of
the bag of words increases, and the ability to filter LMs decreases. One could
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Fig. 1. Example of n-grams loaded by Doc-Voc-LM but not by Sent-Voc-LM

Fig. 2. Example of an n-gram loaded by Sent-Voc-LM but not by Sent-Phrase-LM

load separate LMs for each S-sentence, but that would take too long; it is better
to load LMs once for a group of sentences.

The Sent-Voc-LM filter uses per-sentence bags of words: each bag contains
only the T words that might be needed to translate one S sentence in the input1.
Only n-grams that consist of words that are all found together in at least one bag
are loaded. For unigrams, this is no different from Doc-Voc-LM, but for bigrams
and higher order n-grams, it makes a big difference. E.g., we no longer load a
bigram (x, y) when x is found only in the bag for sentence i, and y is only in
the bag for a different sentence j. Figure 1 shows how Sent-Voc-LM can filter
out n-grams that would be loaded by Doc-Voc-LM. Here, 4-grams “AFCX” and
“XHCD” will be allowed by the latter (since they are made of words from the
document bag-of-words) but not by the former (since they do not come from a
per-sentence bag-of-words); “ABCD” will be loaded by both.

1 The out-of-vocabulary words in S are part of each per-sentence bag of words to
ensure that the corresponding n-gram entries will be loaded.
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2.2 Sent-Phrase-LM

(Sent-Phrase-LM ) filters out even more out n-grams from the LM by prohibiting
those that cannot be generated by joining phrases from the TM (even when all
the words in the n-gram are in the same per-sentence bag of words). In Figure 2,
the n-gram “ABCD” would be loaded by Doc-Voc-LM and Sent-Voc-LM, but
is filtered out by Sent-Phrase-LM because it cannot be generated by combining
phrases for the same sentence.

There are three ways that an n-gram can appear in a translation for a given
sentence: the n-gram appears inside a phrase, the n-gram is formed by a suffix2 of
one phrase and a prefix of the phrase that follows it in the translation, or the n-
gram is formed by a suffix of one phrase, then one or more complete phrases, and
then a prefix of the following phrase. To implement (Sent-Phrase-LM efficiently,
we used suffix-trees [1, 4]. The suffix-tree stores all possible T phrases including
pre-/in-/suffixes of these phrases. Each node in the tree is marked to indicate
whether it is a complete phrase, a prefix, a suffix, or an infix of a phrase.

We implemented the Sent-Phrase-LM criterion using dynamic programming
[3]. The algorithm uses a Γ vector to tabulate the success points in each n-gram
that can be generated, and uses the suffix-tree to retrieve the complete and
pre-/in-/suffix sets. The algorithm requires at most O(n) lookups in the suffix-
tree to generate all success point sets. n is usually small (3 − 6), so it requires
only a few lookups and some set operations to decide if an n-gram should be
kept. For details, see [2].

3 Translation Model Filtering

TM1 TM2 Limit-TM
Phrase score score decision

a -1 -1 keep
b -2 -10 keep
c -3 -3 keep
d -10 -2 keep
e -2.5 -9 keep
f -3.5 -4 reject

Fig. 3. Limit-TM Example with two
TMs

There are two reasons for filtering TMs:
to reduce the memory taken up by
the TMs themselves, and to reduce
the vocabulary to make LM filtering
more effective. In this section, we pro-
pose an efficient algorithm for filtering
TMs. We begin with a reasonable base-
line that keeps only phrase pairs whose
S-language phrases occur in at least one
of the sentences to be translated. This
can be done efficiently by storing all
S-language phrases from the source sen-

tences in a trie [6] data structure. We call this technique, already used by most
SMT systems, Grep-TM.

3.1 Limit-TM

Limit-TM goes beyond Grep-TM by considering relationships between phrase
pairs in different TMs. In a TM, we may have many T phrases for a given S

2 We assume that a phrase is a prefix, a suffix, and an infix of itself.
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phrase. During decoding, most SMT systems limit the number of T phrases,
considering only the L best ones for a given S phrase. With only one TM, for
each S-language phrase, one thus keeps only the L T phrases with the highest
score. However, one usually has more than one TM. Limit-TM chooses the L T -
language phrases to be kept by analyzing their scores in all TMs and the weights
with which they may be combined.

When optimizing decoder weights, we decode the same sentences many times
with different weights. Therefore, we want Limit-TM to filter TMs ahead of
time in a way that will be correct regardless of the TM weights (for fixed L).
Assume the weights are non-negative. Given a T phrase, tpi, if there are L other
T phrases that are “better” than tpi according to all TMs, then no matter what
the weights, tpi will remain behind those L other T phrases and will never be
used during decoding. In this case, tpi could be filtered out from all TMs. For
example, in Table 3 where we have two TMs and L = 2, a will have the top
score among those phrases. Which phrase comes second, however, depends on
the weights: it will be b in TM1, c, or d in TM2, and therefore it must always
be kept. But e will never be among the top two phrases: a will always have the
highest score, and then one of b or c will always be better than e. However, e
will not be filtered by our criterion because detecting that it can be requires
expensive comparisons involving multiple phrase table entries. Only f can be
filtered out, since a and c are better than f in both tables; typically, many more
entries like f can be filtered out. This example shows that Limit-TM is sufficient
but not necessary. The proof can be found in [2].

Limit-TM can be implemented efficiently using dynamic programming [3].
With L defined as before, let n be the number of TMs, I be the number of
unique target phrases across all TMs for a given S-language phrase, tpi be a
T -language phrase. In the worst case the algorithm can take up to O(I log(I)) for
sorting plus O(I2N) for Limit-TM itself, but on average O(ILN). Empirically,
we found that this algorithm runs reasonably fast even for large values of I. For
details, see [2].

4 Experimental Results

4.1 Data Set and Models

These techniques were applied to our Chinese-English SMT system. The TM
training corpora were those distributed for the NIST MT06 Chinese evaluation,
large-data track (http://www.nist.gov/speech/tests/mt). For LMs, we ad-
ditionally used the English Gigaword corpus (LDC2005T12). The test corpus
consists of the 919 variable-length Chinese sentences from the Multiple Transla-
tion Chinese Corpus, Part 4 (LDC2006T04).

We tested the proposed LM and TM filters using the two different LMs and
five different TMs included in our highest-scoring NIST06 Chinese-English sys-
tem. There were two training corpora for LMs: one has 3.2M sentences and the
other (Gigaword) has 13M Sentences. For each LM training corpus, we generated
3-, 4-, and 5-gram models. For instance, the Giga corpus yields a 4-gram LM
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Table 1. TM sizes in MBs, total time in minutes (loading, filtering and writing), total
vocabulary size (919 sentences), and average vocabulary size per sentence. L = 30.

Multi-Prob-TM Grep-TM Limit-TM
TM 958M 122M 29M
Time 57m 14m 68m

Total vocabulary 1,783,641 268,375 69,644
Average vocabulary - 11,891 1,581
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Fig. 4. n-gram counts (left) and total loading times (right) for Giga-4g-LM as function
of no. of source Chinese sentences for different techniques

of size 2,000MB and a 5-gram LM of size 3,200MB. We trained the five TMs
on a total of 8.2M sentences. We then combined all of them in one table with
multiple probabilities: Multi-Prob-TM (958MB). In this table, each phrase pair
is associated with its probabilities from various TMs. Phrases missing from a
TM are given a small, arbitrary probability value.

4.2 Experimental Setup and Results

As a baseline for TM filtering, the Multi-Prob-TM was filtered using the Grep-
TM technique. We then applied the Limit-TM technique to Grep-TM output.
For each LM, we created two baselines using Doc-Voc-LM. The first baseline,
Doc-Voc-LM-Grep, was created by using the vocabulary collected from Grep-TM,
and the second one, Doc-Voc-LM-Limit, was created using vocabulary collected
from Limit-TM.

Experiments were conducted to compare Sent-Voc-LM and Sent-Phrase-LM
with Doc-Voc-LM-Grep, in the case where the only TM filtering is Grep-TM.
Results did not show a big reduction in LM sizes in this case. These disappointing
results were not unexpected: Table 1 shows that the average size of vocabulary
per sentence was 11, 891! Note (below) that we get much better results when
combining LM filtering with Limit-TM. In fact, these LM filtering techniques
can be effectively combined with any TM filtering technique that shrinks average
per-sentence vocabulary.

Our TM filtering experiments compared Limit-TM with Grep-TM : Table 1
shows that Limit-TM reduces the combined TM size by more than 75% when the
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limit, L, is set to 303. The table also shows that Limit-TM reduces the average
per-sentence vocabulary by nearly an order of magnitude, greatly improving the
effectiveness of LM filtering. The table also shows processing time.

Finally, we carried out experiments to measure the impact of LM filtering for
the two kinds of TM filtering. Figure 4 (left) shows the number of n-grams in
millions after applying the techniques on Giga-4g-LM, as a function of number of
sentences. The result shown here is typical of most n-gram LMs. Except for the
“Doc-Voc-LM-Grep” line, results were based on TMs that were filtered using
Limit-TM. The top two lines show that Limit-TM significantly reduces LM
requirements (Doc-Voc-LM-Limit uses up to 40% fewer 4-grams than Doc-Voc-
LM-Grep). The figure also shows that Sent-Voc-LM-Limit performs much better
with Limit-TM. For example, for Gigaword 4-gram LM and 50 source sentences,
Sent-Voc-LM-Limit uses about 54% fewer 4-grams than Doc-Voc-LM-Grep, and
about 24% fewer than Doc-Voc-LM-Limit. Under the same conditions, Sent-
Phrase-LM-Limit4 uses about 58% fewer 4-grams than Doc-Voc-LM-Grep, and
about 30% less 4-grams than Doc-Voc-LM-Limit. The time requirement is shown
in Figure 4 (right). Sent-Voc-LM-Limit combines effective filtering and speed.
It can be done on the fly while loading models for decoding, and slightly speeds
up decoding (evidence not shoewn here).

5 Conclusions

In this paper, we described three techniques for reducing the size of SMT models
in memory by loading only entries that are needed for translation. This will
make it possible to use larger models, yielding improved translations. Two LM
filtering techniques, Sent-Voc-LM and Sent-Phrase-LM, were proposed; they
work best with a small per-sentence vocabulary. A TM filtering technique, Limit-
TM, was presented to reduce the size of the TMs. Limit-TM greatly reduces the
T -language vocabulary size, which in turn improves LM filtering. The combined
techniques showed reductions in LM sizes by up to 58%. Limit-TM showed
a remarkable reduction in the joint TM size by up to 75%. These techniques
enabled us for the first time to find room in memory for 5-gram LMs, which
measurably improved the quality of the system’s output.
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Summary. Hidden Markov Models are widely used for recognition of any patterns
appearing in an input signal. In the work HMM’s were used to recognize two kind of
speech disorders in an acoustic signal: prolongation of fricative phonemes and blockades
with repetition of stop phonemes.

In the work a tests results of a recognition effectiveness are presented for considered
speech disorders by HMM models in different configurations. There were summary
models applied for a class of disorder recognition, as well as models related to dis-
turbance of individual phoneme. The tests were carried out by use of the author’s
implementation of HMM procedures.

1 Introduction

The classification of speech disorders involves many types of disturbances. Proper
recognition of these has a very important significance for the choice of a therapy
process [1, 2]. The equally essential problem is an objective evaluation of the kind
of disorder as well as release a therapist from arduous rehearing and analyzing
recorded utterances of stuttering people. So a further search for more accurate
methods of automatic disturbance detection is desirable.

The HMMs are stochastic models that are widely used for recognition of
various patterns appearing in an input signal. HMMs are used for description of
a system state. However the state cannot be explicitly determined because it is
hidden. Only observations generated by the model are given, and it is only the
base on that one can estimate probability of being a system in a particular state.
In the case of speech recognition systems an observation is an acoustic signal
and the state is the recognized pattern (i.e. disfluency)[3].

In the recognition process with the HMM‘s there is a creation of the database
of models required. Every model is designed for recognition of particular pattern
(disfluency) appearing in a signal. Next there is a probability of emission of the
analyzed fragment counted for every model in the database. The model that
gives the greatest probability is then selected and if the probability is above the
chosen threshold the recognition is done.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 445–453, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



446 M. Wiśniewski et al.

Every recognition model is prepared by training. Having a base HMM model
λ = (π, A, B) and a sufficient number of samples of the same pattern, one can
prepare a model, so that it achieves maximum emission probability for that
pattern.

For requirements of this paper there were several models learned designed to
recognition of prolonged fricative phonemes and blockades with repetition of stop
phonemes. That disturbances are the most often presented in nonfluent speech.

2 Sample Parameterization

The acoustic signal requires to be parameterized before analysis. The most of-
ten used set of parameters in the case are Mel Frequency Cepstral Coefficients
(MFCC). The process of determining MFCC parameters in the work is as follows:

• splitting signals into frames of 512 samples’ length,
• FFT (Fast Fourier Transform) analysis on every frame,
• transition from linear to mel frequency scale according to the formula: Fmel =

2595log(1 + F/700) [4, 5],
• signal frequency filtering by 20 triangular filters,
• calculation of the required (20) number of MFCC parameters.

The elements of each filter are determined by summing up the convolution
results of the power spectrum with a given filter amplitude, according to the
formula:

Sk =
J∑

j=0

PjAk,j ,

where: Sk- power spectrum coefficient, J- subsequent frequency ranges from FFT
analysis, Pj- average power of an input signal for j frequency , Ak,j - k-filter
coefficient.

With Sk values for each filter given, cepstrum parameter in the mel scale can
be determined [6]:

MFCCk =
K∑

k=1

(logSk) cos
[
n(k − 0.5)

π

K

]
, forn = 1..N,

where: N - required number of MFCC parameters, Sk- power spectrum coeffi-
cients, K- number of filters.

The justification of the transition from the linear scale to mel scale is that the
latter reflects the human perception of sounds better.

Division of an audio sample into frames leads to disturbance of real signal pa-
rameters. For avoidance of this problem each value of an audio frame were multi-
plied by proper ceofficient of the Hamming window [7], according to the formula:

W [n] = 0.54− 0.56 cos
(

2πk
n− 1

)
,

where: n- sample number, N - frame width.
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However use of that formula cause losing of the information on a frame bound-
aries. That’s way there were partial overlapping of successive frames applied. The
length of an overlapp was adjusted to 1/3 of the frame length (rounded to 170
points).

3 Codebook Preparation

The MFCC analysis of the acoustic signal gives too many parameters to be an-
alyzed with the application of the HMM with a discrete output. At the same
time, the number of MFCC parameters cannot be decreased, since then impor-
tant information may be lost and so the effectiveness of recognition may be
poor.

In order to reduce the number of parameters, encoding with a proper codebook
can be applied [7]. Preparation of the codebook is as follows. First, the proper
sample of an utterance needs to be chosen, which covers the entire acoustic space
to be examined. Next it can be generated, for example by the use the „k-means“
algorithm. Three fragments of utterances were selected, each lasting 54 seconds
and articulated by three different persons and, afterwards MFCC coefficients
were calculated. The obtained set of parameters were divided into appropriate
number of regions and their centroids were found. For counting the distances
between vectors the Euclidean formula were used:

dx,y =

√√√√ N∑
i=1

(xi − yj)2

where: dx,y- the Euclidean distance between N -dimensional vectors X and Y .
For the examination there is to determine a size of the codebook. The size

should be such so a recognition ratio is on an acceptable level and a computation
time is reasonable. Based on own studies there were a codebook prepared with
512 elements and used for testing.

4 Testing Procedure

For tests purpose there was an audio sample of a length of 87624 ms prepared.
The sample contained 24 disfluencies (10 stops blockades with repetitions of
and 14 prolongations of fricatives). Every kind of disturbance appeared two
times in the sample and they were: C, s, z, x, Z, v, S (fricatives) and p, t, k,
b, g (stops). For every kind of disfluency there were suitable model prepared
and additionally two summary models for a disturbance class recognition (stop
blockades and fricatives prolongation). During the tests it has appeared that,
in the case of stop blockades, a silence have negative influence on recognition
ratio. To eliminate of this an additional groups of models for stop blockades were
trained with the use of samples freed from silence.

Base models had 8 states and 512 code symbols. Probability values for ma-
trixes A, B, π were randomly generated. From 3 to 6 patterns of the same
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disfluency were utilized for training every model. In the case of summary models
the number of patterns was much greater: for prolongation of fricatives recogni-
tion model there was 38 samples used, for stops blockade of recognition model -
30 samples and for summary model learned with patterns that were free of
silence - 30 samples.

For testing, the HMM application was used, where appropriate algorithms
were implemented. Parameters of the sound samples which were used were as
follows: sample frequency: 22050Hz, amplitude resolution: 16 bits. All the record-
ings were normalized to the same dynamic range and encoded with the use of
earlier prepared codebook.

The examination of recognition effectiveness was carried on in the follow-
ing way. From the sample, segments of the proper length were taken (30 code
symbol - 465 ms and 60 code symbols - 930 ms) with the step of 1 symbol (about
15.51 ms) and then an emission probabilities for each model were counted.

Fromtheobtained results thereweredistributionof emissionprobabilities across
the time graphprepared for everymodel.Next, in the experimentalway, the thresh-
old value of a probability was chosen. A fragment that achieved the probability
greater than the threshold was considered as disfluency. After cutting off lower
probabilities from a graph there were only fragments that indicated disfluency.
Fragments appearance time (read out from a graph) were compared with the time
read out from a spectrogram. If both the times were equal and a disturbance was
indicated by a proper model then it was considered as correct recognition.

In the figure 1 and 2 there are examples of probability distribution shown for
three summary models and an utterance spectrogram[8]. Obtained probabilities
cover a very big range so the logarithmic scale was used. The place where a
disorder appears is characterized by a very high probability value in comparison
to other places. For example the probability difference between two disorders
that appears (stop and fricative at a time range 17500-19500 ms) is over 1E-20,
so it indicates a stop phoneme blockade.

The value of probability depends on a window size - when the window is
longer the probability is lower. One can notice that in the case of the 60 frames
window length the graph has smaller fluctuations, but on the other side the 30
frames window length graph is more detailed.

There were two groups of test carried on in the work. In the first case
(tables 1-4) there were used summary models for fricatives, summary models
for stops as well as models learned for every individual phoneme separately.
In the second case (tables 5-8), for stop phonemes there were applied models
trained with samples with deleted silence (models for fricatives were the same).
One should notice that models learned for individual phonemes was used for
recognition of a class of disfluency (like summary models) and not for recogni-
tion of individual phoneme disturbances. Speech disorders are often sounds that
are completely different form known phonemes and it is almost impossible to rec-
ognize nonfluency of individual phoneme. There are test results of recognition
effectiveness shown below for the second groups of models (learned by samples
with deleted silence).
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Fig. 1. The analysis result of the utterance: "vjelci bbb b1w z ego ctSwovjek ssss
safka" for the window of 30 frames length (465 ms); probability distribution for three
8-state models with the codebook size of 512-elements (top); the spectrogram (bottom)
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Fig. 2. The analysis result of the utterance: "vjelci bbb b1w z ego ctSwovjek ssss
safka" for the window of 60 frames length (930 ms); probability distribution for three
8-state models with the codebook size of 512-elements(top); spectrogram (bottom)

For the comparison of recognition ratio two parameters are useful: sensitivity
and predictability. They were counted according to formulas [9]:

sensitivity=((number of correctly recognized nonfluencies) / (number of all
nonfluencies in the sample))*100%;
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Table 1. The recognition ratio for summary models; window size 30 frames, probability
threshold 1E-45

Table 2. The recognition ratio for summary models; window size 60 frames, probability
threshold 1E-90

Table 3. The recognition ratio for models prepared for individual nonfluent phonemes;
window size 30 frames, probability threshold 1E-45

predictability=((number of correctly recognized nonfluencies) / (number of
correctly recognized nonfluencies + number of false nonfluence

recognition))*100%;

As a more general parameter the following formula was used:

correctnes =sensitivity * (100%-predictability)

If the above formula was giving a negative value then this value was treated as
null percentage.



Automatic Detection of Disorders 451

Table 4. The recognition ratio for models prepared for individual nonfluent phonemes;
window size 60 frames, probability threshold 1E-60

Table 5. The recognition ratio for summary models with „a deleted silence“; window
size 30 frames, probability threshold 1E-49

Table 6. The recognition ratio for summary models with „a deleted silence“; window
size 60 frames, probability threshold 1E-145

According to the results, the best recognition ratio was achieved for summary
models with deleted silence (table 6) and for the window length of 60 frames
(correctness equal to 70%). Such value is satisfactory. In general, the correctness
was better when the window size was equal to 60 frames (only in one case
was differently) and for models with deleted silence (also only in one case was
differently). The predictability ceofficient was always better in every test when
60 frames window was used, so there were less incorrect recognitions.
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Table 7. The recognition ratio for models prepared for individual nonfluent phonemes
and with „a deleted silence“; window size 30 frames, probability threshold 1E-49

Table 8. The recognition ratio for models prepared for individual nonfluent phonemes
and with „a deleted silence“; window size 60 frames, probability threshold 1E-145

5 Summary

The recognition ratio of speech disorders with the use of HMM mainly depends
on a very accurate selection of teaching patterns. In the case of blockades with
repetitions the problem is a silence that appears in a sample. Sometime it leads
to incorrect interpretation - silence is recognized as a disturbance. An another
important conclusion is, that a proper selection of window length is crucial. The
longer sections cause that there is less fluctuations and the number of incorrect
recognitions is also lesser. On the other side a selection of too wide window leads
to lesser sensitivity.

In the context of a recognition process very important is a selection of a
proper probability threshold. It is a compromise between the sensitivity and
predictability level. In the future authors plan to implement procedures for au-
tomatic selection of that threshold.
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Summary. In the present paper the results of applying the Elastic Graph Matching
(EGM) method to classify the 23 postures occurring in Polish finger alphabet are
presented. Four different classifiers were constructed. Three of them used different
feature vectors to the graph’s nodes description. The forth one integrated the former
three classifiers.

1 Introduction

Fast expansion in the human–computer interaction domain has occured in the
last years. Hand gestures recognition is an important task in this area. Automat-
ically recognized hand gestures can be used in the human–computer interaction
to issue instructions in a more natural way. Also communication with robots
working in the environment hostile or noisy for humans is possible by means of
hand gestures. Hands are the most functional part of the body and this is why
they are used to convey some information, e.g. in deaf community.

This work concerns postures occurring in Polish Finger Alphabet (PFA). Ges-
tures of PFA are used in Polish sign language to convey names and abbreviations,
to spell words which do not have ideographic signs and to convey formants in
derivative words and inflexional endings [4]. Set of the PFA gestures is shown on
Fig. 1. Hand shapes occurring in finger alphabets were the subject of the Gro-
bel and Hienz work [3]. In their system coloured gloves were used to facilitate
fingers detection. 31 letters and 7 additional hand shapes used in German sign
language were considered. Special lighting requirements were met. Rule based
classification was performed. An average recognition rate of 93% was achieved.
The finger alphabet signs were the subject of Jiangqin and Wen’s research [5],
too. CyberGlove and Polhemus 3–D tracker were used to measure the position,
movement and orientation of each finger and wrist. The multilayer neural net-
work was used to recognize 30 gestures of the Chinese finger alphabet. The
recognition rate was 98%. The Polish finger alphabet signs were recognized by
means of the morphological hit–or–miss transformation, orientation histograms
and neural networks [7, 8]. The method has been tested on the image database
of about 12000 static images obtained from three people. Recognition accuracy
accounts to 87%.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 454–461, 2007.
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Fig. 1. Polish Finger Alphabet signs

The goal of the paper was to compute a recognition rate of the EGM [9, 10]
method applied to 23 postures occurring in the PFA. The method was success-
fully applied to object recognition [6], to face finding and recognision [11], and
also hand postures recognition [9, 10]. The number of postures considered in
[9, 10] was significantly smaller (10 and 12, respectively) than in the present pa-
per. Because a complex background was adopted in the papers quoted, features
used in the recognition were obtained using Gabor filters for graylevel images
[9, 10], as well as skin color information and Gabor filters, which were applied to
images expressing each pixel’s similarity to skin color [10]. In the present paper
features based on Gabor filters were used, too. Additionally, features obtained
from edge information and the distance to the camera were examined. The first
kind of features could be used here, assuming that there are no objects at the
background which have color similar to the human skin color. The second kind
asserts information important for recognising the spatial postures, e.g. C, Ch, H.
The EGM method and features used in the recognition process are presented in
Sect. 2. A separate classifier was assigned to each kind of features. One hybrid
classifier was built on the basis of all the three classifiers. Each of the four classi-
fiers was tested using the image database created mainly for the purpose of the
present paper. The data base contains hand postures occurring in the PFA. The
four classifiers as well as the experiments carried out with the use of the classi-
fiers and the image database are described in Sect. 3. Sect. 4 contains conclusions
and a plan for further work.

2 Elastic Graphs

In the EGM method [9, 10] a shape is represented by a graph with a two–
dimensional topology (Fig. 2). The graph nodes are labelled with a local im-
age description called jet. A distance vector is assigned to every graph edge. A
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Fig. 2. Elastic graph superimposed on the A posture model image

graph model is matched to the examined image. Firstly, a preliminary position
of the graph is searched for on the basis of similarity function Sr. At this point
transition and rotation transformations are taken into account . Sr function is
calculated as the mean value of the similarities Sr(j) of the jets j, j = 1, 2, · · · , P
(P – number of the graph’s nodes, r – kind of jets ).

Sr =
1
P

P∑
j=1

Sr(j) (1)

The jet’s similarity functions Sr(j) used in the present paper will be presented
later. Secondly, each node of the graph is moved to a new position, the one
where (a) the local image description attached to this node matches the image
region around the position where the node is placed, according to the similarity
function of the jets Sr(j), and (b) the graph is not distorted too much. The
latter requirement is expressed by the topology changes cost function, defined
as:

Ctopol =

∣∣∣∑K
i=1 L1 (i) −∑K

i=1 L0 (i)
∣∣∣

K ·∑K
i=1 L0 (i)

(2)

where: K – number of edges, L0 (i) - length of i–th edge in the graph model,
L1 (i) – length of i–th edge in the graph after matching. The final value of
similarity of the model to the examined image Sr

c is calculated as:

Sr
total = Sr − λ · Ctopol (3)

where λ is the costs coefficient.
The first jet’s similarity function is connected with Gabor jets, for creation of

which Gabor wavelets were used [9, 10]. These wavelets represent a plane wave
with the wave vector k, restricted by a Gaussian envelope function of the width
σ [9, 10]. In the present paper Gabor jets were created by the use of 24 Gabor
filters obtained for 8 different wave orientations, with 3 different wave frequencies
each, and σ = 2.5, as in [9]. The similarity of such jets was calculated by the use
of two functions proposed in [9]. The first of these functions S1

abs uses only the
complex filters responses magnitudes and is used in preliminary positioning of
the graph. The second one S1

pha also takes into account phases and is used in the
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graph nodes repositioning. For the more similar jets bigger values of similarity
function are obtained.

Jets of the second kind are composed of two values, obtained from the in-
formation about edges. The first value is determined as the maximum value M
of the edge amplitudes occurring in the window O surrounding a given node of
the matched graph: M = max(x,y)∈O | grad (x, y) |, where grad – image gradient.
The second value is calculated as the value α of the edge slope at the point for
which the first value was found. For this kind of jets the similarity function is
calculated as the average of the values SM and Sα, obtained for edge amplitudes
and edge slopes, respectively:

S2 = (SM + Sα) /2. (4)

SM describes similarity of the features associated with the maximum edge am-
plitudes M i M ′ for the model and the object, respectively. It is defined as
SM =| 1 − M ′

M |. Sα describes similarity of the features corresponding to edges
orientations α and α′ for the model and the object, respectively. It is calculated
as the value of the acute angle between axes appointed by the directions α i α′,
The resulting value was linearly scaled to the range [0, 1].

The third kind of jets is obtained on the basis of the depth maps [1, 2]. The
depth maps contain values of the distances between the corresponding points in
the pair of rectified stereo images, named disparities. The disparity is inversely
proportional to the distance to the camera. A jet was described by means of a
single number, calculated as an average deviation D of the disparity d in the
window O from the average disparity Davg corresponding to the hand area: D =∑

(x,y)∈O (d (x, y) −Davg)/A, A being the number of pixels in the window O.
The reference to the mean value enables the distance of the hand to the camera
to change. Such jets similarity was defined as the normalized absolute value of
the features D and D′, which correspond to the given node in the model and
the object, respectively:

S3 = |D −D′| /Dmax (5)

Dmax is the biggest possible disparity value. For the last two kinds of jets,
smallers similarity values correspond to a better matching.

In the EGM method classification similarity values Sr
total (Eq. 3) are deter-

mined for each graph model after matching it to the examined object. The class
of the object corresponds to the class’s model which results in the best match-
ing value. The value of the height to width ratio was assigned to each graph
model. To accelerate the calculations, certain graphs were not considered during
the classification, namely those for which the absolute value of the difference
between the graph ratio and the examined hand shape ratio exceeded 0.4.

Before the classification an examined image was rotated so that the major
axis of the hand was vertical. Next, it was scaled so that the hand height was
the same as the height of the hand in the image for which the matched graph
model was created. The model graph was placed so that centroid of the examined
object is covered by the centroid of the object assigned to the graph model.
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3 Experiments

Experiments were carried out on the image database consisting of 460 triples of
test images presenting 23 PFA hand postures (Fig. 1), 20 images per posture,
as well as on 70 triples of model images, 3–7 per posture. Each triple of images
contained two gray–scale, rectified stereo images (320×240 pixels each) and one
grey–scale image captured at the 768×576 pixels resolution. The distance from
the camera was not crucial. It was assumed that classifying posture B as Sz, G
as O and D as Z and vice versa is not an error, because the elements of the pair
are very similar.

Pairs–of–stereo–images based depth maps were obtained by using the local
block matching method with the SSD N metric [1, 2] and the 21 × 21 pixels
window (Fig. 3c). Depth values were calculated only for pixels which belonged to
the hand area (Fig. 3a i b). The hand area could be located with the thresholding
method, because the hand was photographed against the dark background.

(a) (b) (c)

Fig. 3. Hand areas (b) detected for the pair of stereo images of Ch model posture (a)
and the depth map obtained for this posture (c)

The first classifier was created on the basis of Gabor filters. The second one
used the edge information and the third one depth maps. Graph models for the
first and the second classifier were constructed on the basis of the model images
of 768×576 pixels resolution. They contained 35 nodes and 70 edges. The nodes
were manually placed at anatomically significant points (Fig. 4a). Graph models
created for the third classifier had 20 nodes, placed at the points representing
particular parts of the hand, and 40 edges (Fig. 4b). During the first stage of
the graph model matching in the recognition process it was possible to shift the
graph’s position by up to 30 pixels in x and y direction, at 5–pixel intervals,
for the first two classifiers and up to 15 pixels (at a pixel inteval) for the third
classifier. It was also rotated by up to ±15◦ for all classifiers, at 5◦ intervals for
the first two classifiers and 3◦ intervals for the third classifier. At the second
stage it was possible to shift the position of all nodes by up to 30 pixels for
the first two classifiers and up to 6 pixels for the third one. The sizes of the
surrounding area used for the jet’s description were 9× 9, 5× 5 and 2× 2 pixels
for the three successive classifiers, respectively. The costs coefficient was λ = 0.1.

The database test images classification results obtained for each classifier are
presented in columns Gabor, Edges and Depth, respectively, of the Tab. 1. The
classifiers based on Gabor filters and the edge information gave similar results.
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(a) (b)

Fig. 4. A–posture graph models for the classifiers based on Gabor filters and the edge
information (a) and depth information (b)

Table 1. Recognition results obtained for the PFA hand postures with the EGM
method for different kinds of jets

Pos- Gabor Edges Depth Hybrid
tu-
re

Cor-
rect Errors

Cor-
rect Errors

Cor-
rect Errors

Cor-
rect Errors

A 14 4D,1M,1P 14 1E,5P 14 4E,1F,1P 15 1D,2E
B 15 1D,1I,2K,1R 20 13 1I,1K,4R,1Z 19 1R
C 9 4D,2L,1M,3N,1U 9 4D,6L,1U 12 1D,7L 12 1D,5L,1M,1N
Ch 12 1C,1D,1E,1M,1N,3U 15 2D,2E,1P 12 3A,1C,1D,1E,1L,1P 15 1C,2D,2E
D 19 1K 18 2K 15 1I,2K,1P,1S 19 1K
E 17 2A,1P 17 1A,2P 17 3P 19 1A
F 8 3D,2G,7S 16 1G,3S 16 3I,1Z 15 1G,1H,3S
G 17 2D,1P 15 5F 17 3A 19 1D
H 17 2D,1R 16 3D,1Y 17 1W,1Y,1Z 17 2D,1Y
I 16 2D,2Z 15 2D,3Z 20 19 1D
K 3 12D,5R 5 6D,8R,1Sz 9 1D,1H,1I,7R,1Z 7 5D,7R,1Sz
L 20 20 20 20
M 19 1N 20 17 1E,1N,1P 20
N 17 1D,2M 16 1L,3M 20 20
O 9 1B,1F,1L,8S 12 1B,3F,4S 6 12F,2I 12 1B,3F,4S
P 16 4E 13 1D,6E 12 1A,7E 15 5E
R 7 13D 13 4D,2K,1Z 4 1I,3K,12Z 12 4D,1K,3Z
S 11 1F,2G,2L,4O 11 1F,1G,7O 7 2F,3I,8O 11 1F,8O
Sz 9 6D,1K,4R 12 1D,2K,5R 10 2D,2K,3R,1W,2Z 11 3D,2K,4R
U 15 4D,1N 17 3D 8 2M,1N,9S 18 2D
W 18 2R 18 2R 19 1H 18 2R
Y 17 3K 19 1K 13 5K,1R,1Z 20
Z 20 18 2K 20 20

The postures most often confused by all classifiers concerned the following groups
of similar shapes: (a) F, G, O, S, (b) K, R, Sz, D, Z, (c) C, Ch, L. Within groups
(a) and (b) it is the better matching of the nodes appearing at the no–differences–
between–postures places that decides about the final result (Fig. 5a, b). The
errors within group (c) result from large variations in hand shapes connected with
the postures from these groups (Fig. 5c). Graph model requires great distortion
tolerance to adjust to a given posture variations. By reducing topological costs
big distortions become possible, but there are more false targets for every node.
The depth based classifier gave the worst classification ratio. Apart from postures
from groups (a) – (c) it also wrongly classified posture U (Fig. 5d). The reasons
are the same as for postures from group (c).

Next experiment concerned hybrid classifier, which used output from three
described above. Three the best classes occurring at the output of these classifiers
were assigned points. The points were calculated as a product of two values. The
first value coresponded to the position of the class at the output of the proper
classifier. It was equal to 3, 2 or 1 if the class under consideration appeared at
the first, second or third position, respectively. The second value was equal to
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(a) (b) (c) (d)

Fig. 5. An example of wrong classification: a) S classified as O – Gabor filters, b) and
c) K as D and C as L – edge information, d) U as S – depth maps

normalized value of the recognition rate related to the class in given classifier.
The class appeared at the output of the hybrid classifier was determined by
the class which obtained the most points. An experiment on this classifier was
performed using four runs of cross validation. For this purpose, test images from
the database were divided into four subsets. The results are presented in the
column Hybrid of the Tab. 1. The highest recognition ratio (80.9%) was obtained
using this classifier. Relevant values for 3 former classifiers were 69.1%, 75.9%
and 70.7%. Using hybrid classifier 5 postures were recognized better, and 10
postures not worse than by the best constituent classifier.

4 Conclusions

In the present paper the results of applying the EGM method to the 23 PFA
postures classification were presented. Three different kinds of jets were used in
three examined classifiers. The next classifier was based on the previous three
ones. Experiments were carried out on the image database consisting of 460 test
images. They proved that the EGM method can be used to assign the PFA
postures to the specified classes. Additional analysis is required to distinguish
similar postures, such as K, R and Sz. The sequence of images representing
hand shape changes can be used for this purpose. An approximate shape of the
examined posture can be obtained from the previous frames. It allows for the
decrease of the number of graph models cosidered during classification. Addi-
tionally area in which the graph model is matched could be decreased. In this
way the computation time can be reduced. The original EGM method cannot
be used in real–time applications because Gabor transformation takes too much
time. Using the features proposed in the present paper significantly speeds up
the calculations. Research in this direction is planned for the future work.
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Summary. The article contains basic processing of the character image and calcu-
lation of characteristic features, on basis of which it will be recognized. The main
objective of this article is to use Fourier transform and Complex Discrete Wavelet
Transform to obtain a set of features which are invariant under translation, rotation,
and scaling.

1 Introduction

The today’s systems of automatic sorting of the post mails use the OCR mecha-
nisms. In the present recognizing of addresses is insufficient. Therefore the OCR
module is improving, particularly in the field of recognizing of handwritten char-
acters. Although, these satisfactory results were received for printed writing, the
handwriting is still difficult to recognize. The process of recognizing the writting,
can be divided into: pre-processing and character recognition.

Fig. 1. Block diagram for the proposed system of character recognition

2 Binarization and Filtration

The colorful image must be converted to the image with levels of gray scale.
The filtration of digital images is obtained by convolution operation. The new
value of point of image is counted on the basis of neighboring points value. Every
value is classified and it has influence on new value of point of the image after

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 462–469, 2007.
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filtration [1]. The applied filter is median filter, with mask 3× 3. Then, the image
is thresholding Otsu method [2], where a value of threshold level is chosen by
minimization of variation in the class.

The outer boundary of digits is not always connected, therefore, a m-
connectivity connection technique is used to connect boundary points of the
digit [2] or use morphological operator: dilatation. This operation effectively
repairs broken topological links resulting from poor image resolution or other
image degradation. Dilation adds additional similar pixels around those which
are deemed interesting [3].

3 Contour and Fourier Descriptors Calculating

The contour coordinate sequence x(m), y(m) can be calculated for each charac-
ter from shape contour calculating stage. The character boundary tracking is a
feature on basis of which the characters compare will be done.

r(t) =
(
[x(t) − xc]

2 + [y(t) − yc]
2
)1/2

(1)

xx =
N−1∑
t=0

x(t), yx =
N−1∑
t=0

y(t) (2)

The Fourier series expansion of the co-ordinate sequences x(m) and y(m) are
given by:

x(m) =
N−1∑
n=0

a(n) exp(j2πnm/N) y(m) =
N−1∑
n=0

b(n) exp(j2πnm/N) (3)

a(n) =
1
N

N−1∑
n=0

x(m) exp(−j2πnm/N) b(n) =
1
N

N−1∑
n=0

y(m) exp(−j2πnm/N)

(4)
where: N is amount of point of contour a(n) and b(n) are the complex Fourier
coefficients.

We can also obtain complex sequence c(n) = a(n) + jb(n) [4]. The Fourier
coefficients a(n) b(n) c(n) are not rotation and shift invariant. In order to receive
the features for character recognition stage may use the following coefficients
(without complex phase information) [5]: |a(n)|, |b(n)| and |c(n)|. It has been
found [6] that calculating the coefficients |a(n)|, |b(n)| for n = 1, 2, 3 and |c(n)|
for n = 1, 2, 3, N − 3, N − 2, N − 1 are sufficient to correctly classify the main
contour of a character. These coefficients contain factors dependent upon size
which affects the recognition accuracy. Therefore these coefficients should be
normalized in the complex frequency domain.

The x-axis is treated as the real axis, the y-axis is treated as the imaginary
axis of a sequence of complex numbers. The FD coefficients for sequence s(k)
are given by [4]. A close shape of digit boundary s can be expressed as (x0, y0),
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(x1, y1), (x2, y2), , (xN − 1, yN − 1). These coordinates can be expressed in the
form x(k) = xk and y(k) = yk. The boundary can be expressed as a sequence
of s(k) = x(k) + iy(k), k = 0, 1, 2, ..., N − 1 [4].

z(u) =
1
N

N−1∑
k=0

s(k)e−j2πuk/N , u = 0, 1, ..., N − 1 (5)

The invariance to size, rotation, shift and start position of contour calculating
can be achieved by use:

c(u − 2) =
|z(u)|
|z(1)| , u = 2, 3, ..., N − 1 (6)

As a result of this stage is a n - dimensional feature vector including coefficients
c(u), where u = 2, 3, ..., n− 2. In our experiment we chose n = 12 for comparing
results with other approach.

4 CDWT – Complex Discrete Wavelet Transform

In generally, it could be said that this transformation is an extension of classical
DWT where real-valued discrete filters are replaced by filters with complex co-
efficients. However it is important to notice that there is no one way of CDWT
realization, but it can be said that under that term there are many different
and independent ways of getting the basis of CDWT, and that there exist many
independent ways of practical realizations of CDWT. Fundamentally, many dif-
ferent conceptions of CDWT that are known from literature can be divided into
two main categories:

The first category consist of wavelets that are used in applications where
precise or fast signal (image) analysis is needed in purpose to distinguish char-
acteristic elements and objects that are placed in the analyzed signal.

Gabor Wavelets based on pyramidal decomposition of signal with use of scaled
and dilated kernel of Gabor transform belongs to this category. Changes of pa-
rameters of Gabor window function allows to generate large family of 2-D filters
with large numbers of directional orientations [12, 13, 15, 14, 16, 18, 17].

Magarey Wavelets are the second type of CDWT that belongs to this category,
which use modified algorithm of DWT transformation, mainly for purpose of
fast and precise directional analysis of information. The characteristic features
of these wavelets are very short digital filters, usually with 4 coefficients, for
which all computations can be done with integer arithmetic only [19, 21].

Unfortunately, for all kinds of CDWT that belong to this category, there
do not exist easy and fast algorithms of inverse transformation, that allow to
reconstruct the original signal based on set of coefficients. This fact makes those
transformations suitable mainly for image analysis applications with necessity
of keeping the processed images in original form.

The second category of CDWT consist of hole family transformation for which
one of the criterion of creation was the possibility of perfect reconstruction of
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decomposed signal from set of coefficients to original signal form or to near
original (estimated) form with very small difference.

Symmetric Orthogonal Complex Daubechies Wavelets belong to this category,
which came into being if in the phase of projection of digital transformation
filters, there is no restriction to real value of the calculated coefficients. The
complex valued coefficients are then directly applied in the analysis-synthesis
algorithm of Discrete Wavelet Transformation [22, 23, 24, 20, 25, 26].

A different ways for generating of the coefficients of CDWT, represent algo-
rithms of reversible CDWT based on structure that is usually called Dual Tree.
The main aim of authors of this conceptions was achieved the form of complex
transformation with possibility of perfect reconstruction which is realized by dig-
ital filtration of signal only with use of filters with real valued coefficients. The
two trees of wavelet decomposition represent together two sets of coefficients.
When this coefficients are grouping by pairs then we poses a form of complex
numbers [27, 28, 29, 30, 31].

The third conception is based on transformation of the real-valued signal to
analictic form with use of the Hilbert Transform. After that process, signal ob-
tained in that way is decomposed with use of any, well known sets of real-valued
DWT filters that allow for perfect reconstruction. The real-valued signal, after
that kind of complex projection, has complex-valued form, so at each level of
real-valued DWT decomposition, a complex-valued representation of the decom-
posed signal is obtained [32, 33, 34].

5 Complex Wavelet Descriptors Calculating

For creating the feature vector of the recognized object in proposed character
recognition system, set of values computed based on distribution of energy of
decomposed signals for different subbands of complex discrete wavelet transform
it was used. This values can be named as ”Complex Wavelet Descriptors”.

For each of subimages, received from CDWT, the Normalized Wavelet Energy
Signatures – ZFS are calculated, which are described by equition (7).

The ”pattern” vectors were calculated based on detail subimages of 4-levels
CDWT of images from training system sequence. For each of particular detailed
subimage, vector of features consist of three values of energetic wavelet signatures
was calculated.

ZFS =
1

NM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

SRd
j,k =

N−1∑
nx=0

M−1∑
ny=0

Cd
j,k (nx, ny),

ODd
j,k =

√
N−1∑
nx=0

M−1∑
ny=0

(
Cd

j,k (nx, ny) − SRd
j,k

)2

,

Ed
j,k =

N−1∑
nx=0

M−1∑
ny=0

(
Cd

j,k (nx, ny)
)2

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(7)
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As a result of this computation a vector of 12 or 24 values is received1. For each
of base image, the received feature vector was stored in data base as ”character
complex wavelet descriptor”.

This method, in its original form, is based on global energetic parameters
calculation for subimages. It is proposed to extend this idea for some modification
that allows to analyze local proprieties of the particular subimages. Each of
subimages is divided into tiles of constant shape.

6 Classification

The classification in the OCR module compared features from the pattern to
model features sets obtained during the learning process. Based on the feature
vector, the classification attempts to identify the character based on the calcu-
lation of Euclidean distance between the features of the character and of the
character models [7]. The distance function is given by:

D(Ci, Cr) =
N∑

j=1

[R(j) −A(j)]2 (8)

where Ci - is the predefined character, Cr - is the character to be recognized, R -
is the feature vector of the character to be recognized, A - is the feature vector
of the predefined character, N - is the number of features.

7 Experimental Results

The effectiveness and reliability assessment of proposed system, was calculated
based on statistical analysis of achieved classification result. As an experiment’s
material for all tests an image database of handwritten digits and postal ad-
dresses was used. The selection of research materials, was conditioned by possi-
bilities of practical implementation of proposed system in postal application for
analysis, identification and distribution of messages, post letters and parcels.

Experiment’s scope – evaluation of the efficiency level in order of success-
fully classification of analyzed image of character into one of classes which rep-
resent digit from ’0’ to ’9’, letters from ’A’ to ’Z’ and special characters like ’-’,’.’
etc.

Experiment’s scenario – random division of samples from image database
for training set and testing set. Participation of each part was changed from 10%
to 90% with 10% steps. Each random variant was generated 100 times. For each of
the proposed methods full process of transformation and generation the binary
detail masks and sets of feature vectors was done, based on 4 − levels complex
discrete wavelet decomposition with realization:

• CDWT – based on Symmetric Daubechies wavelets type SCD-6 i SCD-10,
1 The number of elements in feature vector depends on the kind of CDWT.
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Fig. 2. efficiency factor of correct classifications based on complex wavelet descriptors
in: global analysis variant and local analysis variant with ”16 tiles”

• DT-CDWT – based on MG1 and Q-Shift ideas,
• PB-CDWT – based on projected DB-4 and DB-10 wavelets.

Additionally, the received results were compared with those which are received
by classical real-valued DWT transformation based on DB-4 and DB-10 wavelets.
The achieved results of correct classification efficiency factor for this experiment
is presented in figure 2.

8 Summary

Comparing results for handwritten character with other researches is a difficult
task because are differences in experimental methodology, experimental settings
and handwriting database. Liu and Sako [8] presented a handwritten char-
acter recognition system with modified quadratic discriminant function, they
recorded recogni-tion rate of above 98%. Kaufman and Bunke [9] employed Hid-
den Markov Models for digits recognition. They obtained a recognition rate of
87%. Aissaoui [10] using Normalized Fourier Descriptors for character recogni-
tion, obtained a recognition rate above 96%. Bellili using the MLP-SVM recog-
nize achieves a rec-ognition rate 98% for real mail zip code digits recognition
task [11]. In our experiment we obtain recognition rate 79% for digits without
broken or separated elements.

Based on received results for classification experiment with use of CDWT, we
can seen that the simplest energy signature method without tiles gives unsatis-
factory results even below 50%. In case of image division on tiles for the first
method the efficacy of recognition increases significantly (about 30%). When we
divide image for more tiles efficacy of recognition increases. Of course, there are
constraints in number of tiles. We examined that in our case more than 12 tiles
do not give us significant improvement. The best results for this method (cor-
rect classification degree over 90%) were achieved when DT-CDWT in Q-Shift
version and PB-CDWT – db4 was used.
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Table 1. Examples of normalized Fourier coefficients for digits 3 and 8 from the
database

Digit/ coefficients 1 2 3 4 5 6

3 0,24758 0,14477 0,029003 0,058297 0,016983 0,008532
8 0,341817 0,009269 0,044921 0,006339 0,017448 0,005609

Digit/ coefficients 7 8 9 10 11 12

3 0,015462 0,006949 0,01016 0,002727 0,005537 0,003224
8 0,004185 0,002814 0,00281 0,002039 0,001106 0,00198
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Summary. We present a real-time on-line handwritten character recognition system,
based on an ensemble of neural networks. In this work we focus on the developed
preprocessing algorithms which help achieve high accuracy rate without a visible delay
in recognition process.

1 Introduction

An important trend in technology today is mobile computing. Among the main
challenges, however, with making portable devices truly useful for a wide range
of applications are the user interface issues: how to enter data in a convenient
way and how to present information on a small display. Many PDA devices
(palmtop, Tablet-PC, smartphone, etc.) got rid of a traditional keyboard and let
users manually write with a stylus on a touch screen. Efficiency and effectiveness
of such a solution are vitally dependent on the robustness of the underlying
recognition system. Unfortunately, the accuracy of character recognition (CR)
systems (e.g., Calligrapher for Pocket PC [2]) implemented in those devices is
still imperfect.

We conjecture that one of the most important components of a handwrit-
ten character recognition system is its preprocessing stage. The application we
present in the current work is based on a very simple classifier, a single layer per-
ceptron (SLP), still, the overall recognition accuracy is quite satisfactory, thanks
to the preprocessing techniques we use.

Moreover, our system works in real time, trying to guess the entered character
after each pen stroke. Once a character is drawn, it can be corrected or altered
(e.g. digit 9 into 8) by the writer, and then immediately the system “notices” it
has to process the same character again, and reacts appropriately. We find this
feature user friendly.

2 Related Work

The origins of automatic recognition of handwritten characters date back to
1940s, but rapid development had been observed in 1980s and early 1990s, mostly
due to the progress in powerful computing hardware and image acquisition
devices.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 470–476, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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An excellent survey of handwritten CR techniques can be found in [1]. The
authors identify five major phases of the CR problem: preprocessing, segmen-
tation, representation, training and recognition, and postprocessing. Our work
focuses on the preprocessing, but all the other stages do exist as well in our
application, in one form or another.

Tappert [5] defines five difficulty levels for handwritten CR: boxed discrete
characters, spaced discrete characters, run-on (touching or overlapping) dis-
cretely written characters, pure cursive handwriting, and mixed cursive and dis-
crete characters. The first, easiest, problem variant is the only one which does
not require character segmentation. The recognition task we deal with belongs
to the third category, discretely written, but possibly overlapping, characters.

3 Requirements for a Real-Time Handwritten Character
Recognition Application

We set the following requirements for our application.

• High accuracy. According to [6], people find handwriting recognition software
useful only if it recognizes over 97% to 98% of the characters.

• The recognition should be robust to character translation, their rotation and
scale, character slant, random distortions (e.g., shaky writing), right- or left-
handedness of the writer, and so on.

• Real-time recognition even on low computing power machines.
• Characters are written with a pointing device (e.g. pen, mouse),
• Characters are recognized individually, the recognition output is shown on

screen immediately, after each entered character.
• The set of output classes is fixed. In the current version of the system there

is no “reject” or “uncertain” answer.
• Characters are glued into words which are subsequently passed to a dictionary

of valid words; unrecognized words are marked (e.g., underlined).
• The application should work in the following modes:

– [a− zA− Z0 − 9] characters recognized; dictionary on.
– [a− zA− Z0 − 9] characters recognized; dictionary off.
– Digits only.
– Capital letters only (dictionary on or off).
– Lowercase letters only (dictionary on or off).

Using a restricted alphabet should improve classification accuracy and speed.
Also the preprocessing can be made faster if some preprocessing steps are specific
only for a class of characters.

The main problems to solve to meet the listed requirements are:

• finding an appropriate character’s bounding box resolution, to protect from
low accuracy and low processing speed at the same time,

• training set generation (robust for many individual handwriting styles),
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• segmentation (grouping line segments, perhaps disjoint, into characters, and
characters into words),

• devising low-complexity algorithms and implementing them with speed op-
timizations (crucial for the preprocessing algorithms).

4 Handwriting Recognition Engine: Preprocessor

Roughly speaking, the task of a preprocessor in an OCR system, is to segment
characters, correct their defects, remove excessive information, and convert into
a form that can be feasibly processed by the classifier.

In our system, the preprocessor is built of several modules, run one by one:
excessive line segment reduction, rotation removal, scaling, translation, bitmap
generation, noise removal and line thinning, and generating an input vector for
the classifier.

Some of those operations are quite trivial (e.g., scaling the character to fit a
predefined bounding box, translating the character image to be anchored at the
origin), and we do not describe them in detail.

4.1 Excessive Line Segment Reduction Module

The module input is the order set of line segments of a written character. What
the module returns is a simplified description of the character. More concretely,
its output is the character composed of a minimal set of line segments which ap-
proximate the original set of segments with user-defined accuracy. Our algorithm
is a modification of Jenks’ algorithm [4].

The algorithm’s input is a character represented as a set of n line segments,
li for i ∈ {0 . . . n− 1}, ordered adjacently (one segment’s end point is the start
point of the next segment), and a reduction parameter r from [0; 1], a higher
value means a stronger reduction. Assume also that ln is another way to denote
l0. Let w and h denote the character bitmap width and height, respectively.
Let max = maximum(w, h). For convenience, we use a variable for reduction
distance, rd. Let rd = max ∗ r.

Now we run the following procedure.

repeat
for i: 0...n-1 do
create templine from start point of l_i to end point of l_i+1
if dist(start point of l_i, end point of l_i+1) <= rd then

l_i = templine
remove line_i+1

end if
end for

until no line removed

We set r = 0.01 for the tests. The number of iterations over line segments is
4 on average, in practice. The amount of eliminated segments varies from a few
to about 80% in some cases (slow writing typically generates more segments).
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Fig. 1. Jenks algorithm

4.2 Rotation Removal

The input character image may be rotated. We use a very simple algorithm to
remove this defect. It starts with scaling a character to have its height (at least
slightly) larger than its width. Then, it rotates the bounding box of a character
many times, in the angle range {−89 . . .89}, with 2 degree angle difference, and
outputs the image for whose the bounding box width was lowest.

Fig. 2. The result of using scaling (on the left), and rotation removal (on the right)
algorithms

4.3 Bitmap Generation

So far, a character has been represented as a set of line segments (of some thick-
ness). Further steps require having a bitmap image. Such a lossless conversion
would be trivial, but the current module does a little more: it also joints discon-
nected line segments if they are close enough.

4.4 Noise Removal and Line Thinning

The input image may contain some isolated pixels, they are eliminated. Then we
reduce the lines to obtain the character outline, using the thinning technique.
Thinning is a morphological operation, somewhat related to erosion or opening.
This module reduces all lines to have single pixel thickness. The resulting outline
of an exemplary character is presented in Fig. 3.

It is remarkable that this algorithm creates the shape contour in a single
iteration. It was achieved thanks to using appropriate masks applied in a proper
order. Working in a single pass is, of course, a highly desirable feature for a
real-time system.
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Fig. 3. The result of using contouring algorithm

4.5 Generating an Input Vector for the Classifier

The obtained bitmap is read column-wise and a bit vector B is achieved (where
0’s correspond to background pixels). A row-wise scan could in fact be an alter-
native, as we have not notice any advantage of one variant over the other.

Then we create a vector V storing the positions of set bits in B, in their
increasing order. This is a compact representation since the amount of pen pix-
els compared to the background pixels is typically (very) small. The V vector
becomes an input pattern for the classifier.

5 Handwriting Recognition Engine: Classifier

The heart of any CR system is the classifier. We chose to use an ensemble of
very simple classifiers, single layer perceptrons (SLP) [3], over majority voting.
The ensemble diversity is obtained via random initial weights from the range
< −0.5 . . . + 0.5 >. Using voting over many individual SLP decisions avoid the
“curse” of linear classifiers (and SLP does, of course, belong to this category),
which cannot cope with complex decision boundaries. On the other hand, the
classification speed of each SLP component is high enough not to prevent us from
using tens (or even hundreds) components in parallel. In fact, memory scarcity
in handheld devices may be more restrictive.

The number of inputs of each SLP is equal to the number of character pixels
(same for each character, which is guaranteed by the scaling preprocessing op-
eration). The number of output values, i.e., the number of class labels, is known
beforehand for a given problem instance (for example, if the user selects the
mode of recognizing digits only, the number of classes is 10).

Wecannotprovidedetails on training ourSLPensembledue to shortage of space.

6 Experimental Results

The experiment was set up in the following way:

Creation of pattern sets: one for digits and one for letters. Each digit was
painted 70 times and a letter 45 times. Then the images have been artificially
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distorted (rotation in a range < −85 . . . + 85 > degrees and shear in a range of
< −0.3 . . . + 0.3 > in both vertical and horizontal directions).
Each set was split into a training set (2843 digit patterns and 2008 letters)
and a test set (6633 digits and 4688 letters).
Extension of the test sets by adding extra distorted images (< −30 . . .+30 >
degree rotations and < −0.03 . . .+0.03 > shears) to original patterns. After these
operations we got a test set of 21856 digits and a test set of 15431 letters.
Preprocessing of training sets. This made all the patterns from training
sets as simple as possible, so that the SLP could learn them without a big risk
of getting stuck in local minima. That means that by using our preprocessor
we expected to make all the training sets linearly separable or almost linearly
separable. As a verification, two SLPs have been designed: one for digits and
another for letters.
Learning of the networks. The process lasted only 9 seconds for both net-
works and showed that none of networks got stuck in local minimum. The first
network learned all patterns (100%) of the training set and the second network
learned 2003 patterns (99.75%).
Testing of the networks. The first network misclassified only 150 from 21856
patterns of digits and the second network misclassified only 335 from 15096
patterns of letters. Those results showed that the preprocessor fulfilled our ex-
pectations and managed to make almost linear-separable sets of patterns. The
generalization quality measured on the test sets for first network was 99.31%
and for the second network 97.83% (Table 1).

Table 1. The results of learning SLP (Time of learning was about 10s and the bitmap
was 10x18.)

Trainset size Learned
trainset sam-
ples

Testset size Testset accu-
racy

Network 1
(digits)

2843 2843
(100.00%)

21856 21706
(99.31%)

Network 2
(letters)

2008 2003 (99.75%) 15431 15096
(97.83%)

Working in Real-Time

The system has been implemented with Java language in JDK 1.6.0 version. The
application was tested on a PC with Pentium 4 3GHz. It needs about 30MB of
free operating memory to run (most of it for JVM). In Table 2. below, the average
time of single character recognition has been shown:

These results show, that the system can work in a real-time mode. We didnt
noticed any delays while testing the application in practice. The recognition
results seem to be immediate for user.
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Table 2. Average time of single-character recognition for different processors

P4 3 GHz Duron 800 P3 450 MHz
Avg time of single-
char recognition

2ms 8ms 15ms

7 Conclusions

The implemented system has some limitations. It can recognize only non-
connected handwritten characters and doesnt recognize scanned handwriting.
The most important component of our implementation are: line simplifica-
tion with a modified Jenks’ algorithm, character auto-rotation algorithm, robust
algorithm for merging close but disjoint line segments within individual writing
strokes, a fast and reliable one-pass contouring, and a fast and useful routine
helping to generate test sets, multiplying a human-generated image into many
variants via affine transforms.

In the future we intend to introduce the following modifications:

• Handling more geometry distortion types
• Java 2 ME implementation for mobile, low speed devices
• instant presenting an uncertainty estimation
• online learning.

Although the recognition results are reasonably good, introducing other fea-
tures (i.e. shape descriptors, correlation factors, image frequency analysis, line
descriptors) may increase the reliability.
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Summary. In the paper a new method of handwritten word recognition is described.
In this method different probabilistic character language models (PCLMs) are used in
order to improve the word recognition accuracy. These models consist of conditional
probability distributions of characters given that preceding, succeeding or surrounding
characters are known. The application of character succession and precedence in word
recognition was explored in many earlier works. The novelty of the method proposed
here consists in utilizing also the conditional probabilities based on character appearing
of both sides of the letter being recognized and in combining such classifier with other
ones based on character precedence and succession. This new classifier that uses two
sided character neighborhood is realized as an iterative procedure which starts with
character support factors evaluated independently for each character in the word by a
soft character classifier. Then in each step of this iterative procedure the support fac-
tors are calculated as Bayes-like formula using needed probabilities. Next, the support
factors obtained at the character level are used to calculate the support factors for
complete words. Finally, the soft word recognition results obtained for classifiers based
on three different PCLMs are combined. Experiments described in the paper show the
superiority of the combined method over all its simpler components.

1 Introduction

Pattern recognition algorithms using context were successfully applied to the
problem of hand printed letters classification ([1], [3], [5]). Moreover, for every
language taking into account the characteristic dependences in the sequence of
characters, the algorithms of words recognition were proposed. In such algo-
rithms, the probabilistic character language model (PCLM) assuming Markov
dependences usually was used. In such case either we can explore Bayes algo-
rithm for Markov chains [9] or we can use hidden Markov (HMM) model [6] in
pattern recognition algorithms construction. Let us notice, that under certain
assumptions both methods are equivalent. In this paper we use the second of
above mentioned probabilistic approach to the problem of word recognition, al-
though some ideas of the first approach also will be taken into account. The
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details of second-order HMM construction for words recognition supported by
bi-gram and tri-gram character models are presented in [8]. In this paper except
the typical algorithm using assumption of second-order Markov dependence in
the sequence of letters in recognized word two different algorithms (using an-
other PCLMs) are proposed. The first one is the simple modification in which
we also assume the second-order Markov dependence but backward, however in
the second algorithm the quite new model of dependence is proposed. In this
model we assume that probability of every character in the word depends on
preceding and following character ( we called it inward prediction). Next, these
three classifiers will be combined in order to achieve the algorithm of better qual-
ity, i.e. in which the average error rate is less than obtained for every classifier
separately. The organization of the paper is as follows: after introduction the
problem statement is presented in second section. Next, the description and the
probabilistic properties of every model of word recognition are presented. Conse-
quently, in the section 4, new algorithm, based of inward prediction is described
in details. Then, in section 5, the combined threefold algorithm is proposed. In
section 6 the results of empirical investigation are presented and in the end we
conclude this paper.

2 Problem Statement

The problem of word recognition can be treated as two-level classification prob-
lem. On the lower (character) level separate letters are being classified. On the
upper (word) level the results of letter classifications are used to recognize the
whole word. The word is hand printed, i.e it is written in block capital letters,
enclosed in the separated regions (character fields) located in fixed positions on
the printed form. Hence, it is easy to extract isolated images of subsequent char-
acters and the problem of text segmentation is almost trivial and not discussed
here. We also assume that the text image analyzer can perfectly distinguish be-
tween empty and nonempty character fields, so the length M of the word is fixed
before start of recognition procedure. Let us consider the problem of correctly
segmented word recognition. The word consists of M characters, each of them
belonging to finite alphabet C = {c1, c2, ..., cL}. The word image is segmented
into M parts (x1, x2, ..., xM ) containing consecutive character images. On the
character level, isolated characters ci, i = 1..M are recognized independently by
a soft classifier Φ [2] which gets character image x as its input and evaluates the
vector of support factors for all characters in the alphabet, i.e.:

Φ(x) = [d1(x), d2(x), ..., dL(x)]T . (1)

Without loss of generality we can restrict di(x) within the interval [0, 1] and
additionally

∑
i di(x) = 1. Crisp classification Φ̄(x) can be easily obtained from

the support vector by selecting this character, for which the support factor has
the greatest value.

On the word level we can distinguish three sources of information, which can
be used by the word classifier, namely:
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• results of soft character classification for particular characters constituting
the word on the character level (Φ(x1), Φ(x2), ..., Φ(xM )) or alternately: re-
sults of crisp character classification (Φ̄(x1), Φ̄(x2), ..., Φ̄(xM )) ,

• confusion matrix of character recognizer EL×L in which every element ei,j =
p(Φ̄(xj) = ci | cj) is a conditional probability that decision of character
recognizer is ci while the actual character on the image xj is cj .

• adopted probabilistic character language model. In this paper we take into
account three different PCLMs. Each PCLM consists of:
– probability distribution of leading and trailing characters (i.e. charac-

ter s beginning and ending words) PI = (pI
1, p

I
2, ..., p

I
N ) and PE =

(pE
1 , pE

2 , ..., pE
N ) , and corresponding set of probabilities:

– set AS
LxLxL of character succession conditional probabilities, where

aS
i,i−1,i−2 = pS(ci | ci−1, ci−2) is the probability that the next char-

acter in a word is ci provided that two preceding characters are ci−1
and ci−2,

– set AP
LxLxL of character precedence conditional probabilities, where

aP
i,i−1,i−2 = pP (ci−2 | ci−1, ci) is the probability that the preceding

character in a word is ci−2 provided that two next characters are ci−1
and ci,

– set AQ
LxLxL of character neighborhood conditional probabilities, where

aQ
i,i−1,i−2 = pQ(ci−1 | ci−2, ci) is the probability that the current character

in a word is ci−2 provided that preceding character is ci−2 while successive
character is ci,

The probability distribution of leading and trailing characters and sets of
succession, precedence, neighborhood conditional probabilities can be obtained
by simple analysis of text corpus. It can be assumed that character succession,
and precedence as well as neighborhood probability distributions are common
property of the language in which recognized texts are written and they are
domain invariant. Hence the texts in the corpus does not have to be from the
area of interest. Large corpora of general texts in the language can be used to
estimate sets: AS , AP , AQ and probabilities: PI , PE respectively.

3 Probabilistic Properties of Applied PCLMs

In this paper we will apply three above mentioned PCLMs to the word recogni-
tion problem. Hence, we propose three approaches: prediction of the next char-
acter using two preceding characters, prediction of the character using two next
succeeding ones or predicting the character using its two neighbors. Two first
approaches can be easily utilized in HMM model applied as a recognition tool.
Unfortunately, the character neighborhood approach can not be used directly
in HMM model, because this model fits only to the sequential left-to-right or
right-to-left analysis. Before we start with application of considered PCLMs to
the problem of word recognition we test their predictive power. The test will
consist in application only a priori knowledge (i.e. PI or PE and AS , AP or AQ)
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in character recognition for every PCLM. In such a case applying of Bayes algo-
rithm leads to the following general formula:

c∗ = arg max
c∈ C

pR(c | ca, cb) (2)

where ca, cb are two preceding, succeeding or neighbor characters and R denotes
S, P or Q depending on chosen PCLM. Then the average error rate for every
proposed above classifiers can be calculated using the following formulas:

ES =
L∑

ci−2=1

L∑
ci−1=1

(1 − max
ci∈ C

pS(ci | ci−1, ci−2))p (ci−1, ci−2) (3)

for succession prediction,

EP =
L∑

ci−1=1

L∑
ci=1

(1 − max
ci∈ C

pP (ci−2 | ci−1, ci))p (ci−1, ci) (4)

for precedence prediction, and

EQ =
L∑

ci−2=1

L∑
ci=1

(1 − max
ci∈ C

pQ(ci−1 | ci−2, ci))p (ci−2, ci) (5)

for neighborhood prediction, respectively.
In equations (3), (4) and (5) p (ci−1, ci−2), p (ci−1, ci) and p (ci−2, ci) denote

corresponding two dimensional joint probability distribution of characters in a
word. These probabilities as well as all needed conditional probabilities can be
easy estimated from the language corpus. In order to compare the probabilistic
properties of applied PCLM, empirical investigations were made. Namely, Bayes
algorithm (2) using succession conditional probabilities pS(ci | ci−1, ci−2), prece-
dence conditional probabilities pP (ci−2 | ci−1, ci) and neighborhood conditional
probabilities pQ(ci−1 | ci−2, ci) successively was applied to four different corpora
of Polish texts. Three of them contain passages from polish press writing while
the fourth one is the set of short notes from authentic medical patient’s records.
The results of error rate in percent are presented in the table below.

The effectiveness of succession and precedence prediction is approximately on
the same level for all kind of texts. The effectiveness of neighborhood prediction
is higher about 20 % in relation to succession and precedence method. Another
observation is that the effectiveness of prediction based on PCLMs for medi-
cal texts is higher than for press excerpts. Here also the average error rate is
about 20 % lower ( avg. 53 % for literature texts vs. 45.7 % for medical texts).
The observation following form these experiments leads to the presumption that
character neighborhood conditional probabilities can be effectively used in order
to improve the word recognition accuracy.
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Table 1. The error rate of different classifiers

Corpus Trigram occurrence count Succession Precedence Neighborhood

press I 1140,693 62.3% 62.0% 52.7%
press II 600,045 62.5% 63.2% 52.9%
press III 413,383 64.2% 64.7% 54.3%
medical 8502,208 56.6% 56.5% 45.7%

4 Word Recognition Algorithm Based on Inward
Prediction

The results of experiments described in the previous section indicate that the
inward PCLM can be useful in construction of pattern recognition algorithm. As
it was mentioned above, the recognition based on second-order HMM described
in [8] can not be used in this case.

For this reason, in the case on inward prediction quite different heuristic
recognition procedure is used. Similarly as in the case of HMM based word
recognizers the soft recognition paradigm is also applied here [2]. It means that
the application of the soft recognizer results in providing the support factors
for all possible classes (in our case classes are words that can be recognized).
Support factors correspond to the likelihood that the currently recognized image
represents given word. Application of the soft recognition paradigm makes it
also easy to combine the results of soft classification independently obtained for
forward, backward and inward word classifiers.

The procedure proposed for inward recognition uses soft recognition results
achieved by applying soft character classifier to all character images in the word.
Let d

(0)
i,j denotes the support factor for the character ci at j-th position in the

word. Then, we calculate iteratively the support factors d
(k)
i,j for iteration index

k = 1, 2... according to the following Bayes-like formula:

d
(k)
i,j = d

(0)
i,j

L∑
i′=1

L∑
i′′=1

d
(k−1)
i′,j−1d

(k−1)
i′′,j+1pq(ci | ci′ci′′ ) (6)

In the proposed formula (6) the support factors d
(k)
i′,j−1 and d

(k)
i′′,j+1 can be

treated as estimates of probabilities for characters ci′ and ci′′ at the positions j−1
and j+1 correspondingly. Then, the probability of the character ci at the position
j is re-estimated using: estimates of character probabilities at adjacent positions
and the conditional probabilities pq(ci | ci′ci′′ ) contained in inward PCLM as
well as the Bayes formula for total probability:

∑L
i′=1
∑L

i′′=1 d
(k−1)
i′,j−1d

(k−1)
i′′,j+1pq(ci |

ci′ci′′). Additionally, as to prevent the convergence of likelihood calculated in
subsequent steps to the values independent on initial estimates provided by the
soft character classifier, in every step the total probability of a character ci,j is
multiplied by initial estimate d

(0)
i,j . This procedure terminates after k∗ iterations.
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The number of iterations has to be established experimentally, as to maximize
the accuracy of the word classification algorithm based on calculated values of
d
(k)
i,j . In our experiments k∗ = 8 was applied.
The soft word recognition algorithm consists in finding the set of N most

likely words and in evaluating support values for selected words. Word classifier
produces the set of pairs:

RI = {(w1, d
I
w1

), ..., (wN , dI
wN

)}, (7)

where wl, l = 1...N is the word and dI
wi

is its support value. For every considered
word wl = (c(l)1 , c

(l)
2 , ..., c

(l)
M ), its support factor can be calculated as:

dI
wl

=
M∏

j=1

dk∗

c
(l)
j ,j

(8)

5 Combined Threefold Algorithm

The results of soft recognition provided by the algorithm based on inward predic-
tion can be combined with the results of the soft recognition achieved for forward
and backward prediction. The combined algorithm based only on forward and
backward prediction using second-order HMMs, was proposed in [8]. The sets
RF and RB are results of word recognition supported by forward and backward
prediction and contain the most likely words with their support factors, simi-
larly as defined in (7). The sets of words appearing in RF , RB and RI can be
different, but the most likely words usually appear in all three sets. Let dF

w and
dB

w denote the support factors for the word w in RF , RB correspondingly.
The result of the combined threefold word recognition algorithm is the set

RFBI consisting of the most likely words with their support factors dFBI
w . The

set RFBI is created in the following steps:

• let the set ZFBI of words recognized by combined algorithm will be the
intersection of word sets ZF , ZB and ZI appearing in RF , RB and RI ,

• calculate support factors dFBI
w for all words in ZFBI as the product dF

w ∗dB
w ∗

dI
w,

• normalize factors obtained in this way so as to sum up to 1.0 over the whole
set ZFBI .

6 Experimental Results

The aim of experiments carried out was to investigate the accuracy of word
recognition achieved by the classifier based on inward prediction and to evaluate
the accuracy of the combined classifier. Because the work described here is a
part of wider project related to medical handwritten document recognition, the
text corpus consisting of excerpts from the authentic medical documentation
was used. As the character classifier, MLP based recognizer was used based on
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directional features. The classifier construction is described in [4] and [7]. The
accuracy of the crisp character classifier obtained from the soft one is 93.4%.

The aim of the first experiment was to test how the word recognition accuracy
depends on the number of iteration of the algorithm based on inward prediction.
The word crisp recognition was performed using the support factors defined in
(6) after k = 0...10 iterations. For each iteration the word recognition accuracy
was evaluated using the testing word set. The results are presented in Table 2:

Table 2. Word recognition accuracy as the function of iteration count of inward pre-
diction algorithm

Iteration 0 1 2 3 4 5 6 7 8 9 10
Accuracy [%] 66.1 86.1 86.3 87.1 86.9 87.2 87.0 87.2 87.1 87.2 87.2

It can be observed that the recognition accuracy increases until fifth iteration
and then it stabilizes on the highest level. For practical reasons it seems to be
sufficient to execute 5...8 iterations.

In the next experiment the performance of the combined algorithm was com-
pared with the uni-directional second-order HMM based word recognition algo-
rithms. The accuracies of the compared algorithms are shown in Table 3.

Table 3. Word recognition accuracies achieved by simple and combined algorithms

Algorithm forward backward inward combined
Accuracy [%] 88.8 89.8 87.2 93.1

The combined classifier accuracy is significantly higher that the accuracy of
each of its component classifiers. The error rate was reduced from 10.2% (in the
case of the best component classifier) to 6.9%, what gives 32.5% of the relative
error reduction.

7 Conclusions

Presented experimental results concerning proposed word recognition algorithm
based on inward prediction imply the following conclusions:

• this algorithm seems to be an interesting alternative to another algorithms
using HMM,

• it has interesting asymptotic properties,
• it can be effectively used in the combined threefold recognition algorithm,

although more practical investigations should be made.
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Summary. The paper presents a method of word image segmentation into images
of individual characters. The method is semi-automatic, because it requires that the
character sequence constituting the word on the image is know. It is assumed that
widths of the characters in the alphabet are random variables and that the parame-
tres of probability distribution are specific for each character. At the first stage of the
proposed method the parameters of the distributions for all alphabet characters are
estimated. Then for each word in the corpus being processed all possible segmentation
variants are analyzed and for each variant its probability is calculated taking into ac-
count probability distrubution of corresponding characters. Finally, such segmentation
variant is selected for which the calculated probability is highest.

1 Introduction

There exist two general approaches to cursive handwriting recognition: ”holistic”
and ”analytic”. In holistic approach the complete word image is used as input
to a word recognition algorithm. The analytic approach assumes that the word
image is segmented into segments corresponding to consecutive characters and
the characters are recognized individually. The analytic word recognizer applies
results of character classifiers trained using the set of correctly labeled sample
character images. Also some word recognizers that can be classified as holistic in
fact are built of character classifiers that must be trained with isolated character
samples ([1], [2]). For the process of character classifier training the set of train-
ing character samples is required. Acquisition of the training set for character
recognition in cursive handwriting by thorough manual segmentation of cursive
scripts is not easy and needs to be performed by an experienced individual. The
training set acquisition is particularly troublesome in the case of writer depen-
dent handwriting recognition, where the training set must be created individually
for each writer. For this reason methods of automatic or semi-automatic cursive
script segmentation are required in practical handwriting recognition systems.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 485–492, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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In this paper, we consider the word segmentation method that can be clas-
sified as semi-automatic. The input to the segmentation algorithm is the set of
handwritten word images. For each word image, its orthographic labeling (i.e.
the sequence of letters constituting a word) is known. The aim of the method
is to split the word image into the sequence of segments corresponding to the
letters in the word.

The word segmentation problem defined as described above is not new. It was
considered in a number of other works, but it seems that sufficiently accurate
solution that could be applied in practice is still not elaborated. In [3] the authors
utilize natural similarities between instances of the same letter in the text. The
set of word images is segmented in such way, so as to maximize the similarities
in the sets of samples of the same letter in the alphabet. Similar idea was applied
in [4] but here the genetic algorithm was used to solve the problem of inter-set
similarity maximization.

In [5] the estimates of letter widths measured by average stroke number per
character are used. Such segmentation variant is considered as the most likely
one, which minimizes the difference between actual and expected stroke number
in the word image.

Most of the methods of word image segmentation are however based on prior
knowledge about character shapes or geometric relations between adjacent char-
acters ([6], [7], [8]). This knowledge is typically represented as the set of rules or
as character sample sets. The application of such knowledge-based segmentation
approaches for training set acquisition is limited due to great variability of writ-
ing styles and due to lack of correctly recognized character samples. Although
such methods can be successfully applied at the recognition stage, they are not
useful in the problem being considered in this work.

The method described in this article is an extension of the concept pro-
posed in [5]. The width of each character appearance in the text is assumed
to be a random value drawn according to a probability distribution specific
for each character. The parameters of the probability distributions are esti-
mated using the corpus of texts being segmented. Each word in the corpus
is first divided into graphemes and then all segmentation variants are an-
alyzed. Segmentation variants are obtained by grouping adjacent graphemes
into subsequences representing the consecutive characters of the word. For
each segmentation variant, the widths of segments hypothetically correspond-
ing to known characters are determined, so the probability of such segmen-
tation can be calculated using probability distribution functions of character
widths and assuming the independence of character widths in the word. Fi-
nally, such segmentation variant is selected for each word in the corpus, which
maximizes the calculated probability. The word and character widths can be
expressed in various units. In this work, widths expressed in pixels and in
graphemes were applied. Further improvement of segmentation accuracy can be
obtained if segmentation assessments calculated with various width measures are
combined.
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2 Problem Statement

Let us consider the corpus S of N handwritten word images Ik, k = 1, ..., N ,
annotated with the sequence of characters actually constituting the word wk =
(c(1)k , c

(2)
k , . . . , c

(lk)
k ). Each character comes from the finite alphabet A = (c1, c2,

. . . , cL). The word image is normalized by applying slant and skew correction any
by scaling the image so as to obtain the constant height of the horizontal base
area of the handwritten word. For each word image the segmentation procedure
can be applied, which divides the word image into graphemes. Graphemes are el-
ementary graphic elements constituting the word, which can be easily extracted
by relatively simple image analysis procedure. An example of correct segmen-
tation of the word image into graphemes is presented on Fig.1. The width of
the character occurrence in the word image can be characterized by its width
expressed either in graphemes or in pixels.

The segmentation method presented here is based on the assumption that
the character c ∈ A in the word image has the width λc, which is observed
value of a Gaussian distributed random variable λc, with expected value µc and
finite-valued variance σ2, equal for each c ∈ A. Now our purpose is to estimate
unknown parameters of probability distribution of random variables λc using
the known values dk of width of the whole word wk (k = 1, 2, . . . , N).

Fig. 1. Exemplary word segmentation into graphemes

3 Estimation of Probability Distribution Parameters

In order to estimate µc let us note that - under adopted assumptions - the width
dk of the whole word wk is also observed value of random variable dk, which
conditional expected value is given by the following regression function:

E(dk | λc = λc) =
∑
c∈A

xk,c µc, k = 1, 2, . . . , N, (1)

where xc,k is equal to the number of the character c occurrence in the word wk.
Denoting by ε the random element we have next:

dk =
∑
c∈A

xk,c µc + ε, k = 1, 2, . . . , N, (2)

or in equivalent compact form:

D = X ×M + ε, (3)
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where
D = [d1, d2, . . . , dN ]T , (4)

X =

⎡⎢⎢⎢⎣
x1,1 x1,2 · · · x1,L

x2,1 x2,2 · · · x2,L

...
...

...
...

xN,1 xN,2 · · · xN,L

⎤⎥⎥⎥⎦ , (5)

M = [µ1, µ2, . . . , µL]T . (6)

In order to apply the mean square method to determination of regression
coefficients of (3), we must minimize the following criterion:

Q = (D −X M)T (D −X M) , (7)

and hence, after simple calculation we get the vector of estimates of mean values
of character widths:

M̂ = [µ̂1, µ̂2, . . . , µ̂L]T =
(
XT X

)−1
XT D. (8)

For estimation of common variance of characters width σ2 we propose to
use the maximum likelihood (ML) method. Let w

(i)
k ∈ S (i = 1, 2, . . . ,K, k =

1, 2, . . . , Ni,
∑

Ni = N) denotes the word containing i characters and let its
width be equal to d

(i)
k . Applying ML method to words from S, one must first

determine the joint probability density function of the word width observed
values set T = {d(i)

k , i = 1, 2, . . . ,K, n = 1, 2, . . .Ni}, which expressed as
a function of unknown parameter σ2 is called the likelihood function. Under
adopted assumptions the likelihood function can be determined as follows:

Li(σ2) = f(T ;σ2) =
K∏

i=1

Ni∏
k=1

f(d(i)
k ;σ2). (9)

where

f(d(i)
k ;σ2) =

1√
2π

1√
i σ2

exp

(
− (d(i)

k −m
(i)
k )2

2 i σ2

)
(10)

and
m

(i)
k =

∑
c∈w

(i)
k

µ̂c. (11)

Since the ML estimate is ,,the most likely“ value given the observed data,
in the next step of ML procedure we maximize the likelihood function with
respect to variance of characters width σ2. From (10) and (11), minimizing the
logarithm of likelihood function (9) we get the following estimate of characters
width variance:

σ̂2 =
1
N

K∑
i=1

[
1
i

Ni∑
k=1

(d(i)
k −m

(i)
k )2
]
. (12)
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4 Word Segmentation

The segmentation of words contained in the text corpus is achieved using the
probability distribution of character width. Prior to the segmentation into char-
acters the words are first segmented into graphemes. There are various methods
of word image subdivision into graphemes ([1], [9]). Typically, grapheme bound-
aries are determined by finding characteristic points on the strokes contour. We
have applied our own grapheme extraction method based on word stroke upper
and lower contour analysis. In this method, grapheme boundaries are located in
the areas where the vertical distance between upper and lower contour is com-
parable to the estimated average width of the stroke. The segmentation method
is described in detail in [10]. Experiments show that character boundaries are
in most cases located at the boundaries of graphemes. Correct segmentation
into characters can be therefore obtained by concatenating the subsequences of
adjacent graphemes. When the proposed method of grapheme extraction is ap-
plied, the number of graphemes per single character very rarely exceeds 4. Let us
consider the word wk consisting of lk characters. Let the number of graphemes
for this word be mk. All possible segmentation variants of the word wk can be
obtained by creating all possible subdivisions of grapheme sequence into lk sub-
sequences. Let V k

n denote n-th segmentation variant for the word wk. By dk
j (n)

we denote the length of the grapheme subsequence corresponding to j-th charac-
ter in the word. By assuming the independence of random variables representing
actual widths of characters in the word, the probability of the segmentation
variant can be calculated as:

p(V k
n ) =

lk∏
j=1

f(dk
j (n);µck

j
, σ2)), (13)

where f(x;µck
j
, σ2) is the probability distribution function for j-th character in

the word wk. The length of the word segment corresponding to j-th character can
be expressed in various units. In our experiments we applied widths measured
directly by graphemes count per segment and by the number of pixel columns
covering all strokes of the segment. For both measures, corresponding sets of
probability distribution parameters must be calculated according to formulas (8)
and (12). In result for each segmentation variant, two probabilities for grapheme-
based and pixel-based widths can be calculated: pG(V k

n ) and pP (V k
n ).

The probabilities calculated in this way can be treated as likelihoods of seg-
mentation variants permissible for the word. In many other works combination
of likelihoods evaluated using various presumptions leads to the improvement of
the final decision relevance. The previous experiences in applying various simple
combination formulas to similar problems show that the best results are usu-
ally attainable if multiplicative combination of likelihoods is applied ([10], [11]).
Final likelihood assessment of the segmentation variant is therefore evaluated
as:

I(V k
n ) = pG(V k

n )pP (V k
n ) (14)



490 J. Sas and M. Kurzynski

Finally, such segmentation variant V k
n∗ is selected which maximizes its likelihood

assessment I(V k
n∗). The complete text corpus segmentation algorithm consists of

the following steps:
split each word image into graphemes;
calculate the parameters of pdf functions for all characters

in the alphabet and for widths expressed in graphemes
and in pixels;

for each word in the corpus:
{

create the set of segmentation variants taking into account
the limits of grapheme count per character;

for each segmentation variant:
calculate the likelihood assessment;

select this segmentation variant
for which the calculated assessment is highest;

}

5 Experimental Results

The aim of experiments carried out was to evaluate the word segmentation ac-
curacy achieved by the methods described here. In particular, the comparison
of the segmentation accuracy of simple and combined methods has been carried
out.

The segmentation methods were tested using the set of word images writ-
ten by three writers. The writers participating in the experiment were asked to
rewrite the same text samples. Because the work described here is a part of a
wider project related to the problem of handwritten medical documents recog-
nition, the texts used in the experiment were extracted from authentic medical
reports written in Polish. Only words not including Polish diacritic characters
were used. The experiment participants were selected so as to obtain the writ-
ing style samples of different precision and readability. Obtained writing styles
can be categorized as: calligraphic, fair and chaotic. The corpus of word images
used in the experiment consists of 216 words containing total 1355 character
appearances.

The performance of semi-automatic words segmentation was evaluated by
individually assessing each segment corresponding to the known character in
the word image. Each segment was evaluated by a human and categorized as
correct or incorrect. The criterion of the categorization was the readability of
the corresponding character shape in the extracted fragment of the image. Final
accuracy of the segmentation for each writer was evaluated as a fraction of
correctly assessed segments in total number of character appearances in the test
data set. The segmentation accuracies obtained by simple methods based on
single width measures and by the combined method for the three writing styles
are given in Table 1.
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Table 1. Word segmentation accuracies achieved by proposed algorithms

Method Calligraphic Fair Chaotic

grapheme-based 0.78 0.73 0.66
pixel-based 0.85 0.72 0.71
combined 0.91 0.84 0.76

The accuracy of word segmentation is highest for calligraphic writing style for
all methods. It is probably caused by the fact that the repeatability of character
shapes in neat writing is higher, so the differences between widths of various
instances of the same character is lower than in the case of more chaotic writing
style. In the case of all writing styles the accuracy of the combined method is
observably higher than the accuracy of the better of component simple methods.

6 Conclusions

The results of semi-automatic segmentation obtained with the proposed meth-
ods seems to be practically applicable in the case of neat writing styles where
the character widths are highly repeatable. In the case of more chaotic writing
styles the resultant segmentation needs further improvements. It can be proba-
bly achieved by applying slight changes in positioning of segment boundaries so
as to increase to inter-set similarities of samples gathered for the same alphabet
characters.

The main methodological weakness of the method is the assumption of the
equality of probability distribution variances for various letters. Better results
can be probably obtained if the variances are estimated individually for each
character.

Acknowledgement. This work was financed from the Polish Ministry of Science
and Higher Education resources in 2007-2009 years as a research project No 3
T11E 005 28.
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Summary. In this paper the heuristic metod based on phrase analysis is proposed
for sentence boundary verification in Polish texts. The decision rules, maximum en-
tropy and neural network as reference methods are compared with the phrase analysis.
The results elaborated by the proposed method are more acurate than the reference
methods.

1 Introduction

The sentence boundary problem splits into two tasks. The first one is the sentence
boundary detection in texts with no punctuation marks and no upper and lower
case discrimination. The latter one is the sentence boundary verification in texts
with punctuation marks and preserved letter cases.

This paper deals with the verification of sentence boundaries in Polish texts.
The problem of proper sentence boundary verification is crucial in natural

language processing. The analysis is mostly based on the sentences. The danger
of the vicious circle can appear: for proper analysis the text should be split into
sentences, but the analysis should be carried out to split the text into sentences.
Polish is an inflecting language and thanks to this many steps of analysis can be
based on the morphological forms of words.

The sentence is not easy to define. There are more than two hundred defini-
tions of sentence. The most popular belong to one of three groups:

1. The formal definition. Sentence is a text fragment that start with capitalised
word and ends with the full stop (or other punctuation mark that denotes
the end of sentence).

2. The quantum of information. The sentence is a text fragment containing the
separate autonomous quantum of information.

3. The linguistic definition. The sentence is a set of words joined by predicative
syntactic determinance [10].

The problem arises as the punctuation marks (mainly the full stop) have many
functions. In Polish the full stop denotes the end of sentence, the abbreviation,
the ordinal numeral, thousands separator in numerals (cf. table 1).

The additional problem that complicates the task of sentence boundary veri-
fication is the haplography. It occurs when the letter or sign is written only once
when it should be written twice. The full stop being the element of the phrase

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 493–499, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Table 1. The multiple function of full stop in Polish

function Polish example English translation

end of sentence To jest dom. This is a house.
abbreviation prof. Nowak prof. Nowak
omission Widział (. . . ) psa. He saw (. . . ) a dog.
ordinal numeral w 5. domu in the 5th house
thousand separator 1.234,56 1,234.56

at the end of the sentence merges with the full stop denoting the end of sentence
into singular punctuation mark, eg. Wiem, co powiedział pan A. ‘I know what
Mr A. said.’ The other punctuation marks do not manifest the haplography
phenomenon, eg. Co powiedział pan A.? ‘What did Mr A. say?’

2 Methods

There are very few papers on verification of sentence boundaries in Polish text.
The methods used in other languages can be grouped into the direct analysis,
the analysis of characters, the analysis of features.

2.1 The Direct Analysis

The direct model is based on implementation of situations when the full stop
does not denote the end of sentence, eg. the full stop before the subsequent
question mark does not separate the sentences.

This method implies the strict collaboration of computer and lingustic special-
ists. The satisfactory results can be achieved with this method. The new cases
need the interference in the programme code, so the maintainance is expensive
and prone to errors [11].

2.2 The Analysis of Characters

The regular expression are used to find cases when the full stop does not denote
the sentence boundary. The common cases are the WWW addresses, dates in
yyyy.mm.dd format or numbers [1, 11].

2.3 The Analysis of Features

Most common method for the sentence boundary verification is the analysis of
features. For a lexem that can denote the end of sentence (ie. ‘.’, ‘?’, ‘ !’) the
features of this lexem, the preceding and following lexems can be extracted.
On these features the attempts are conducted to determine the function of the
full stop, question mark or exclamation mark (whether they denote the end of
sentence or not).
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The lexems the features are extracted from constitute the feature window
(called also a context). Most commonly the window is symmetrical and contains
a few lexems before the punctuation mark in question and a few after (3-element
[3, 11], 5-element [4], 7-element [8, 4], 9-element window [4]).

The decision d whether the full stop ends the sentence is an element of the set
D = {end, no end}. The values of features (the attributes) a in a window build
up the feature vector A = {a1, a2, . . . , an}. All vectors are gathered in the set
A = {A1,A2, . . . ,Am}. From the training texts all pairs 〈A, d〉 are extracted.
In the test texts for each vector A the decision d about the function of the
punctuation mark is unknown and should be determined.

From the training texts the features are extracted for each occurrence of full
stop, question mark and exclamation mark. The extracted features vary in pa-
pers, the most common are: the length of lexem, the part of speech it represents,
whether the lexem represents the numerical value, whether it is a punctuation
mark (full stop, question mark, exclamation mark, quote, colon, semicolon, . . . ),
whether it is uppercase, whether it is a abbreviation, whether the lexem is hon-
orific (eg. Mr., Dr,. Gen.) [3, 11, 7].

The function of the full stop, question mark or exclamation mark in the sen-
tence is predicted by means of decision trees [4], decision rules [8], hidden Markov
models [12], maximum entropy [6] and artificial neural networks [4].

3 Our Approach

One can ask whether verification of the sentence boundaries can be simplified by
using more intuitive methods based on the linguistic approach. In some phrases
the full stop is an element of phrase and does not denote the end of sentence.
It is advantageous to detect the phrases where the full stop is an element of the
phrase. Some phrases never occur at the end of the sentence, eg.: prof. ‘prof.’,
np. ‘eg.’, św. ‘holy’. So the full stop in these phrases is never the indication of
the sentence boundary.

There are phrases with the full stop that may occur in the sentence or at the
end of the sentence, eg.: itd. ‘etc’, p. n. e. ‘BC’. In order to determine whether
the phrase ends the sentence or not the following heuristic algorithm has been
proposed.

The assumptions of the algorithm are following (1) the sentence is a simple
one (has one verb) and (2) each phrase has the end weight we ∈ [0, 100]. End
weight represents the probability that the phrase ends the sentence. The phrases
that never end the sentence have we = 0 and those that always end the clause
have we = 100.

The figure 1 depicts the algorithm. First the certain sentence boundaries are
found (marked in the figure 1 with letter E). These are the situations when with-
out doubt the punctuation marks denote the ends of sentences. The remaining
phrases have we < 100 and should be carefully treated. All the phrases with
we < 100 that appear between the certain sentence boundary E and the verb
V do not denote the sentence boundary with no regard to their end weights
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(if the phrases denoted the sentence boundaries some sentences would have no
verb). From the phrases between verbs the one with the maximum end weight
is selected to denote the sentence boundary. In the figure 1 the phrase P1 is
not a sentence boundary because it is between certain sentence boundary and
the verb. From the phrases P2 and P3 between two verbs the phrase P3 has
maximum end weight we = 50 and denotes the sentence boundary.

Fig. 1. The symbolic excerpt of the text with phrases and verbs. E – certain end of
sentence, P – phrase, V – verb. Numbers below the phrases are the their end weights
we. The phrase P1 does not denote the sentence boundary because it is between the
certain end of previous sentence and the verb. From the phrases P2 and P3 (that are
between verbs) the phrase with maximum end weight is selected. In this figure only
the phrase P3 represents the end of the sentence.

4 Experiments

The are very few papers on the sentence boundaries verification in Polish texts.
In order to compare the results elaborated by the analysis of phrases methods
used in other languages have been used as the reference methods. The decision
rules, maximum entropy and neural network have been applied to determine the
baseline for the research.

The analysis has been conducted on 128 Polish newspaper texts (containing
114 635 words). The newspaper texts have been used because their contain more
situations of sentence boundaries than the belles-lettres. The set of texts has been
split into traning and test sets. The advanced morphological analysis by means
of LAS (Advanced Linguistic Server developed in the Institute of Informatics
at the Silesian University of Technology [9, 2]) has been applied to these texts.
From 44 training texts the 2198 tuples of features have been extracted. The
window for feature extraction has comprised 5, 7 or 9 elements. The feature for
the punctuation mark in question is enumerative: whether it is ‘.’, ‘?’ or ‘ !’. The
extracted features for the remaining lexems in the window are following: the
length, is capitalised?, is a numeral?, is a Roman numeral?, is known word?, is
a punctuation mark?

The decision tree and subsequently the rules has been induced with C4.5
algorithm [5].
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The network used in the system was the tree layer network with one input
neuron for each feature and one output neuron. The activation function for all
the neurons was the sigmoid function. The weights of the neurons were adjusted
by means of back propagation.

5 Results

The results are presented in the table 2. The situation is a full stop, exclamation
mark or question mark. The correctness measure p is defined as

p =
well predicted situations

all situations

The reference correctness pr is the correctness when all situations are regarded
as the ends of sentences. The reference correctness in test texts is pr = 81.2%.

The table 2 presents the average correctness for test texts elaborated with
different methods and window width. The results for the most effective window
in each reference method are shown in the table.

Table 2. The best results of sentence boundary verification

method correctness [%] window width

rules 95.1 5, 9
maxent 93.9 9
neural network 94.8 5

phrases 97.1 –

reference correctness 81.2

The table 3 shows the comparision with sentence boundary verification in
other languages.

Table 3. The comparision with other languages (en – English, fr - French, ge – German,
gr – Greek)

method correctness [%]

language Polish other

rules 95.1 76.9 (en), 97.7 – 99.3 (ge), [12, 4]
99.4 (fr, gr) [4, 8]

maxent 93.4 97.6 (en), 97.9 – 98.8 (en) [12, 7]
neural network 94.8 98.7 (ge), 99.4 (fr) [4]
hidden Markov model 94.5 (en) [12]

phrases 97.1
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The experiments with large window reveal that for the best result the window
should comprise only a few elements [4].

5.1 Problems

The method has not 100% correctness. The analysis of errors shows the sources
of uncorrect sentence boundary denotation:

1. the internet addresses: www.polsl.pl ;
2. dates: 2007.05.16 ;
3. the ambiguity of phrases – the phrase is both an abbreviation and a valid

word, eg.: ul. – abbreviation of word ulica ‘street’ but ul is also a valid word
(‘hive’): Na ul. Miodowej stoi ul. ‘In the Honey Street [there] is a hive.’;

4. the ambiguity of morphological forms – the form of a verb (that is crucial in
phrase analysis) is the same as the form of another part of speech, eg. pchła
– ‘a flea’, pchła – ‘[she] pushed’;

5. the compound and complex sentences – the assumption of the method is that
each sentence has one verb (is a simple sentence), so the method does not
always (but surprisingly often) treat the compound and complex sentences
properly;

6. foreign word phrases.

6 Conclusions

The phrase analysis in sentence boundary verification in Polish text is better
than reference methods of features analysis. The phrase analysis is simple and
fast (especially when compared with the learning procedures of neural network).
The method does not require the voluminous phrase list (147 phrases).

The phrase analysis is vulnerable to unknown and foreign language phrases.
The method is not always satisfactorily effective with compound sentences.

The method offers sufficiently accurate sentence boundary verification for Pol-
ish text basing only on the morphological analysis. The improvement requires
syntactic analysis (compound and complex sentences, disambiguation of mor-
phological forms).
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Summary. Some algorithms to synthesise static images of melanocytic skin lesions
are briefly outlined. The key question of the compiled synthesis methodology is a se-
mantic conversion of textual description of melanocytic skin lesions by an in-house
developed algorithms capable to create hybrid (vector-raster) images. It was as-
sumed, that owing to implementation of randomized development of images, single
textual data vector enables creation a set of images, corresponding to symptoms of
real melanocytic skin lesions. It was found, that the developed methodology of syn-
thesis images of the lesions being investigated can be successfully used in the pro-
cess of teaching of dermatology students and also in training of preferred medical
doctors.

1 Introduction

In the past few years an increasing interest in images of melanocytic skin lesions
is observed, what could be treated as a visual support of diagnosis of malignant
melanoma, currently one of the most dangerous type of cancers [1]. Addition-
ally, the lack of professional computer databases containing images of above
mentioned lesions is clearly noticed. This situation, at least in this country, is
probably the result of various difficulties in the development such databases,
among them by a personal data protection act. Present interpretation of this act
imposes the necessity to obtain patient’s approval not only for making the pic-
ture of real lesion in hospital or clinic, but also the permission for publishing it
or even handing it over to another scientific research institution, that specializes
in processing digital images. These reasons inspired us to start some research
on the development of generalized algorithms of synthesis of medical images in
general, but specifically on synthesis of static images of melanocytic skin lesions,
and then in implementation of these algorithms in a computer program sys-
tem, allowing to create multi-category informational database, containing both
synthesized and real images of skin lesions.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 503–509, 2007.
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2 Methodology of the Research

According to our preliminary results of the synthesis of skin lesion images [2],
the semantic conversion of records from textual informational database [3] into
respective digital images [4], seemed to be quite reasonable way to achieve the
main goal of our research. The source (textual) database available in our group,
contains information of roughly 550 real cases of anonymous patients’ lesions,
confirmed by hisopatological examinations. Each case is described according to
the methodology of analysis of real melanocytic skin lesions established some
time ago by Braun-Falco [5], recently improved by Stolz [6]. The analytical
methodology relies on application of the so called ABCD rule, in which A
(Asymmetry) means result of evaluation of lesion’s asymmetry, B - (Border)
the result of estimation of character of the rim of the lesion, C - (Color) iden-
tifies number of colors present in the lesion (out of 6), and D - (Diversity of
structures) stands for the number of structures (out of 5). Elements of ABCD
rule enumerate four main symptoms of an investigated lesion, and at the same
time these elements are used to compute the TDS (Total Dermatoscopy Score)
parameter. According to its value, the analyzed lesion could be classificated to
one of four accepted catagories (classes) of melanocytic skin lesions, namely: Be-
nign nevus, Blue nevus, Suspicious nevus or Melanoma malignant. The value
of the TDS-parameter, accordingly to [5], is computed using the following
formula:

TDS = 1, 3 ∗ Asymmetry + 0, 1 ∗ Border

+ 0, 5 ∗
∑

Color + 0, 5 ∗
∑

Structure (1)

According to this equation (1), the highest coefficient is assigned to the symp-
tom asymmetry, what implicates the necessity of forming particularly precised
algorithm of synthesis of this symptom. On the other hand, logical values of
coefficients rated to Color> and <Diversity>, are dependent only on number
of separate features of a given type (color and structure), without diversifying
their influence on the character of the lesion. The first results of our previous
research [2], showed that the transformation of a single case from our informa-
tional database allowed to obtain only one synthetic image. In a new approach
described here, a random inclusion of particular parts of created lesion’s image
(we are talking here about asymmetry and border of a lesion), allows to generate
a number of synonymous images [7], i.e. images characterized by the possesion of
selected symptoms containg the same logical values. Therefore, for 548 available
textual vectors, it is possible to obtain several thousand of synthesised digital
images.

3 Algorithms of Mapping of Lesions’ Symptoms

Algorithms developed by us are significantly different from those already de-
scribed in [4]. The first difference is the use of hybrid type (vector-raster) ap-
proach to synthesis of images. Vector technique is applied for the synthesis of
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lesion’s asymmetry (mapping the value of the <Asymmetry> attribute), through
the use of NURBS, i.e. non-uniform rational B-spline [8], whereas raster op-
erations are implemented for mapping of remaining symptoms of lesions. The
fatter function is realised by putting on so called bitmaps, used to represent
2-dimmensional graphics in the form of 2-dimmensional matrix, whose elements
determine location of any single pixel of image and it’s color in RGB color mode.
The second, eutively new approach to gain synthesis of skin lesion images is the
inclusion the latest results of the research executed at Kansas University on
meaning of lesion’s asymmetry [9, 10]. Additionally, these results differentiate a
role of particular colors and structures, within a lesion, allowing to determine
the logical value of a new total dermatoscopy score parameter, New_TDS (see
equation (2)).

TDS = (0, 8 ∗ Asymmetry) + (0, 11 ∗ Border) + (0, 5 ∗ C_White)
+ (0, 8 ∗ C_Blue) + (0, 5 ∗ C_DarkBrown)
+ (0, 6 ∗ C_LightBrown) + (0, 5 ∗ C_Black)
+ (0, 5 ∗ C_Red) + (0, 5 ∗ Pigment_Network) (2)
+ (0, 5 ∗ Pigment_Dots) + (0, 6 ∗ Pigment_Globules)
+ (0, 6 ∗ Branched_Streaks) + (0, 6 ∗ Structureless_Areas)

In this paper only algorithms of mapping of asymmetry (see Sect. 4) and lesion’s
border (see Sect. 5) are presented. However, to perform full experiment, in
all presented here images, instead of symptoms <Color> and <Diversity of
structure> a special feature (called by us "standard background") was added.

4 Algorithm of Synthesis Lesion’s Asymmetry

Synthesis of lesion’s asymmetry consists of using non-uniform rational B-spline
(i.e. NURBS surfaces - see Fig. 1), which could be treated as more generalized
form of Bezier’s curved and surfaces. NURBS surface is outlined on the basis of
two parameters u = (0,1) and v = (0,1), and four variables x(s,t), y(s,t), z(s,t)
and d(s,t), so it could be represented as following equation:

S(u, v) =

(
x(u, v)
d(u, v)

,
y(u, v)
d(u, v)

,
z(u, v)
d(u, v)

)
(3)

The developed methodology enable to obtain 3-dimmensional smooth surfaces
having complicated shapes, that facilitate mapping of lesion’s asymmetry, and
also to add the 3rd dimension, useful in selecting lesion’s categories (mainly
for the Malignant Melanoma). The process of mapping the type of image’s
asymmetry requires obtaining specific shapes of outline edge of defined surface
(Fig. 2), through defining coordinates of control points, located on the border of
surface. Depending on the value of <Asymmetry> attribute there are 3 possible
procedures:
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Fig. 1. NURBS surface

• for <symmetric lesion> all points placed on the lesion’s border should be
symmetric according to 2-fold symmetric axes (Fig. 2a),

• for <one-axial asymmetry lesion> only one 2-fold symmetric axis is required
(Fig. 2b),

• for <two-axial asymmetry lesion> object cannot have any 2-fold symmetric
axis (Fig. 2c).

Fig. 2. Examples of NURBS surfaces defined as symmetric lesion (a), one-axial asym-
metry lesion (b) or two-axial asymmetry lesion (c)

5 Algorithm of Synthesis of Border of the Lesion

The definition of the character of a rim of lesion, then for each of 8 equal parts
of the synthesised image, relies on splitting it by 4 axes crossed in a point. We
need to define sharpness of transition between a lesion and healthy skin. This
transition is sharp (adding value 1 to the score) or diffuse (without changing the
score). Depending on the value of <Border> attribute obtained in this particular
way, there are 256 possible combinations of sharp/diffused transitions [4]. For
example, for the <Border> equals to 2, we cena have 28 synonymous images
(Fig. 3). The diffusion of selected octal parts of an image is accomplished by
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Fig. 3. Collection of 28 possible sharp/diffuse combinations of fragments. Sharp tran-
sition from a lesion towards the skin is displayed here by means of a thick line, whereas
thin line represents "fuzzy" conversion. Each of 4 presented cases is multiplied by 4 or
8, because a set of 4 or 8 new transitions can be generated applying the operation of
four- or eight-fold symmetry axis, perpendicular to the plane of an image.

means of specyfic conversion based on low-capacity Gaussian filter [11] for the
regarded fragments.

6 Program Implementation

Developed algorithms of synthesis of lesions’ images are implemented in C++
language, combined with the use of MFC (Microsoft Foundation Classes) li-
brary [12] as well as OpenGL graphic library [13] (using pre-defined functions
to generating NURBS surfaces, putting on bitmaps and geometrical transfor-
mations).

7 Experiments

Real cases of lesions description, using the attributional logic, were in the form of
15-element vectors. Logical values of descriptive attributes allowed are gathered
in Tab. 1. Thanks to implementing randomized mapping of lesions asymmetry
and border in developed algorithms, it was possible to get a set of synonymous
images (see Fig. 4) for a single textual data vector. Comparing Fig. 4a - 4c it can
be noticed that each of synthesised images is characterized by different shape
(mapping <Asymmetry> attribute), and various combinations of fragments of
the rim.

8 Summary and Conclusion

In the research described here, we succeeded in obtaining required random
synthesis of selected symptoms of real melanocytic skin lesions, namely:
<Asymmetry> and <Border>. The developed algorithms enables to gener-
ate the exhaustive number of synthesized images, corresponding to symp-
toms contained in a given lesion, originally described by textual vector from
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Table 1. 15-component textual data-vector

Descriptive attribute Logical values

<Asymmetry> <symmetric lesion>
<one-axial asymmetry lesion>
<two-axial asymmetry lesion>

<Border> Even numerical value oscillating
between 0 and 8

<Color>
- black present / absent
- blue present / absent
- dark-brown present / absent
- light-brown present / absent
- red present / absent
- white present / absent

<Diversity of structures>
- branched streaks present / absent
- pigment dots present / absent
- pigment globules present / absent
- pigment network present / absent
- structureless area present / absent

TDS (Total Dermatoscopy Score) Numerical value computed according
to the equation (1)

Lesion’s category <benign nevus>
<blue nevus>
<suspicious nevus>
<malignant melanoma>

Fig. 4. Example set of synonymous images of lesion. Diffusion of selected octal parts
of image are marked by the black curves.

the source database. Synthesized images enable to create multi-category in-
formational database, which can be successfully used not only in teaching of
medicine students, but also in job practice of dermatologists and prefered medical
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doctors. It seems that synthetic images, generated by means of the developed
algorithms, can be successfully used as an alternative source of knowledge in
relation to digital medical images. In further research, the problem of correct
synthesis other symptoms of melanocytic skin lesions, namely <Color> and
<Diversity of structure> will be dealt with.
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Summary. There are presented formal properties of morphological spectra as a novel
tool for analysis of textures. It is described a multi-level structure of the system of
morphological spectra and the method of calculation of spectral components. Formal
properties of morphological spectra: symmetries, ability to describe parallel shifts and
rotations of analyzed images are presented. Several comments concerning practical
aspects of using morphological spectra to analysis of textures are also given.

1 Introduction

Analysis of textures is widely used in numerous areas of image processing and
pattern recognition. It may play a role of an autonomous task (say, in classifica-
tion of specimens of building materials) as well as it may be a step to a selection
of regions of interest (ROI) in examination of biomedical images, aerial photos,
etc. Numerous methods based on morphological, statistical, fractal and many
other approaches for this purpose have been proposed [1][4][6][6]. However, typi-
cal texture analysis methods: morphological, statistical, etc. are rather ineffective
in description of multi-level textures, spectral and fractal methods, due to their
multi-scalar organization, suit much better to it. In [2] a method of texture anal-
ysis based on a set of multi-level image transformations has been proposed. The
method then has been improved and simplified due to a concept of multi-level
morphological spectra reached in sequences of standard linear operations and
permutations [3]. In this paper the method is only shortly presented, attention
being mostly focused on some formal properties of morphological spectra as a
tool for texture analysis. The organization of the paper is as follows: in Sec. 2
basic concepts of morphological spectra are presented. In Sec. 3 some properties
of symmetry of morphological spectra and of their invariance with respect to
parallel image shifts and rotations are described. Several remarks concerning us-
ing morphological spectra to analysis of textures have been described in Sec. 4.
Conclusions are given in Sec. 5.

2 Basic Concepts of Morphological Spectra

There are considered 2D monochromatic discrete images given in the form of
arrays:

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 510–517, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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u = [ui,j ], i ∈ [1, 2, ..., I ], j ∈ [1, 2, ..., J ], (1)

where I and J are integers denoting, respectively, the number of rows and
columns, ui,j∈ [0,1,...,2N ] are integers representing local luminance intensities.
The triples [i,j,ui,j ], called pixels, are basic elements of the image. It will be
assumed that I ≤ 2m and J ≤ 2m, m being minimal integer > 0, satisfying
both inequalities. In the case of I < 2m or J < 2m the lacking pixel values can
be filled by zeros, the given pixels ui,j being located as close as possible to the
upper-left corner of the 2m×2m array.

Morphological spectra can be defined as a hierarchy of arrays obtained by
sequences of transformations performed on u as follows.

The original image u is defined as a 0-th level morphological spectrum,
u ≡ S (0).
The 1-st level morphological spectrum S (1) consists of four arrays of

2m−1×2m−1 size, called sub-spectra and denoted, respectively, by Σ, V, H and
X. The corresponding spectral components will be denoted by s(1)

Σ,i,j s(1)
V,i,j

s(1)
H,i,j s(1)

X,i,j . The principles of calculation of the elements (spectral compo-
nents) of the sub-spectra will be described below.

The 2-nd level morphological spectrum S (2) consists of 16 sub-spectra of
2m−2×2m−2 size denoted by the following pairs of symbols: ΣΣ, ΣV, ΣH, ΣX,
VΣ, VV, VH, VX, HΣ, HV, HH, HX, XΣ, XV, XH, and XX. The sub-spectra
will be denoted, respectively, by S (2)

ΣΣ , S (2)
ΣV , S (2)

ΣH , etc., while the corre-
sponding spectral components will be denoted by s(2)

M,i,j where M stands for
the string of symbols denoting the spectral component under consideration. The
sub-spectra of each next-level morphological spectrum are denoted by adding
one of symbols Σ, V, H or X to the left side of M denoting a former-level sub-
spectrum. The number of sub-spectra constituting the next-level morphological
spectrum is thus 4 times higher while the size of the corresponding arrays be-
comes 2×2 times lower. The highest-level morphological spectrum S (m) consists
of 2m×2m sub-spectra of 1×1 size, i.e. of 22m real numbers. Consequently, at
each spectrum-level a total number of spectral components remains the same.

Let us take into consideration a typical, n-th level sub-spectrum S (n)
M ,

0<n≤m. The corresponding array will be divided into 2×2 blocks. Let us take
into consideration a typical block of this type:

B(n)
p,q =

[
s
(n)
p,q s

(n)
p,q+1

s
(n)
p+1,q s

(n)
p+1,q+1

]
(2)

There will be defined the following operations:

Σ[B(n)
p,q ] = s

(n)
p,q + s

(n)
p,q+1 + s

(n)
p+1,q + s

(n
p+1,q+1 (a)

V [B(n)
p,q ] = −sn

p,q + sn
p,q+1 − sn

p+1,q + sn
p+1,q+1 (b)

H [B(n)
p,q ] = −sn

p,q − sn
p,q+1 + sn

p+1,q + sn
p+1,q+1 (c)

X [B(n)
p,q ] = −sn

p,q + sn
p,q+1 + sn

p+1,q − sn
p+1,+1q (d) (3)
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Finally, for all p, q one collects:

* all elements Σ[Bp,q] into one array S (m+1)
ΣM ,

* all elements V[Bp,q] into one array S (m+1)
V M ,

* all elements Σ[Bp,q] into one array S (m+1)
ΣM ,

* all elements Σ[Bp,q] into one array S (m+1)
ΣM ,

the size of the arrays being 2n−1×2n−1. The last completes the operation of pass-
ing from S (m) to S (m+1). The symbol M thus can be also interpreted as a symbol
of operator transforming original image u into its morphological spectrum of a
given level. It follows from the above-given description of calculation of spectral
components that passing from any former-level to the next-level morphological
spectrum is a reversible operation on any level the calculation of spectral compo-
nents consists in summing pixel values with weights +1 or –1 only within a fixed
square window. Therefore, it can be simplified due to preliminarily prepared
square arrays (called masks) consisting of the signs + or -, which superposed on
the corresponding square windows indicate, which elements should be summed
with the weight +1 or –1. Typical masks for calculation of the components of
S (1), according to the general formulae (3), are shown below:

T
(n)
Σ =

[
+ +
+ +

]
, T (1)

V =
[− +
− +

]
T

(1)
H =

[− −
+ +

]
, T (1)

X =
[− +

+ −
]

.

Some examples of the masks for higher-level morphological sub-spectra are
given below.

3 Invariance of Morphological Spectra with Respect to
Image Rotations and Shifts

Examination of morphological spectra leads to several interesting observations,
important from image processing purposes point of view.

3.1 Scaling

It can be easily observed that the operator Σ preceding any operator M defines
an operator MΣ which results as performing the operation M on sums of 2×2
couples of pixels. This can be illustrated by a comparison of the masks:

T
(2)
XX =

⎡⎢⎢⎣
+ − − +
− + + −
− + + −
+ − − +

⎤⎥⎥⎦ T
(3)
XXΣ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

+ + − − − − + +
+ + − − − − + +
− − + + + + − −
− − + + + + − −
− − + + + + − −
− − + + + + − −
+ + − − − − + +
+ + − − − − + +

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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where T (2)
XX corresponds to a double-cross summing of single pixel values while

T (3)
XXΣ corresponds to a similar operation performed on quadruples of pixel

values.

3.2 Symmetries

Below, for the sake of simplicity the masks will be denoted directly by the strings
of symbols of the corresponding operations, for example, instead of T (2)

XX we
shall write directly XX, instead of T (3)

XXΣ the symbol XXΣ will be used,
etc.

Examination of masks leads to the following conclusions:

1. Σ operators in the strings M have no influence on the symmetry or asym-
metry of the mask with respect their vertical or horizontal axes;

2. any odd number of V operators causes asymmetry of the mask with respect
to the vertical axis;

3. any odd number of H operators causes asymmetry of the mask with respect
to the horizontal axis;

4. any odd number of X operators causes asymmetries with respect both to
the vertical and horizontal axes;

5. the asymmetries of the above-described types are superposed if several causes
act simultaneously.

The above-described rules can be illustrated by the following examples:
ΣVΣ: asymmetry with respect to vertical axis caused by a single operator V,

and HVΣ: double asymmetry with respect to both axes caused by a simultaneous
action of operators H and V :

ΣVΣ : HVΣ :

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

3.3 Parallel Shifts

The effect of parallel shifting of the masks by a quarter or a half of the size of
window corresponding to a given spectrum level can be reached by using negative
masks or by a selection of pairs of the corresponding spectrum components.

This can be illustrated by the following examples:
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The negative mask -ΣVΣ has the form:

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

which in fact is similar to this of ΣVΣ shifted horizontally by a quarter of the
window’s size (two pixels).

The masks:

VHV : VXV :
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �

represent, in fact, the same morphological structure shifted horizontally by two
pixels.

In the case of a mask asymmetrical with respect to its vertical (horizontal)
axis taking its negation leads to an effect of parallel horizontal (vertical) shift by
a half of the window-size. This becomes visible if two or more adjacent masks of
the same type are considered, as shown below:

XH: XH: (-XH): (-XH):
� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

� � � � � � � �
� � � � � � � �
� � � � � � � �
� � � � � � � �

Due to the above-described properties of morphological spectra it is not nec-
essary in texture analysis to shift physically a specimen in order to make texture
recognition independent of the specimen’s position in observation area.

3.4 Rotations

Substitution of each V operator by H operator and vice versa leads to the effect
of rotation of the mask by -900, as it is shown below:
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VXΣ : HXΣ :
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �

HHV : VVH :
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � �

etc.

4 Using to Texture Analysis

When using morphological spectra in analysis of textures it is necessary to specify
the requirements for types of textures discrimination. The following problems
should be taken into account:

1. What is the highest granularity of textures that should be neglected in the
analysis?

2. Is the mean luminance of the texture important or it is to be neglected?
3. Is the texture’s anisotropy to be taken into account or to be neglected?
4. In the case of anisotropic textures analysis - is the texture’s spatial orienta-

tion to be taken into account or to be neglected?

According to the way of answering the above-formulated questions the way of
using morphological spectra should be chosen.

The main criterion for evaluation of a difference between morphological spec-
tra representing two textures is an Euclidean distance between the corresponding
vectors of spectral components. However, the distances in different ways should
be calculated in the case when collections of components are taken into account
or if they are not. Let us assume that only four spectral components are taken
into account; they will be denoted by [x, y, u, v ] for one texture and [x’, y’, u’,
v’ ] for the second one. In the case when all spectral components are considered
independently the distance will be given by the formula:

d(S, S′) =
√

(x− x′)2 + (y − y′)2 + (u− u′)2 + (v − v′)2 (4)

while in the case when the components are grouped into collections (x,y), (u,v),
and, respectively, (x’, y’), (u’, v’) the distance will be given by the formula:



516 J.L. Kulikowski, M. Przytulska, and D. Wierzbicka

d(S, S′) =
√

[(x + y) − (x′ + y′)]2 + [(u + v)− (u′ + v′)]2 (5)

The difference between the above-mentioned two formulae is substantial.

Fig. 1. Distances between spectral vectors of selected window

In order to prove the usefulness of morphological spectra to texture analysis it
was taken into consideration a series of NMR images (provided by the Institute
of Nuclear Medicine of the Medical Academy in Warsaw ) of human brains.
Each image was partitioned into 64 testing windows and for selected pairs of
windows full 3-rd order spectra have been calculated. Then Euclidean distances
between morphological spectral vectors were calculated. In Fig.1 there are shown
examples of images with selected pairs of windows and the distances between
the corresponding pairs of spectral vectors. The experiments have shown that
the proposed method, in general, can be used to detection and evaluation of
differences between the textures in various segments of the brain (say, between
their left and right half-sphere).

5 Conclusions

Morphological spectra are a new tool for formal description of textures. They
have several interesting properties which make them useful in practical appli-
cations, like ability to describe multi-level morphological structures, easiness of
spectral components calculation, etc. In this paper some other properties have
been presented: symmetries of spectral components, ability to describe parallel
shifts and rotations of analyzed specimens. It is suggested that morphological
spectra should be considered as a complementary tool in computer-aided exam-
ination of medical or technical images.
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Summary. Cosmetic assessment of breast cancer conservative treatment (BCCT)
plays a major role in the evaluation of this form of treatment. Objective assessment
methods are being preferred to overcome the drawbacks of subjective evaluation. A
recent computer-aided medical system was developed to objectively and automatically
perform the aesthetic evaluation of the result of BCCT. In order to extract relevant
features from the image, the detection of the breast contour is necessary. In this paper
an algorithm based on the shortest path on a graph is proposed to detect the breast
contour. The proposed method was applied to 300 breast images with an accuracy
of 98%.

1 Introduction

Breast cancer conservative treatment (BCCT) has been increasingly used over
the last few years as a consequence of its more acceptable cosmetic outcome when
compared with mastectomy, but with identical oncological results. Although con-
siderable research has been put into BCCT techniques, diverse aesthetic results
are common, highlighting the importance of this evaluation in institutions per-
forming breast cancer treatment, so as to improve working practices.

Traditionally, aesthetic evaluation has been performed subjectively by one
or more observers [1]. The categorization of the aesthetical result relies on the
complex interplay of various factors, subjectively estimated and combined by
observers through visual inspection. Taking into account the inherent subjec-
tivity of any human decision, the final evaluation of aesthetic result performed
by observers is questionable. In fact, this form of assessment has been shown
to be poorly reproducible [2], which creates uncertainty when comparing results
between studies. It has also been demonstrated that observers with different
backgrounds evaluate cases in different ways [3].

Objective methods of evaluation have emerged as a way to overcome the
poor reproducibility of subjective assessment. Initially they consisted only of
measurements between identifiable points on patient photographs [4, 2]. The
correlation of objective measurements with subjective overall evaluation has been
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reported by several authors [2]. Latter, the overall cosmetic outcome was simply
the sum of the individual scores of subjective and objective individual indices
[5]. Recently, a computer-aided medical system was developed to objectively and
automatically perform the aesthetic evaluation of the result of the intervention
[6]. The development of this system entailed the automatic extraction of several
features from the photographs (Fig. 1), capturing the main factors with impact
on the overall cosmetic result: breast asymmetry, skin colour change due to
the treatment and surgical scar visibility. In a second phase, a support vector
machine classifier was trained to predict the overall cosmetic result from the
recorded features [6].

(a) Facing, arms down (b) Facing, arms up

Fig. 1. Positions used in the photographs

In order to extract the identified relevant features from the image, the de-
tection of the breast contour is necessary. In this work, an algorithm for the
automatic detection of the breast contour is described. The proposed approach
is formulated as the solution to the shortest path between the end points of the
breast contour, after conveniently modelling the image as a weighted graph. The
algorithm has been implemented in a semi-automatic software, where the user
just has to identify some key points on the image: breast contour end points
and nipples position. The software automatically finds the contours, extracts
relevant features and outputs a predicted overall cosmetic assessment (excellent,
good, fair, poor).

Previous Work

Although several studies have addressed breast contour detection, they all con-
cern the detection on digital mammograms, on a side view of the breast — see
[7] and references within. Our preliminary research was based on the polynomial
modelling of the breast contour. After a pre-processing step to extract image
edges (using e.g. a canny detector), a 2D polynomial Pn(x, y) was then fitted by
a regression method to the contour pixels. Suitable degrees of the polynomial
were evaluated. Nevertheless, results were unsatisfactory as the regression was
biased by the high number of contour pixels not belonging to the breast and/or
the polynomial had not enough flexibility to adjust to the breast contour. Note
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that the breast contour may be severely deformed, departing from the typical
round or tear drop shape.

A second line of experiments was conducted with active contours. Active con-
tours have also been successfully applied to breast contour detection on mam-
mograms [8]. However, results were still behind the expected. Moreover, the
computation time was excessive. The minimization of the user involvement and
the total user’s time required for contour detection is obviously paramount.

2 A Shortest Path Approach to Contour Detection

Knowing the two endpoints of the breast contour (inputted by the user), we
are left with the problem of finding the path between both endpoints that goes
through the breast contour. As the interior of the breast itself is essentially
free of edges, the path we are looking for is the shortest path between the two
endpoints, if paths (almost) entirely through edge pixels are favoured.

2.1 Definitions and Notation

A graph G = (V,A) is composed of two sets V and A. V is the set of nodes,
and A the set of arcs (p, q), p, q ∈ V . The graph is weighted if a weight w(p, q)
is associated to each arc, and it is called a digraph if the arcs are directed, i.e.,
(p, q) �= (q, p). A path from p1 to pn is a list of unique nodes p1, p2, . . . , pn,
(pi, pi+1) ∈ A. The path cost is the sum of each arc weight in the path.

In graph theory, the shortest-path problem seeks the shortest path connecting
two nodes; efficient algorithms are available to solve this problem, such as the
well-known Dijkstra algorithm [9].

2.2 Proposed Algorithm

To detect the breast contour we propose a two step approach:

1. Apply an edge detector to the original image. The resulting binary image
enhances the points of interest.

2. Detect the breast contour on the edge image, by finding the shortest path
between the two endpoints defined by the user.

We now detail this second step.
Starting by modelling the edge image as a graph, match a node to each pixel.

Connect two nodes with an arc on the graph iff the corresponding pixels are
neighbours (8-connected neighbourhoods) on the image. The weight of each arc
is a function of pixels values and pixels relative positions — see Fig. 2:

wi =

{
f(p, qi) if qi ∈ 4-connected neighbourhood of p

h(p, qi) if qi �∈ 4-connected neighbourhood of p

In this work we set h(., .) =
√

(2)f(., .).
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Fig. 2. Arc weight between two pixels

Now, because we want to favour paths through edge pixels, we set

f(p, q) =

{
c1 if both p and q are edge pixels
c2 otherwise

with c2 > c1. In this work c1 and c2 were experimentally determined as 2 and 32,
respectively. Note that c1 must be set greater than zero in order to also favour
the smallest path, when more than one exists through edge pixels only. Finally,
the solution to the shortest path problem will yield the intended breast contour.

2.3 Algorithm Generalization

The proposed paradigm can be conveniently generalized. The application of an
edge detector in the first step can miss to detect segments of the breast con-
tour. This is especially true for women with small breasts (leading to weak
contours) or when the breast is severely deformed with the excision of a large
sample of tissue. A natural improvement is to replace the binary image out-
putted by the edge detector with a richer gradient image. Now, the shortest
path algorithm should try to follow pixels with high gradient values. The f(., .)
and h(., .) functions have to be properly generalized. A simple strategy is to set
f(p, q) = f̂(255 − min(p, q)), where f̂(.) is a monotonically increasing function.
Note that this more general setting has the binary case as a particular instantia-
tion. To summarize, the proposed general framework to find the contour between
two endpoints encompasses:

• A gradient computation of the original image. In a broader view, this can be
replaced by any feature extraction process that emphasizes the pixels we are
seeking for.

• Model the gradient image with a weighted graph, assigning to the weight
between two neighbour pixels the cost w(p, q) = f(p, q) or w(p, q) = h(p, q),
as described before.

3 Results

The proposed methodology was applied to a set of images from 150 patients.
For each patient two positions were assessed: facing, arms down and facing,
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arms up (see Fig. 1). Before applying the breast contour detection, each image
was downsized to a constant width of 768, keeping the aspect ratio. Only the
luminance information was used in the analysis.

The binary model makes use of the Canny edge detector [10] on the first
step, as implemented in the Open CV library [11]. The low and high thresholds
were experimentally tuned to 32 and 128, respectively. In the graph derived
from the binary image, costs were assigned as previously stated: 2 when both
incident pixels are edge pixels, 32 otherwise. The gradient model is based on the
Sobel operator. The Sobel operator is applied on the x and y directions; from
the computed values, Sx and Sy, the magnitude of the gradient is estimated as

z =
√

S2
x + S2

y . Costs were assigned based on an exponential law:

f̂(z) = α exp(βz) + δ, α, β, δ ∈ �

The parameters α, β, δ were chosen to yield f̂(0) = 2 and f̂(255) = 32, leading
to the same range of costs as the binary model. The third degree of freedom
was experimentally tuned. The adopted transformation was (see also Fig. 3)
f̂(z) = 0.15 exp(0.0208z) + 1.85.
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Fig. 3. Transformation f̂(.)

Fig. 4 shows three breast contour detection results obtained with the binary
model. The end points specified by the user are shown as small circles. The
method successfully completed the gaps between detected edge pixels and ig-
nored spurious edge pixels.

Problems with the binary model are noticeable when the edge detector misses
to detect significant portions of the breast contour. The shortest path algorithm
is misled to follow non-breast pixels — see Fig. 4(f) and Fig. 4(i). The gradient
model presents a more robust behaviour, correctly following the breast contour,
even in the presence of contours not well defined — see Fig. 5. While in the
right breast of Fig. 4(f) the binary model followed a straight path to fill the gap
corresponding to a soft edge, the gradient model correctly followed the contour.
Similarly, in Fig. 4(i) the binary model was completely deceived by the pres-
ence of edges around the nipple and their absence along the breast contour; the
gradient model properly identified the contour.
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(a) Patient #31 (b) Canny edge detec-
tor

(c) Model output

(d) Patient #11 (e) Canny edge detec-
tor

(f) Model output

(g) Patient #27 (h) Canny edge detec-
tor

(i) Model output

Fig. 4. Results for the binary model

Finally, the evaluation of the breast contour detected in the photographs was
performed by an observer, in the photograph dataset. The accuracy of contour
detection is presented in Table 1, discriminated by arms down/ arms up and
treated/untreated breast.

Results bring to light the superiority of the gradient model over the binary
model. Moreover, both models behave worse on the treated breasts than on the
untreated breasts, most likely due the deformations resulting from the treatment.
It is also visible a better performance in the arms down position, this time due
to the better definition of the breast contours.
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(a) Patient #31 (b) Gradient magni-
tude

(c) Model output

(d) Patient #11 (e) Gradient magni-
tude

(f) Model output

(g) Patient #27 (h) Gradient magni-
tude

(i) Model output

Fig. 5. Results for the gradient model

Table 1. Performance of the proposed method

arms down arms up average
treated untreated treated untreated performance

binary 0.94 0.97 0.91 0.94 0.94
gradient 0.98 1.00 0.96 0.98 0.98

4 Conclusions

We have described how the breast contour can be found as the solution to
the shortest-path problem is the graph theory framework, after conveniently
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modelling the image as a weighted graph. The proposed approach is computa-
tionally efficient, taking only a few milliseconds to detect a breast contour, in a
standard PC. This is an important aspect in user interactive applications. Pre-
liminary results also indicate an excellent performance. The proposed framework
can potentially be applied on similar edge tracking problems.
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Summary. This paper dwells on suggestion of direction control of computer mouse
by electroencephalographic (EEG) device incorporated, which makes it possible for the
user to affect the direction of the cursor’s movement on the screen by the frequency
of brain’s oscillation. The motivation for solution of this problem is the effort to help
to handicapped people to communicate with surrounding world. Described approach
uses technique called operant conditioning [1] and in the simpliest version is based on
comparison of signal magnitude in two narrow neighbouring bands. Computed differ-
ence influences direction and speed of cursor’s motion. Promising results of one axis
control were achieved and described approach will be considered in more complex
brain–computer interface.

1 Introduction

The issue of computer control using human mind became one of very popu-
lar topics among public and scientific community in recent years. Nowadays
there exist systems enabling person to walk along the street of city created by
virtual reality or helping handiccaped people to communicate with surround-
ing environment by means of computer. However, beside strong progression of
Brain–Computer Interfaces (BCI), these systems are faced with many problems
to be solved. Up to now, there does not exist absolutely universal, currently
available and especially fully accurate system managing all tasks connected with
interaction between human and computer.

Because the user interfaces of modern computers are heavily based on usage
of keyboard and mouse, very interesting thing will be replacing these peripherals
with device capable to detect user commands directly from the brain. Emulation
of computer mouse is more suitable for this purpose than keyboard one since less
information is needed and right detection of desired orders is much simpler. An
individual is able to control direction of computer mouse cursor and sometimes
click and drag–and–drop options are also included. There are several approaches
to achieve this behaviour. Operant conditioning method lets the user learn how to
control the movement of mouse cursor by means of tight feedback loop. Cursor
moving takes some effort, especially on the beginning of the training. Other
methods use pattern recognition in order to recognize signals associated with
the mental states of untrained individuals. Usually, in this case the computer is
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being taught by the user to recognize his or her appropriate commands with one
of the machine learning algorithms. The best approach should be the estimation
of commands without any previous learning sessions, but it demands very strong
knowledge of processes wich take place in human brain.

2 Background

Operation of typical BCI interface can be usually separated into four following
parts [2], as can be seen on Fig. 1:

• Acquisition of input data – bioelectrical activity of brain is recorded by the
EEG device and sent to the computer

• Signal preprocessing – undesirable artifacts are suppressed and signal wave-
form is modified for simplier extraction of required information

• Classification – own acquisition of information using Neural Networks, Hid-
den Markov Models, Bayesian Networks and other methods of Artificial
Intelligence

• Feedback – presentation of classificator’s result by means of computer, there-
fore this process affects user of described system

Fig. 1. Diagram of BCI interface

Data acquisition is the most important part of the whole BCI system. The el-
ementary attribute by which the BCI systems differ one from another is the way
they obtain the EEG signal. There are two possible placements of electrodes.
Invasive electrodes are placed directly inside head on surface of brain cortex.
Signal attenuation and distortion connected with its passing throught the skull
and skin is completely removed. This approach is suitable if the interface is being
used continously (i.e. for handicapped people) or height level of input signal is
needed. The other of two ways to record EEG is noninvasive placement when
electrodes are placed on skin with conductive gel or paste. This is the most
useful solution for occasional usage when only external monitoring is wanted.
In the most cases the data acquisition is done via high-end devices with the
costs in the range USD$20,000-250,000, but this price is considerably expensive
for ordinary users. Fortunately, there are several amateur groups of enthusiasts
like OpenEEG [3] who are developing low-cost electroncephalograph intended
for home usage. This project is not focused only on hardware, but also comes
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with set of useful programs and thus it represents very interesting platform for
early experiments.

Obtained signal is preprocessed in the next stage, where the main task is re-
moving artifacts and feature generation. Artifacts [4] refer to any disturbance in
the recording that does not arise from the brain. It includes muscle activity and
eye movement, 50/60 cycle mains hum, electrode movement and pop, vascular
(electrocardiographic) artifacts and drip artifacts. All these unwanted signals are
usually successfully supressed by 4-25 Hz bandpass filter. Typical features gener-
ated from input signal are values of spectral power of signal in several bands. Fast
Fourier Transform (FFT) is often used as classic and proven algorithm for doing
this job. In this case one have to separate samples into the blocks called time
windows and run FFT algorithm within this windows. Time resolution is given
by length of these windows. Better is to use wavelet transform, which has the
advantage of good time localisation, because it reads input samples continously
and processes them by a bank of filters instead of making signal windows. Other
popular signal features are phase coherence and band power difference between
the two channels.

Command classification comes after signal preprocessing. Main problem with
pattern recogniton is handling input uncertainity and separation of short dis-
tance input vectors. Various algorithms have been developed on basis of soft
computing (Neural Networks, Fuzzy Clustering), theory of propability (Bayesian
Networks, Hidden Markov Models) and linear algebra (Support Vector Ma-
chines [5]). Because there is no proof that one mentioned method is better than
the others for EEG signal classification, all of them are widely used. Drawback
of these algorithms is demand of large amount of input information for perfect
decision, hence classified signal is usually obtained from numerous input EEG
channels.

3 The Proposed Approach

Described design of mouse control system comes from the concept totally dif-
ferent from the most other solutions of the mouse control problem. Important
inspiration for me was piece of knowledge from the field of biofeedback and psy-
chostimulators that an individual is able to voluntary affect level of bioelectric
activity of his or her brain in a specfic frequency band on condition that informa-
tion about the speed and character of measured frequency change is provided.
Therefore no generation of some accurate signal pattern for cursor moving is
needed and frequency swing is the only guide for this system.

The basic principle (see Fig. 2) is relatively simple and consists in continous
comparison of signal magnitude (power in pass-band) value of the two neigh-
bouring bands obtained by bandpass filtering. The result of this comparison will
influence direction of cursor movement in given axis of coordinate system (e.g.
upward or downward). Frequency range of both bands is intently set very close
and filters let through only a narrow range of frequencies in order to allow user
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Fig. 2. Block diagram of cursor actuating

to control cursor’s movement easily by means of “retuning” of brain waves. List
of brain wave bands and description of their connection to mental states can be
seen in Tab. 1.

Table 1. Relation between brain wave frequencies and mental states

Band Frequency Mental state

Delta 1-3 Hz deep sleep
Theta 4-7 Hz light sleep, daydreaming, meditation
Alpha 8-12 Hz basic consciousness (closed eyes, relaxation)
SMR 12-15 Hz relaxed attention, autoregulation
Beta 15-20 Hz concentrated attention
Beta 2 21-30 Hz tension, irritation, anxiety
Gamma 31 Hz and above hyperexcitation

For the interface implementation application BrainBay [6] was used which is
being developed in connection with the OpenEEG project by group of developers
around Christoph Veigl. This application provides a large scale of functions and
it is well suited for experiments with bioelectric signal processing. As can be
noticed on Fig. 3, a new bandpass filter with frequency range between the two
already existing ones was added to the design. Its role is to make easier to
stop the cursor’s moving hence increased activity in this band is neutral to
the movement direction. Samples are sent from the input interface to 3 blocks
analysing signal power level in given bands (mean frequency is displayed above
block, bandwith is in all cases set to 0.2 Hz). Power level outputs are connected
with the comparators, which in case of fulfillment of displayed condition let pass
input value A to the output, in opposite case their output is disabled. Outputs
of both comparators are disabled in the moment when the highest power level
is in the middle band and the cursor is supposed to stop. Expression evaluator
substracts both values from comparator and polarity of result is used for control
cursor’s direction. Constant placed in denominator of expression slows down the
speed of cursor’s motion.
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Fig. 3. Design used in BrainBay

4 Results and Conclusion

Several experiments with ModularEEG device [3] were performed to test de-
signed circuit. In all tests tin electrodes and conductive paste Ten20 were used.
Described design has been found to be very successful for cursor’s motion con-
trol for one axis. Two axis control with two independent channels of electroen-
cephalograph has been tried too, but this approach demands high effort from user
to control the movement properly. Experiments with various frequency ranges
shown that the best way is to work with frequencies from 7 Hz to about 18 Hz.
Especially good results have been obtained around 10 Hz and 15 Hz (see Tab. 2).
This observation is corresponding with [2], where values from alpha and low beta
bands were shown as the most predictive features for many paricipants of the
research. Thanks to narrow bandpass filters at input stage this design has very

Table 2. Description of system behaviour in various brainwave bands

Band Cursors’s stability Controllability

Delta very bad very bad
Theta very bad poor
Alpha good good
SMR poor poor
Beta very good very good
Beta 2 good poor
Gamma good poor

good signal distortion tolerance. On the other hand high dependence on current
mental state of an individual and slower reaction time at some occurrences can
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be considered as drawbacks of presented system. This problem could be solved by
initial spectral analysis and automatic setup of parameters. Described approach
gives promising results and will be used to build more complex BCI interface in
further work.
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Summary. Cardiotocography (CTG) as a simultaneous recording of fetal heart rate,
uterine contractions and fetal movement activity is a primary method for the assess-
ment of fetal condition. At present, computerized fetal monitoring systems for on-line
automated signal analysis are widely used. But effective techniques enabling conclusion
generation are still being searched, and neural networks (NN) seem to be particularly
attractive. In the presented work a number of investigations were carried out concern-
ing application of NN when quantitative parameters describing fetal CTG signal - input
variables - were used for prediction of fetal outcome (normal or abnormal). We tested
how the efficiency of NN classification could be influenced by different modification
of inputs, by interpretation of fetal outcome definition (output) as well as by various
modifications of learning data sets. The obtained results gave a good background for
application of the proposed classification tool within computer-aided fetal surveillance
systems.

1 Introduction

Cardiotocographic monitoring (CTG) is a primary biophysical method for as-
sessment of a fetal state. It consists in simultaneous registration of fetal heart
rate (FHR), uterine contraction activity and fetal movement signals. Classical
visual analysis of traces from bedside monitor is rather difficult. The interpre-
tation is subjective and is characterized by high interobserver and intraobserver
disagreement. The repeatable and objective assessment of the fetal state is of
particular importance for high risk pregnancy, when thanks to the early diagno-
sis, appropriate management can be carried out.

The fetal heart rate variability contains the most important diagnostic infor-
mation, which is hidden for a naked eye, but can be quantitatively described with
a help of dedicated computer-aided systems. Therefore, nowadays computerized
fetal monitoring systems have become a standard in clinical centres [2, 4]. The
systems archive and dynamically present the incoming data, and additionally
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they offer the on-line automated quantitative signal analysis. But effective meth-
ods, which could enable conclusion generation, are still being searched. The
promising approach seems to be the application of artificial neural networks
(NN). Properties of handling complex data sets, capability of learning and gen-
eralization, and a distributed pattern recognition process, make neural networks
particularly attractive for medical application – also for the fetal outcome as-
sessment [1, 3, 8, 9]. In the proposed work we tried to answer some important
questions, which occurred during application of NN, when the quantitative pa-
rameters describing fetal cardiotocograms – input variables – were used for pre-
diction of the fetal outcome as being normal or abnormal. The aim was focused
on a testing how the quality of neural network classification could be affected by
different configurations of the input variables, by interpretation of the definition
of the fetal outcome being the output as well as by various learning data sets.
These aspects are very characteristic for this particular approach connected with
fetal surveillance systems for obstetrics departments [5, 6, 7].

2 Methodology

Using neural network to predict the fetal outcome meets some problems that
were considered in the proposed methodology (Fig. 1). Fetal outcome can be
evaluated just after the delivery basing on logical function (mostly OR) of several
attributes describing the newborn baby. Whereas in the course of pregnancy the
fetal outcome is predicted basing on the parameters provided by quantitative
analysis of CTG signals being acquired during fetal monitoring.

Two representations of the neural network output were compared in relation
to the classification efficiency. In the first approach the one NN predicted directly
the fetal outcome, while in the second approach, the four NNs were developed
to classify the particular outcome attributes as normal or abnormal, and re-
sulted fetal outcome was obtained as the OR function of the four NN outputs.
The optimal number of the quantitative CTG parameters was found basing on
the analysis of NN sensitivity to the inputs. Finally, we investigated the influ-
ence of various data grouping within the learning sets on the NN prediction
quality.

The archive of computerized fetal surveillance system [4] included parameters
of quantitative description of CTG traces and associated medical data referring
to particular patients and their newborns. The research material comprised 1274
traces from 341 patients (Fig. 2). After several steps of data cleaning, 685 traces
from 189 patients were qualified as the final database. The set of 21 parameters
of quantitative description of the CTG record (usually 30÷60 minutes long) was
chosen as input variables for NN. Nineteen parameters were describing the fetal
heart rate signal in time domain: baseline, acceleration/deceleration patterns,
beat-to-beat variability (six various indices) as well as the long-term variability
(eight indices). Additionally, the frequency of recognized uterine contractions
and fetal movements were used.
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Fig. 1. General diagram of the applied investigation procedure

Table 1. Fetal outcome attributes and criteria for abnormal value

Attribute Definition Ai Abnormal (Ai=1) if:

A1 Neonatal birth weight, just after the
delivery

Birth weight < 10 centiles for a
given gestational age

A2 Five minute Apgar score (visually
assessed newborn state in range 1−
10 points)

Apgar score (after first minute)
< 7

A3 Umbilical artery pH at birth pH < 7.2
A4 Umbilical artery base excess (BE)

at birth
BE > 12 mEq/l

2.1 Outputs Representation

At the beginning, four separated networks (NN1÷NN4) were designed. Each of
them had a single two-state output (abnormal or normal) and was dedicated for
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Fig. 2. Overview of several stages of data cleaning and grouping

prediction of one of the four crucial attributes describing fetal outcome just after
the delivery (Tab. 1). In the consecutive step (Fig. 1) the neural network NN5
was learned basing on the so called final fetal outcome, which was defined as two-
state value: abnormal or normal. The assessment was made by clinical experts
using the data included in the medical forms, describing the patient’s health
history. In obstetrics it is assumed, that verification of the fetal state assessment
during the course of pregnancy, i.e. when the signals are being recorded, can
be made only retrospectively using the real fetal outcome. This is a result of
analysis of the newborn state and the history of labour progress evaluated just
after the delivery. Such retrospective verification is possible because the fetal
state can not rapidly change during the pregnancy.

The results of trace classification according to the fetal outcome (from NN5)
were compared with the classification carried out using the outputs of the four
separately designed networks. Usually the fetal outcome is defined by clinicians
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as abnormal if at least the value of one attribute is outside the physiological
range, so the OR function was applied to outputs of networks NN1÷NN4. How-
ever, various function can be used, and the most restricted one is the AND
function.

2.2 Inputs Configuration

A large number of various parameters for quantitative description of CTG trace
caused an attempt to reduce them [5]. For the NN5 network, a sensitivity ratio
for each of input variables was computed. It represents the ratio of the network’s
error with the rejected given input variable to the error of network trained with
all input variables. The new set of seven selected inputs, with the highest sen-
sitivity ratios within the particular categories of FHR variability, was created.
The new NN5 network was designed with only the selected seven input variables.

2.3 Data Grouping

One woman could have had several cardiotocographic traces if she was in high-
risk pregnancy. That caused there were patients with several CTG traces. More
than 50% of all the CTG traces belonged to patients which had from one to
five traces recorded. Taking this into account, two main groups of traces called
Numerous-Traces and Single-Traces were created (Fig. 2). Numerous-Traces
group consists of CTG traces, where each trace, never mind if it belongs to
the same patient, is treated as a separate case. Single-Traces group has CTG
traces fulfilling the relation that a one trace, registered as closest to the deliv-
ery as possible, is assigned to one patient. In this group the number of traces
is reduced from 685 to 189. This reduction can prevent from too much influ-
ence of individual patient’s features, e.g. when CTG traces from a given patient
have specific (very high or very low) FHR variability. Comparison of results of
networks designed for both sets was done.

Our database included a small number of CTG traces for which the fetal
outcome was assigned as abnormal (Tab. 2). Such distribution represents the
real situation in high-developed countries, where the fetal outcome is normal
in most of the cases. Situations, when sizes of different classes in the learning
subset extremely differ, are considered as unfavourable and the equal classes are
recommended. On the other hand, class sizes corresponding to the real distribu-
tions can give more correct classification by neural network. Therefore data were
grouped in two ways (Fig. 2), and the results were compared. The first one was
called the Real-Approach, in which the classes were left with original sizes. In
another one called Equal-Approach, the classes with exact the same number of
traces were used, and this was done by removing some randomly selected traces
belonging to the normal class.

The Statistica Neural Networks 7.1 (StatSoft, Inc.) software was used for
the development of artificial neural networks. We used the IPS tool for neu-
ral network designing. The best architectures of radial basis function type net-
works were searched using all of the 21 inputs. The limit for searching time was
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Table 2. Detailed description of results of data grouping as Single- and Numerous-
Traces, and for the Real- and Equal-Approach

Real–Approach Equal–Approach
A1 A2 A3 A4 FO A1 A2 A3 A4 FO

Normal 176 149 170 181 135 13 40 19 8 54
Single-Traces Abnormal 13 40 19 8 54 13 40 19 8 54

Total 189 189 189 189 189 26 80 38 16 108
Normal 617 502 640 667 434 68 183 45 18 251

Numerous-Traces Abnormal 68 183 45 18 251 68 183 45 18 251
Total 685 685 685 685 685 136 366 90 36 502

established at three minutes. Among the best networks automatically obtained,
the one with the smallest number of false negative classifications was chosen
basing on the confusion matrix. The whole data set was divided into three sub-
sets: learning, validating and testing. The classes’ sizes were equal in every subset
during the Equal-Approach. In Real-Approach the ratio of classes’ sizes was con-
stant for each subset and its value corresponded to the applied health attribute
described by the NN output value.

3 Results

The basal parameters describing effectiveness of the developed neural network
are the classification quality and the classification error computed separately for
each data subset. The first one is determined as a percentage of correct classi-
fications, while the error is calculated as a root mean squared of the differences
between the target and actual output values. Table 3 summarizes the results
obtained for networks NN1÷NN5. The centres of neurons were determined by
K–Means algorithm, the radii by K–Nearest Neighbours algorithm. The net-
works were learned on Real-Approach (Numerous-Traces) data set and with the
all 21 input variables.

Each network had very similar values in each subset, which is very important,
because it guarantees good ability of network’s generalization. The lowest quality

Table 3. Parameters describing the classification features of the designed networks

Learning Validating Testing
Network Quality [%] Error Quality [%] Error Quality [%] Error

NN1 87 0.21 78 0.28 84 0.26
NN2 82 0.35 80 0.36 80 0.37
NN3 76 0.22 74 0.24 78 0.27
NN4 48 0.15 49 0.17 54 0.17
NN5 83 0.35 81 0.38 79 0.38
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Fig. 3. Comparison of prognostic indices for NN5 network with OR function of
NN1÷NN4 networks’ outputs (a), and the influence of the reduced set of input variables
on prognostic indices’ values for NN5 network (b)

was for NN4 network, and it is connected with the fact, that the number of traces
for abnormal value of A4 attribute was the lowest – only 18 (3 %) cases (Tab. 2).
On the other hand, the lowest error values for NN4 network were observed.

The usefulness of particular networks was expressed using well known in
medicine set of prognostic indices: Sensitivity (Sens), Specificity (Spec), Posi-
tive Predictive Value (PPV) and Negative Predictive Value (NPV) [[10]]. These
indices were determined basing on confusion matrix calculated for the testing
subset. The area limited by the values of prognostic indices (Fig. 3) was used
to define the overall index OI. The weight in this index ensures, that the Sens
plays the most important role. The OI formula is (2 ∗ Sens + NPV ) ∗ (Spec +
PPV )/600.

From a clinical point of view, the number of false negative cases should be
minimized, because they have more serious consequences then the false positive
ones. Thus, the Sensitivity is a very important measure which should reach a high
value. The same recommendation concerns the NPV index, which also relates
to the number of false negative cases. However, it is much easy to achieve its
high value because in clinical practice the number of true negative cases is much
higher then the number of false negative ones.

Comparison of results of network NN5 designed for prediction of the fetal
outcome, with the classification efficiency using the function OR on outputs of
four individual networks designed separately, is shown in Fig. 3a. The network
NN5 provided more stable values for all the four prognostic indices in comparison
to the OR function of outputs. The increase of Sens and NPV in the OR function
was accompanied by much larger decrease of Spec and PPV, and the OI index
decreased by about 25% (Tab. 4). This caused that the NN5 network was chosen
for further research.
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Fig. 4. The influence of various data grouping on values of the prognostic indices

Table 4. Summary of prognostic indices values presented in Fig. 3 and 4

OR function NN5
21 inputs 21 inputs 7 inputs

Prognostic index Numerous Numerous Numerous Single
Real Real Real Equal Real

1 2 3 4 5
Sensitivity 93 79 82 77 83
Specificity 48 79 80 75 77

PPV 47 65 67 76 59
NPV 93 88 90 76 92
OI 0.44 (-25%)* 0.59 0.62 (+5%)* 0.58 (-6%)# 0.58 (-6%)#

()* - the indirect change of index OI in relation its value in the column No 2
()# - the indirect change of index OI in relation its value in the column No 3

Rejection of some input variables didn’t decrease values of prognostic indices
as it can be expected (Fig. 3b), but even insignificantly increased them (OI
greater by about 5 %, Tab. 4). Creating a new set of 7 input variables was
considered as favourable.

4 Conclusion

In presented work, a number of experiments concerning modifications of the
network’s inputs and outputs, as well as the data set, were done. On the basis
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of the results, the best neural networks learned on fetal outcome was chosen,
whose task was to classify CTG traces as corresponding to normal or abnormal
fetal state.

After the comparison of the OR function of results of four networks designed
for prediction of four particular attributes describing fetal outcome, with the
results obtained from the network predicting the final fetal outcome assessed by
expert, the second approach was chosen. From various ways of data grouping
the one with several CTG traces for one patient and with disproportion between
classes’ sizes was chosen, which is similar to clinical practice. Finally it was
proved, that rejection of some input variables can provide better results.

The presented methodology is quite similar to [3], where large thirty-element
set of input parameters of quantitative description of CTG traces was used. One
patient was associated with only one trace. Abnormal fetal outcome was defined
in the same way as in this work. The final fetal outcome classification results
were as follows: Sens (73%), Spec (94%), PPV (72%), NPV (94%).

Results obtained by us are slightly worse (the OI = 0.66 worse by about
6%) in comparison to [3]. It should be pointed out, that authors [3] used much
more input variables and different network type (MLP). However, we obtained
significant improvement of sensitivity thanks to application of the selection of
the best network, which was based on the minimum number of false negative
cases.

The artificial neural network approach for the prediction of fetal outcome
based on parameters of quantitative description of CTG traces seems to be very
attractive. Details analysis of research material had a strong influence on the
research procedure. During various experiments the data set content and struc-
ture, as well as inputs and outputs representation, were changed. The results of
experiments gave answers to many questions, which occur during development of
conclusion generation systems based on neural networks for medical applications.
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Summary. The paper focuses on modeling weights of symptoms in medical diagnosis.
A model of diagnostic inference is proposed in the framework of the Dempster-Shafer
theory extended for fuzzy focal elements. The basic probability assignment defined
in this theory estimates weights of symptoms. Two such assignments - determined for
’easy’ diagnostic cases and ’difficult’ cases, respectively, are calculated for training data,
and next combined. Resulting values of the basic probability assigned to focal elements
make knowledge about the diagnosis. An algorithm of tuning weights by means of
training data is suggested and tested for a medical database from the Internet.

1 Introduction

Diversity of symptoms has to be analyzed during medical diagnosis. Results of
laboratory tests are numbers and they provide crisp (precise) information. On
the other hand, symptoms from an interview or primary examination are often
linguistically formulated. All symptoms need to be estimated according to their
importance in the diagnosis. Weights of the symptoms can be determined by an
expert or can be found on the basis of training data. When a model of diagnosis
is based rather on data mining than on representation of human knowledge, the
weights can be approximated by probability values. Then, a problem arises how
to estimate probabilities of dependent symptoms. The problem is even more
complex if symptoms differ in nature, i.e. some are numerical and the other
are linguistic. The common way of estimation is to consider exclusively ’yes/no’
symptoms. It means that only presence or absence of a symptom is analyzed,
regardless of its imprecision. Still, exacerbation of a symptom is important in in-
ference and should be represented during reasoning. The present paper suggests
modeling weights of symptoms by the basic probability assignment defined in
the Dempster-Shafer theory of inference [1]. An extension of the theory for fuzzy
focal elements [5] makes it possible to consider both certainty and precision of
a symptom. Values of the basic probability assignment are calculated for single
symptoms as well as for their collections. The collections may gather numerical
and linguistic symptoms. An algorithm of the assignment calculation is proposed.
In the algorithm a combination of two assignments found from training data is
used. The first assignment is determined for ’easy’ training cases, while the sec-
ond for the cases difficult for classification. In consequence, weights of symptoms
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can be tuned for better performance of classification. An other outcome of the
algorithm is a set of diagnostic rules relating symptoms to diagnoses.

2 Methods

2.1 The Dempster-Shafer Theory

In the Dempster-Shafer theory (DST) the basic probability assignment (bpa),
denoted as m, is defined in the following way [1]:

m(f) = 0,
∑
a∈A

m(a) = 1. (1)

where f stands for the false focal element, and A is a set of all focal elements a.
Notation in (1) and in the following formulas is identical or similar to that used
in [1], as it seems to be the most convenient for modeling of medical diagnosis. In
a model of medical inference the focal element a describes a symptom (ai = {x})
or a collection of several symptoms (aj = {x1, · · · , xk}). The former will be called
the single focal element while in the latter - the complex focal element. When
two sources provide information about symptoms (i.e. focal elements), two bpas
are defined, which can be combined according to the rule [1]:

m(a) = m1 ⊕m2(a) =

∑
ai∩aj=a m1(ai)m2(aj)∑
ai∩aj �=f m1(ai)m2(aj)

. (2)

The focal element can describe not only a symptom, but also a diagnosis.
While the bpa is known, belief and plausibility measures [1] can be determined:

Bel(c) =
∑

(a⇒c)=t

m(a), (3)

Pl(c) =
∑

(a⇒c) �=f

m(a), (4)

where t stands for truth. Focal element c can be regarded as a conclusion and
element a as a premise of a diagnostic rule, since c results from a. Still, the
right arrow ⇒ in (3) and (4) should be understood as an assignment rather than
an implication. The focal element a includes symptom(s) {xi} that support(s)
diagnosis c. Unlike symptoms, focal elements c are crisp and single. According
to this interpretation, the [Bel(c), P l(c)] interval corresponds to the certainty
of the diagnosis. Thus, (3) and (4) are suitable for a representation of belief
and plausibility of a diagnostic hypothesis. When several hypotheses have to
be analyzed during an inference, their belief measures can be compared. They
should be found for maximal plausibility of the hypotheses that guarantees that
all possible information has been used to find a conclusion. Still, more attention
should be paid to Bel, i.e. the smaller measure, as conclusions in this field are
drawn very cautiously. Thus, the hypothesis with the greatest Bel value is the
final conclusion. If the greatest value occurs with several hypotheses, the final
conclusion cannot be determined.
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2.2 Fuzzy Focal Elements

The focal element a is either a numerical or a linguistic symptom or includes
several symptoms. Thus, the value of bpa is the weight of any kind of a symptom
or a collection of symptoms in the diagnosis. The problem of imprecision of a
symptom, particularly in case of its linguistic formulation, can be solved if a
fuzzy set is used for its description. The fuzzy set is usually defined on a domain
that is a common scale for the symptom. For instance, ’little loss of weight’ is
determined by a fuzzy set on the domain of kilograms. Yet, the same is possible
for an assumptive scale, e.g. for the VAS scale of pain. A fuzzy membership
function is also profitable to approximate norms of laboratory tests, particularly
when they change according to a laboratory procedure (or other circumstances).
All in all, when a single focal element is defined by a fuzzy set, an imprecision
level can be determined:

ηi = max
xi

min (µl(xi), µ∗
l (xi)) , (5)

where µl(xi) denotes the fuzzy membership function that in the l− th diagnosis
characterizes the i − th symptom. This membership function is an element of
knowledge about diagnosis and can be both found from training data or defined
by an expert. In the same time, µ∗

l (xi) denotes an evidence, which is an input for
the diagnostic inference. It comes from test data. The fuzzy sets µl(xi), µ∗

l (xi)
are generalizations of symptoms. Firstly, they can be fuzzy sets. Secondly, when
xi is a numerical value, then µl, µ∗

l are singletons on a numerical domain. The
’yes/no’ symptoms can be also represented by singletons on the {0, 1} domain.
Knowledge (µl) and an input of an inference (µ∗

l ) may differ in nature. For
instance norms of a laboratory test may be fuzzy, while the result of the test for
a patient is a singleton.

During the belief calculation (3) for complex focal elements a the imprecision
level is found as minimum of the levels for symptoms included in the collection,
while for the plausibility (4) as maximum of the levels. Then:

Bel(c) =
∑
a⇒c

min
a

(ηa)≥ηT

m(a), (6)

Pl(c) =
∑
a⇒c

max
a

(ηa)≥ηT

m(a), (7)

where ηT stands for a threshold assumed for the inference. Such an interpretation
of imprecision levels follows classical definitions of Bel and Pl. The focal element
a involves hypothesis c if its imprecision level is greater or equal to the threshold
value.

2.3 Calculation of the Basic Probability Assignment

Let us assume that a data set comprising symptoms of patients and their diag-
noses is the only source of information about a disease. It is inevitable that the
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data include at least two kinds of patients: with diagnosis D1 (e.g. a disease) and
D2 (e.g. health), otherwise a differentiation between the diagnostic hypotheses
would not be possible. Yet, the number of hypotheses can be greater. An algo-
rithm that uses the DST extended for fuzzy focal elements to model weights of
symptoms is provided as a distinct paragraph of this section. The set of data
should be divided for subsets according to N diagnoses. Membership functions
and bpas are individually determined for each diagnosis. Number of training
cases of the l− th diagnosis is nl. Membership functions for numerical variables
can be found as trapezoid functions based on some statistical parameters. The
method of membership function design for the present algorithm is described in
details in [5]. Membership functions for non-numerical variables can be designed
only when more information than ’yes/no’ is provided about presence of symp-
toms. Unfortunately, this hardly happens in available databases, but it seems to
be quite possible in future.

Statistical procedures may be used to find dependencies among variables in
training data. Single focal elements are defined for all variables. They are sup-
plemented by complex focal elements defined for dependent variables. For the
complete set of focal elements regarding individual diagnostic hypothesis the bpa
is found. The bpa values are calculated as normalized frequency of occurrence of
training cases with each focal element. Next, the same training cases are diag-
nosed by calculating belief in each hypothesis: e.g. the belief in the Dl diagnostic
hypothesis for the i− th set of data is denoted by Bel(x̄i, Dl), l = 1, · · · , N . The
threshold ηT has to be assumed. Belief values calculated for training cases,are
next compared. When the greatest value of the belief is single and it indicates
the same diagnosis as originally assigned to the training case, the case is cor-
rectly classified. Majority of training cases is usually correctly classified. They
are comprised in a ’correct cases’ set. Yet, some wrongly classified cases also oc-
cur and they create a ’wrong cases’ set. Now, it is possible to calculate two bpas
for each diagnosis in the present iteration of the algorithm: bpa of the ’correct
cases’ (m(k)

1l ) and ’wrong cases’ (m(k)
2l ). Their combination (2) results in the bpa

that is used for classification in the next iteration. Membership functions of the
two subsets of training data should be also combined. To this end, minimum of
adequate functions defined for the same domain is found:

µ
(k)
l (xi) = min

(
µ

(k)
1l (xi), µ

(k)
2l (xi)

)
. (8)

Thus, bpa and membership functions are determined. The process of the bpa
tuning can now be repeated by an iterative classification of training data for
’correct’ and ’wrong’ cases. In the k − th iteration the global error ε(k) and
classification errors for diagnoses ε

(k)
l are calculated:

ε(k) =
∑N

l=1 nlwrong∑N
l=1 nl

, ε
(k)
l =

nlwrong

nl
, (9)
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Algorithm of tuning the basic probability assignment by
means of training data

Assumptions: K - number of iterations, ηT - threshold for inference

1. Training data: {x̄i, Di} , i = 1, · · · , nl, l = 1, · · · , N ;
2. Determination of membership functions for fuzzy focal elements;
3. Determination of focal elements through statistical investigations;
4. k = 1, calculation of the bpas m

(k)
l , l = 1, · · · , N ;

5. Calculation of the Bel(x̄i, Dl), i = 1, · · · , nl, l = 1, · · · , N for the x̄i

case and the ηT , (5)-(7);
6. Classification of training data by comparing Bel(x̄i, Dl), l =

1, · · · , N . If the maximal Bel value is single and Bel(x̄i, D
∗
l ) =

m
l
ax(Bel(x̄i, Dl)) ⇒ D∗

l = Di then the i − th case is ’correct’, oth-

erwise the case is ’wrong’;
7. Calculation of errors ε(k), ε

(k)
l , l = 1, · · · , N , (9);

8. Calculation of the bpa for ’correct cases’ m
(k)
1l and ’wrong cases’ m(k)

2l ,
l = 1, · · · , N ;

9. Combining the bpas m
(k+1)
l = m

(k)
1l ⊕ m

(k)
2l , l = 1, · · · , N according

to (2) and membership functions according to (8);
10. k = k + 1, repetition of steps (5–10) until ε(k) = 0 or k = K.

The bpa that results in the minimal ε
(k)
l is the appropriate bpa for the

l − th diagnosis. Then test data can be classified by means of the bpa
and the adequate membership functions.

where nlwrong is the number of ’wrong’ cases for the l − th diagnosis. Iterations
proceed until ε(k) = 0 or the maximum number of iterations (K) is reached. As
a result weights that are at first roughly estimated for the majority of cases are
next modified by cases that are the most difficult for classification. In this way
the weights of symptoms are tuned individually for each diagnosis. It is worth to
notice that bpas obtained for ’correct’ and ’wrong’ cases are not contradictory.
The combination of the bpas aims at emphasizing of weights of some focal ele-
ments to improve performance of the algorithm. The belief can be an important
measure of certainty of diagnosis for a user (a physician) if a diagnosis support
tool would base on the algorithm.

3 Tests and Results

3.1 Database

The algorithm from the subsection 2.3 has been tested for the database
ftp.ics.uci.edu/pub/machine-learning-databases/thyroid-disease, files ann.*.

The data include 6 numerical and 15 two-valued (1 and 0) variables with
3 diagnoses assigned. Training/test files have the following number of cases:
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D1 - 191/177, D2 - 93/73, D3 - 3488/3178. Authors of the database demand
92% correctness of classification. References methods [2], [3] that introduce neu-
ral networks and genetic algorithms, report an error smaller than 2%. Still,
the authors of the papers admit that such a classification lack generalization.
Thus, the present algorithm aimed at the error of classification smaller than
8%, but in the same time in a classification procedure that indicates general
rules.

3.2 Calculations

Single focal elements have been defined for all 21 variables. Complex focal el-
ements have comprised variables for which dependence have been statistically
confirmed by the χ2 test and Q-Kendall measure [6]. Each complex focal element
has included at most 5 symptoms. Complex elements with numerous symptoms
(up to 15) as well as combinations of statistically independent variables have
been also tested. Yet, results have been disappointing. Collections of depen-
dent variables have been investigated to find focal elements with greater than
0 frequency of occurrence among training data. Eventually, 295 focal elements
have been created. During each run of the algorithm 3 trapezoidal membership
functions corresponding to the diagnoses have been defined for every numerical
variable. Thanks to a particular ’wide’ shape of membership functions and small
number of numerical variables in comparison to two-valued variables a thresh-
old for the imprecision level (5) has been of minor importance for the present
considerations. That is why an analysis of the threshold has been neglected. The
threshold has been assumed as ηT ≥ 0.5. More details on this topic can be found
in [4]. Several modifications of the final bpa, like e.g. increase of contrast among
its values, have been tried. The best results have been obtained when each focal
element has been assigned exclusively to one diagnosis - the one that has been
indicated by its maximum weight. Obviously, after determining the maximum
weights, the bpas have been again normalized to fulfill (1). During calculations
the minimum error for a single diagnosis has been searched. Different numbers of
iterations have been necessary to find such a minimum: 29 for D2, 66 for D3 and
87 for D1. Thus, much less than 100 iterations are sufficient to find acceptable
weights for symptoms. This seems to be a considerable advantage in comparison
to neural networks and genetic algorithms [2],[3].

3.3 Results and Discussion

For the training data the following minimal errors have been obtained for the
diagnoses: 1.8% for D1, 2.6% for D2 and 3.8% for D3. The global error, i.e.
the error calculated for all cases included in one training set has been equal
3.7%. The bpas that resulted in these errors have been next used to classify test
data. Again the errors have been much smaller than demanded by the 8% crite-
rion of performance. They have been: 0.0% for D1, 5.1% for D2 and 4.0% for D3.
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The global error has equaled 4.0%. The algorithm correctly classifies the data,
and determines focal elements as well as their weights in inference. Thus, we
obtain not only a classification tool, but also a method to get knowledge from
training data. An expert can easily verify weights of symptoms, and so inference
rules can be built. Moreover, it is possible to combine expert’s knowledge with
the bpa obtained from data in the same way it is done for two bpas. It is even
not necessary that focal elements are identically defined. If we assume that focal
elements are premises of rules, conclusions of the rules are diagnoses and the
bpa values are weights of rules, we obtain a knowledge base for diagnosis
support.

4 Conclusions

The algorithm that is proposed in the paper makes it possible to estimate a
weight of a symptom or a collection of symptoms in the diagnosis, regardless
symptom’s nature. The symptom can be represented by the fuzzy set. In this
way both certainty and precision of symptoms are considered. The weights are
modeled by the basic probability assignment defined in the Dempster-Shafer the-
ory. The probability assignment neglects dependence of symptoms that reduces
complexity of calculation of probability values. During training two basic proba-
bility assignments are calculated, respectively determined for the cases that are
easy and difficult for classification. Afterward, the assignments are combined.
As a result weights that are at first roughly estimated for majority of cases are
next modified by the most specific cases. Such a method has a better perfor-
mance than a single probability assignment, because specific cases are usually
less numerous and do not counterbalance the average cases in the simple training
process. The combination of the assignments emphasizes weights of some focal el-
ements and in this way improves classification. Another advantage of the method
is that focal elements, related diagnoses and assigned weights make a knowledge
base for the diagnosis support. An expert can verify and/or supplement it by
his own estimation. This is not possible with the methods of classifications that
use neural networks or genetic algorithms. The belief is an important measure
of certainty of diagnosis for the possible user (a physician) of the diagnosis sup-
port tool. The algorithm has been tested on a medical database of thyroid gland
diseases. The classification error has been smaller than that demanded for the
database. Therefore, the algorithm seems to be worth considering for solving
joint problems of classification and data-mining.
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Summary. This paper describes an early stage of cytological image recognition and
presents a proposition of a hybrid segmentation method. The analysis includes the
Hough transform in conjunction with the watershed algorithm. One can also find here
a short description of image pre-processing and an automatic nuclei localization mech-
anism used in our approach. Preliminary experimental results collected on a hand-
prepared benchmark database are also presented with discussion of common errors
and possible future problems.

1 Introduction

The construction of a fully automatic cancer diagnosis system has become a
challenging task. In last decade we have been observing a very dynamic growth
in number of researche works conducted in this area not only by university
centers but also by commercial institutions [2]. Because breast cancer is becoming
the most common form of cancer disease of today’s female population, much
attention of the present-day researchers is directed to this issue. The attention
covers not only curing the external effects of the disease but also its fast detection
in its early stadium.

The nucleus of the cell is the place where breast cancer malignancy can be
observed. Therefore, it is crucial for any camera-based automatic diagnosis sys-
tem to separate the cells and their nuclei from the rest of the image content.
Until now many segmentation methods have been proposed [3, 8, 9] but, un-
fortunately, each of them introduces different kinds of additional problems and
usually works in practice under given assumptions and/or needs the end-user’s
interaction/co-operation. Since many cytological projects assume rather full au-
tomation and real-time operation with high degree of efficacy, a method free of
drawbacks of the already known approaches has to be constructed.

In this paper a hybrid method of cytological image segmentation is presented,
that is the Hough transform in conjunction with the watershed algorithm. One
can also find here a short description of image pre-processing and fully automatic
nuclei localization mechanisms used in our approach.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 550–557, 2007.
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2 Problem Formulation

Mathematical formulation of the segmentation process is very difficult because
it is a poorly conditioned problem. Thus we give here only an informal definition
of the problem we have to face.

What we have on input is a cytological material obtained using the Fine
Needle Biopsy technique and imagined with a Sony CCD Iris camera mounted
atop of an Axiophot microscope. The material comes from female patients of
Zielona Góra’s Onkomed medical center [7]. The image itself is coded using the
RGB colorspace and is not subject to any kind of lossy compression (araw color
bitmap format). The size of the image equals 704× 576 pixels.

(a) (b)

Fig. 1. Exemplary fragment of: (a) cytological image, (b) appropriate segmentation
mask

What we expect on output is a binary segmentation mask with one pixel sep-
aration rule which will allow more robust morphometric parameters estimation
in our future work. Additionally, the algorithm should be insensible to colors of
contrasting pigments used for the preparation of the cytological material (see an
example in Fig. 1).

3 Image Pre-segmentation

3.1 Pre-processing

The color components of an image do not carry as important information as
the luminosity does, so they can be removed to reduce processing complexity in
stages that require only, e.g., gradient estimations. An RGB color image can be
converted to greyscale by removing blue and red chrominance components from
the image defined in the YCbCr color space leaving only the luminosity one [8].

Since the majority of images we deal with have low contrast, an enhancement
technique is needed to improve their quality. In our approach we use simple
histogram processing with a linear transform of image’s levels of intensities,
namely the cumulated sum approach [9] with 1% saturation at low and high
intensities of the input image.

The contrast correction operation is conducted for each color channel sepa-
rately resulting in an image being better defined for later stages of the presented
hybrid segmentation method (see an example in Fig. 2).
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(a) (b) (c) (d)

Fig. 2. Exemplary fragments of cytological images (a, c) and their contrast enhanced
equivalents (b, d)

3.2 Background of the Algorithm

If we look closely at the nuclei we have to segment, we notice that they all have
an circular shape (Fig. 2a). Most of them resemble an ellipse but, unfortunately,
detection of ellipse which is described by two parameters a and b (x = a cosα,
y = b sin α) and which can be additionally rotated is computationally expen-
sive. The shape of the ellipse can be approximated by a given number of circles.
The detection of circles is much simpler in the sense of required computations
because we have only one parameter, which is the radius R. These observations
and simplifications constitute grounding for a fast nucleus pre-segmentation al-
gorithm – in our approach we try to find such circles with different radii in a
given feature space.

3.3 Circles Detection

The Hough transform [11, 12] can be easily adopted for the purpose of circle
detection. The transform in the continuous space could be defined by:

HT (x0, y0, R) =
∫ +∞

−∞

∫ +∞

−∞
f(x, y)δ

(
(x − x0)2 + (y − y0)2 −R2

)
dxdy, (1)

where f is any continuous function defining the space in which the circles will
be searched for and δ is Dirac’s delta (infinite impulse answer at zero), which
defines integration only over the circle. The HT plays the role of an accumulator
which accumulates the levels of feature image g similarity to the circle placed at
the (x0, y0) position and defined by the radius R.

The feature space g can be created by many different ways. In our approach
we use a gradient image as the feature indicating nucleus occurrence or absence
in a given fragment of the cytological image. The gradient image is a saturated
sum of gradients estimated in eight directions on the greyscale image prepared
in the pre-processing stage. The base gradients can be calculated using, e.g.,
Prewitt’s, Sobel’s mask methods or their heavy or light versions [3, 10].

3.4 Final Actions

Thresholding the values in the accumulator by a given θ value can lead us
to a very good pre-segmentation mechanism with the lower threshold strategy
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(see, for instance, Fig. 3bc). Since the threshold value strongly depends on the
database and used feature image g (Fig. 3), the method can only be used as
a pre-segmentation stage. Smaller value of the threshold causes fast removal of
non-important information from the background what can constitute a base for
more sophisticated and going into details algorithms.

(a) (b) (c)

Fig. 3. Influence of the threshold value on the objects’s cover and the lack of dif-
ferences (left) and overcovering (right) for the Prewitt (×), Sobel (∗), heavy (•) and
light (+) base gradient masks (experiments performed on a randomly selected 346 el-
ement Zielona Góra Onkomed [7] cytological benchmark database for radii in the 4-21
range) (a); exemplary results of the pre-segmentation stage for two different threshold
strategies: (b) high and (c) low)

4 Image Segmentation

4.1 Terrain Modeling

The results obtained form the pre-segmentation stage can lead us to the estima-
tion of an average background color. Such information can be used to model the
nuclei as a color distance between the background and the objects what fulfils
the requirements of the lack of any color dependency in the imaged material
(the color of contrasting pigments may change in the future). In our research we
tried few distance metrics: Manhattan’s, Chebyshev’s, the absolute Hue value
from the HSV colorspace, but the Euclidian one gives us visually the best results
(Fig. 4ab):

Deuclid =
√

(IR −BR)2 + (IG −BG)2 + (IB −BB)2, (2)

where B is the average background color estimated for the I input image.
Since the modeling distance can vary in the local neighborhood (see Fig. 4b)

mostly because of camera sensor simplifications, a smoothing technique is needed
to reconstruct the nuclei shape. The smoothing operation in our approach relies
on the fact that this sort of 2D signal can be modeled as a sum of sinusoids [6]
with defined amplitudes, phase shifts and frequencies. Cutting all low amplitude
frequencies off (leaving only a few significant ones with the highest amplitude)
will result in a signal deprived of our problematic local noise effect (Fig. 4c). The
frequency spectrum is determined using the discrete Fourier transform and after
the frequency cut off the signal is reconstructed using its inverse. What we finally
achieve is a three-dimensional modeled terrain where hills correspond to nuclei.
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(a) (b) (c)

Fig. 4. Exemplary fragment of: (a) cytological image, (b) Euclidian distance to the
mean background color, (c) smoothed out version of (b)

4.2 Nuclei Localization

The localization of objects on a modeled map of nuclei can be performed locally
using various methods. In our approach we have chosen an evolutionary (1+1)
search strategy [1] mostly because it is simple, quite fast despite appearances, can
be easily parallelized due to its nature and it settles very well in local extremas,
which is very important in our case.

The final segmentation algorithm used forced us to create two population of
individuals. The first population localizes the background. Specimens are moved
with a constant movement step (R = 1) preferably to the places with a smaller
density of population to maximize background coverage. The second population
localizes the nuclei. Specimens are moved with a decreasing movement step (rt =

Rmax

(
1

Rmax

) t
tmax ) to group very fast the population near local extremas in

the first few epochs and to finally work on details in the ending ones. The
movement of individuals is preferred to be directed towards the places with a
higher population density to create the effect of nuclei localization.

The mutation is defined as Y t
i = Xt

i + rtNi(0, 1) and the fitness function φ
calculates the average height of the terrain in a given position including nearest
neighborhood defined by the smallest radius detected by the Hough transform
in the pre-segmentation stage. Such a definition of the fitness function avoids
a possible split of the population, localized near a nucleus with multimodal
character of its shape, giving only one marker for a nucleus (Fig. 5b).

(a) (b)

Fig. 5. Exemplary localization: (a) screenshot after 8 epochs, (b) final result (local-
ization points are marked with red asterisks)
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Finally, the nucleus is localized in the place where the density of the population
searching for hilltops in the modeled terrain is locally maximal. As we have
mentioned earlier, the method is fast and just a few epochs are needed to observe
a visible progress in nuclei localization and background coverage (Fig. 5a).

4.3 Building Watersheds

The watershed segmentation algorithm is inspired by natural observations, such
as a rainy day in the mountains [3, 8, 9]. A given image can be defined as a
terrain on which nuclei correspond to valleys (upside down the terrain modeled
in previous steps). The terrain is flooded by rainwater and arising puddles are
starting to turn into basins. When the water from one basin begins to pour away
to another, a separating watershed is created.

The flooding operation has to be stopped when the water level reaches a given
threshold. The threshold should preferably be placed somewhere in the middle
between the background and a nucleus localization point. In our approach the
nuclei are flooded to the half of the altitude between nucleus localization point
and the average height of the background in the local neighborhood. Since the
images we have to deal with are spot illuminated during the imaging operation
(resulting in a modeled terrain higher in the center of the image and much lower
in the corners), this mechanism protects the basins from being overflooded and,
in consequence, nuclei being undersegmented.

4.4 Exemplary Results

Exemplary results of the presented hybrid segmentation method and common
errors observed in our hand-prepared benchmark database can be divided into
four classes:

• class 1: good quality images with only small irregularities and rarely gener-
ated subbasins (a basin in another basin) (Fig. 6ab),

• class 2: errors caused by fake circles created by spots of fat (Fig. 6cd),
• class 3: mixed nucleus types: red and purple in this case and those reds

which are more purple than yellow (background) are also segmented, which
is erroneous (Fig. 6ef),

• class 4: poor quality image with a bunch of nuclei glued together, which
causes basin’s overflooding and, in consequence, undersegmentation
(Fig. 6gh).

The conducted experiments show that the watershed algorithm gives a 68.74%,
on average, agreement with the hand-prepared templates using a simple XOR
metric. Most errors are located at boundaries of nuclei where the average dis-
tance between the edges of segmented and reference objects is about 3.28 pixels.
The XOR metric is underestimated as a consequence of not very high level of
water flooding the modeled terrain, but the shape of the nuclei seems to be pre-
served, which is important in our future work – the estimation of morphometric
parameters of segmented nuclei.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 6. Exemplary results of the watershed segmentation

5 Conclusions

The conducted preliminary experiments show that the Hough transform adopted
for circle detection in the pre-segmentation stage, the (1+1) search strategy
used for automatic nuclei localization and the watershed algorithm for the final
segmentation stage can be effectively used for the segmentation of cytological
images. Unfortunately, there are still some problems requiring further research.

The problem regarding fake circles created by spots of fat and unwanted effects
it gives in the final output should be considered and eliminated in future work.
Images with a mixed nucleus type still constitute a challenge because it seems
to be impossible to detect only one type without the end-user’s interaction and
when there should not be any dependencies and assumptions concerning the
color of contrasting pigments used to prepare cytological material. The proposal
hybrid method should also be extended to perform better on poor quality images
or a fast classifier [5] should be constructed to reject too poor (or even fake)
inputs.

Summarizing, the presented solution is promising and gives a good base for
our further research in the area of cytological image segmentation. Additionally,
all preparation steps including pre-segmentation and the automatic nucleus lo-
calization stage can be reused with other segmentation algorithms which need
such information (see, for example, [4]).
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Summary. Mechanical heart supporting is one of possible therapies in case of circu-
latory system insufficiency. It is realized by application of various types of Ventricular
Assist Devices (VAD). For monitoring, optimizing and automatic control of heart sup-
porting process it is necessary to measure blood volume pumped through the VAD
during single cycle. The paper presents a novel approach to the problem of reliable
VAD’s output estimation by the use of membrane’s shape pattern recognition and
related blood’s chamber volume determination. Among many possibilities, the appli-
cation of pattern recognition system has been decided leading to the promising results
and making possible implementation of the automatic control algorithm in the future
for the whole measurement process.

1 Introduction

Many diseases, like coronary and valve disease, myocarditis and cardiomyopathy
may cause circulatory system insufficiency [1]. First sort of therapy is pharmaco-
logical treatment but in case of complete cardiac failure the heart transplantation
is indispensable. About four thousand people are qualified to this treatment ev-
ery year in Poland, but only 10% obtain organ to transplantation [2]. In case
of acute or chronic heart insufficiency one of possible therapies is mechanical
heart support with the use of special pumps VAD [3]. Because of diversified
illness reasons, personal anatomical differences, various courses of disease and
treatment methods it is necessary to adapt VAD operation to individual require-
ments of patient [3]. Moreover, the supporting conditions (like arterial systemic
resistance) are not stable and it can change suddenly after medicine application
or during normal, physiological cycle [4]. Monitoring, optimizing and control
of heart supporting process require information about VAD output, defined as
blood volume pumped through the device during it single operation cycle. At
present, in extracorporeal VAD, the one method to realize noninvasive pump’s
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output measurement is ultrasonic flow meter utilize with sensor attached to can-
nula [5]. Other examined methods did not give positive results [6] or they were
hard to technical realization [7][8][9][10].

2 Methodology

Below described method deals with an idea of pattern recognition to overcome
the difficulties related to the blood volume estimation in pneumatically con-
trolled ventricular assist device (VAD). We have applied a classical method of
pattern recognition to estimate a blood volume in VAD. Pneumatic ventricu-
lar assist device consists of the following components: polyurethane made blood
and pneumatic chambers, disc valves seated on titanium rings and three-layers,
flexible membrane, separated by graphite powder. Delivered through the con-
nector pipe supplying air causes irregular membrane crimping and its collapsing
or bulging (in both diastolic and systolic operation phase, respectively). The
spherical shaped membrane is pliable and flexible, and it crimps irregularly dur-
ing displacement between extreme positions. The membrane’s shape irregularity
is one of main obstacle during blood volume measurement process. Theoretical
consideration revealed, that the basis of measurement process should be analysis
of the whole solid, formed by blood or pneumatic chamber and membrane. It was
explained in previous papers that such approach is proper and obtained results
well correlate with reference method [7]. The technical realization difficulties
of acoustics’ waves utilization persuaded authors to exploit membrane imaging
and its pattern analyzing. The experiments were performed on components of
clinically used blood pump POLVAD. Examined membrane fixed to pneumatic
chamber was mounted on stand (Fig. 1, 2).

The central point of membrane was marked by graphic indicator (1cm diam-
eter circle). Image acquisition was realized by CMOS wide-angle lens camera,
with resolution 640/480/24bit color depth. In order to acquire various types of
membrane image, two camera arrangements were tested. In the first case lens
was mounted 10cm from membrane base plane so as to register whole membrane
image. In the second case lens mounting distance was decreased to 3cm so as to
register maximal square of graphic indicator. The focal distance was constant
and it was set so as to obtain an acuteness at membrane’s basis plane. The
polyurethane made membrane has transparent, reflected surface but graphite
separating layer is black. To facilitate graphic indicator recognition it was filled
red. System was lighted by one point diffused white light source of color tem-
perature about 2570K. Membrane bulging and collapsing was caused by piston
system via operating liquid. This kind of supplying allowed precise volume de-
termination and simultaneously it was a reference. The fluid volume in VAD is
proportional to location the pump membrane. We proposed to measure an area
of small piece of pump membrane. The area of chosen region of membrane mea-
surement allows to estimate the fluid volume. The proposed method bases on
comparison of the average color in special coordinate region with last colors of
analyzed image. The coordinate region is very easy to find because the location
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Fig. 1. Laboratory stand, lens distance = 10 cm

Fig. 2. Laboratory stand, lens distance = 3 cm

of special region of membrane is known and depend on camera settings only. To
validate the suggested method both suitable simulations and animals measure-
ments (in the second stage) have been performed. First the lab stand including
both VAD and pneumatically driven control unit has been designed with inten-
sion to acquire data characterizing behavior of the system under application.
The detail algorithm of proposed method is described below. The recorded im-
age of the membrane is converted from RGB type image into an L×a×b image
type. The L×a×b is one of device-independent standard color spaces defined
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Sample Coordinate Region

Fig. 3. Image of membrane and some of coordinate region

by CIE, Commission Internationale de l’clairage (International Commission on
Illumination) [12].

Next stage is to calculate the mean āc and b̄c values of ac and bc (1, 2), for
extracted obligatory chosen small triangular area which is placed in examination
area, this area will be called coordinate region. An example of chosen area is
shown on Figure 3.

āc =
1

mc

mc∑
j=1

1
nc

nc∑
i=1

acij , (1)

b̄c =
1

mc

mc∑
j=1

1
nc

nc∑
i=1

bcij , (2)

where mc and nc are size values of smallest rectangular area which included
coordinate region. These values serve as color marker in ac×bc space. The color
marker has an āc and a b̄c value. We can classify each pixel in the membrane
image by calculating the Euclidean distance between that pixel and color marker
(3). Next the average value of Euclidian distance is calculated (4).

d =
√

(a− āc)2 + (b− b̄c)2. (3)

d̄ =
1
m

m∑
j=1

1
n

n∑
i=1

dij , (4)

where m and n are size values of image. If the value of calculated distance is
smaller then average distance multiplied by coefficient then the pixel would be
labeled as a color marker pixel. The value of coefficient is experimentally chosen
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and set between 0.37 to 0.56. The obtained image is converted into binary image
in a simple way. If calculated distance is smaller then threshold value tv (5) then
appropriate pixel is set as a ’0’ value and respectively if calculated distance is
bigger or equal the pixel is set as a ’1’ value.

tv = ≤ 0.37, 0.56 ≥× d̄. (5)

Next the image is improved by using an algorithm based on morphological re-
construction to fill holes in the binary image [11][12]. After that, all connected
objects containing fewer than 50 pixels are removed from image of membrane. In
the last step the area of obtained image is calculated by summation of those pixel
which value is set to ’1’. The result is proportional to the volume of ventricular
assist device.

3 Results

The results obtained with the help of elaborated method show that the reliable
blood flow estimation in the VAD is possible but requires additional researches
and installation of CMOS wide-angle lens camera.
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Fig. 4. An example results for distance lens = 3cm

One of the goal of this work refers to the elaboration of the method allowing
reliable estimation of the VAD output blood flow. Figures 4 and 5 depict some
results of measured area which have been obtained for different fluid volume of
VAD chamber and for two lens distance. These results are presented as a area
versus volume. On figures 6 and 7 the following steps of image processing are
presented. First is a raw image of a membrane from camera, second presents the
coordination region, third presents extracted red graphic indicator. Next depicts
the result after binary process, small particles filling and filtration operation.
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Fig. 5. An example results for distance lens = 10cm

Membrane Sample Coordinate Region Red objects

Binary image of red object Binary image after filling Binary image after filtering

Fig. 6. An example results for distance lens = 3cm

4 Discussion

The main obstacle during pattern recognition and characteristic region’s area
calculating are artifacts formed by light reflection on membrane surface. Despite
of dispersed light application and special anti-shadow shielding some of artifacts
appeared and caused stochastic error. To limit this phenomenon in further exper-
iments authors are considering the physically negation of characteristic region,
namely covering whole membrane by nonreflective red film and forming a 1cm
diameter non-covered indicator at the central point of the membrane The pre-
sented approach concerning estimation of the output hydrodynamic flow going
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Membrane Sample Coordinate Region Red objects

Binary image of red object Binary image after filling Binary image after filtering

Fig. 7. An example results for distance lens = 3cm

out from VAD allows obtaining important physiological information required by
doctors during the circulatory system assistance without additional risk to the
patient.

5 Conclusions

Current research is concentrated on implementation of the elaborated method
with the help of state of the art DSP’s, available on the market and afterwards
if that implementation is successful the whole procedure will be installed in the
control unit responsible for driving VAD. Presented method is efficient, rela-
tively simply to implementation and suitable to perform accurate measurement
of blood chamber volume. Any modifications of present POLVAD construction
are strongly undesirable, because of the subminiature CMOS camera equipped
with optical lens will be applied in further investigations.The optical features of
membrane’s surface impose additional requirements on lighting. To avoid dis-
turbing reflections the dispersed light is necessary. The specially prepared white
LED may be utilized.
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Summary. In this paper we describe a novel image analysis method for the identi-
fication of region of interests and segmentation. The method was developed for the
segmentation of the breast cancer cytological images, but it is also applicable to other
image types. The primary technique of the method is a classification of the image pix-
els based on a spatial analysis of a feature variance in the pixel neighbourhood. The
result of the analysis is association of a vector of values bounded to [0..1] to each pixel.
Each of the vector values depends on a set of the feature differences between pairs of
subsequent regions situated along symmetrical neighbourhood bearings. The vectors
are then matched with a template vectors prepared for each of the types of searched
regions of interest. The method allows for accurate localization of artefacts like edges,
and subsequent segmentation of the image.

1 Introduction

Breast cancer is becoming the most common cancer disease among women over
the world [1]. Automatic diagnostic systems of breast cancer have a long history
and are still dynamically evolving [2]. One of the most common and the most
efficient breast cancer diagnostic test is the Fine Needle Biopsy (FNB). In au-
tomated diagnostic systems based on the technique, a set of problems regarding
automatic image processing needs to be solved.

The base for the diagnosis processed with the Fine Needle Biopsy is the evalu-
ation of a quantitative morphological measure set of cellular nucleuses identified
in the examined microscope specimen. To carry on the evaluation process au-
tomatically, efficient tools for accurate segmentation of the nucleuses must be
provided.

Until now, many segmentation methods were proposed [3][4][5], but applica-
tion of the methods to a specific, real-world, cytological image set introduces
new problems. In this paper a method of region of interest identification and
segmentation, based on a spatial analysis of a feature variance in the pixel neigh-
bourhood is proposed. The result of the application of described algorithms is
detection of the edges of nucleuses and the image segmentation. In the develop-
ment and verification process of the method the authors used cytological images

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 566–573, 2007.
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from the benchmark database ONKOMED [6] provided by the Department of
Pathomorthology of the District Hospital in Zielona Góra, Poland.

The paper is organized as follows. Section 1 presents an introduction to the
subject being considered. Section 2 contains a detailed description regarding
the method. The obtained results are presented in Section 3. The last section
concludes the paper.

2 Sonar Method

The segmentation process with the Sonar method consists of three stages. The
first stage is the analysis of a feature variance in the pixel neighbourhood. This
is the primary technique of the method. The name of the method originate from
a similarity of this mechanism to the physical phenomenon of the sonar sound
wave speed alternation between water regions of different physical condition
(temperature, pressure, etc.).

The result of the first stage is a matrix of sonar vectors representing the
variance of the examined feature in each pixel neighbourhood. The next stage is
a classification of the image pixels based on a comparison of the sonar vectors
with the primarily prepared template vectors. Classified pixels produce a set of
regions, which are merged in the last stage. Figure 1 shows the scheme of the
method. Details of the process stages are explained in the subsequent sections.

Fig. 1. Sonar segmentation method scheme. Dark grey blocks – process stages; light
grey blocks – input and output objects.

The neighbourhood for the feature variance analysis is defined as a set of
concentrically situated rings of pixels. All of the rings have the same width
and together they cover a circle, which centre is in the examined pixel. The
circle is then partitioned into a number of slices along concentrically located
bearings. Intersections of the rings and the slices are the neighbourhood sectors.
The number of sectors in each ring is the same, and it equals to the number of
the neighbourhood bearings.

Formally, the sonar neighbourhood Nsonar can be defined as quadruplet:

Nsonar = (R, r, s, θ) (1)

where R is the neighbourhood range, r is the number of rings, s is the number
of bearings (sectors in each ring) and θ is the angle between the zero-sector axis
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and the ’north’ bearing. The neighbourhood bearings are numbered from 0 and
rings are numbered from 1. The zero-ring is the examined pixel itself. Figure 2
shows a visual model of the sonar neighbourhood for s = 8, r = 4 and θ = 0 (a)
and its discrete realization for R = 12 (b).

Fig. 2. Sonar neighbourhood model for s = 8, r = 4 and θ = 0 (a) and its discrete
realization for range R = 8 (b)

The sonar neighbourhood applied to an actual pixel allows for calculation of
the sonar vector σ. The length of the vector equals to the number of bearings, so
each of the vector values represents the variance of the examined feature along
single bearing. The values bounded to [0..1] are calculated on the basis of a set of
differences of the feature statistics between subsequent sectors along the bearing.
The statistics used in the presented application of the method was arithmetic
mean of the luma component of the YCbCr colour model.

For bearings with a very slight variance of the feature, the sonar vector values
tend to 1 and decrease for greater variances of the feature. The value σs of the
sonar vector σ along the s bearing is calculated as follows:

σs =
{

1 −∆s if ∆s ≤ 1;
0 if ∆s > 1.

(2)

∆s =
r−1∑
i=0

δ(|fs,i+1 − fs,i|)wi (3)

where fs,i is the feature statistics of the sector at s-bearing of the i-th ring, and
wi is the weight for the boundary between i and i + 1 rings. The δ function is a
monotonous nondecreasing function, bounded to [0..1]. For the purpose of this
research following function was used:

δ(t) =
{

t
d if t ≤ d;
1 if t > d.

(4)

where d > 0 is the sensitivity parameter defining the threshold value of the
statistics difference, over which the value of δ function remains 1.
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The influence of the feature statistics difference between subsequent rings
should be dependent on the distance of the ring from the examined pixel. The
difference between rings located close to the neighbourhood centre should have
greater impact on the sonar vector value than the difference between outer rings.
To achieve this effect, the weight for the i-th and i + 1-th rings boundary could
be defined as follows:

wi =
1

2iw
(5)

where w is the arbitrary weighting factor.
The calculated sonar vector can be visualised with a radar plot. A shape of the

plot expresses the feature variance in the neighbourhood of the examined pixel.
Later in this paper, the sonar vectors visualisations are stated as sonar views.
Figure 3. shows sample sonar views for pixel located inside a uniform region (a)
and for a pixel located near the right edge of the region (b).

Fig. 3. Sample sonar views: (a) for a pixel inside of an uniform region, (b) for the pixel
near the right edge of the region

The sonar vector matrix representing the image, prepared as described above,
is used for a classification of the image pixels. The aim of the classification is
to associate to each pixel one of k-classes labels. Each class represents a single
artefact type which has to be identified for the image segmentation stage. In the
application of the Sonar method to cytological images, two classes were used:
the edge class and the interior of a uniform region class.

To perform the classification process, template sonar vectors are prepared for
both classes. The preparation is carried out automatically, by the classification
of another cytological image, performed with a binary, manually-segmented ref-
erence image from the benchmark database. The classification divides the image
pixels into two sets: one for edges and the second for interiors of uniform regions.
Classified sonar vectors for the cytological image are then calculated. Mean val-
ues of each class vectors along each bearing, produces the mean sonar vector,
which is the template for the class.

A sonar view shape for the ’edge’ class depends on the position of the edge.
As shown in the Figure 3.(b), the sonar value for the bearing perpendicular to
the edge is less than values for bearings inwards the uniform region. Thus, for
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the ’edge’ class, the number of sonar vector templates should be the same as the
number of bearings. To reduce the calculation cost regarding introduction of a
number of the edge class templates, a normalization of sonar vectors is performed
beforehand. The normalization process of the sonar vector is a cyclic rotation of
its values, until the lowest value is at the zero-bearing. After such an operation,
each of the ’edge’ class sonar vectors equals the edge on the ’north’ bearing,
so a single edge class template can be produced. Additionally, for the purpose
of further stages of the method, the number of rotation steps performed in the
normalization process for each sonar vector is saved. Later in this paper, the
number of rotation steps is simply stated as ’rotation’. The result of the sonar
vector templates preparation is shown in Figure 4.

Fig. 4. Sonar view templates for the ’edge’ (a) and the ’interior’ class (b)

Actual classification of the image pixels is preformed by finding the minimal
mean squared error between the pixel sonar vector and each of the template
vectors. The mean squared error MSE of the sonar vector compared to the C-
class template vector is defined as follows:

MSEC(σ) = E((σ − σC)2) =
1
s

s∑
i=0

(σi − σCi)2 (6)

where σ is the sonar vector, σC is the sonar vector template of the class C, and
s is the number of bearings. The pixel is labelled with the label of the class with
the minimal mean squared error. Figure 5. shows a sample cytological image and
the result of the pixel classification with Sonar. For the ’edge’ class the saved
number of the rotation steps is marked with the greyscale, from white colour for
the bearing 0 to dark grey for the bearing 7.

The next step of the method is the actual segmentation of the image to the
’nucleus’ and the ’background’ labelled segments. The process described in previ-
ous sections associates a label of one of the two classes to each pixel. These labels,
when combined with the rotation of the ’edge’ class sonar vectors, produces a
9-label classification of the image pixels. Each consistent, separated group of
pixels with the same label is considered a segment. To achieve the segmentation
of nucleuses, each group of segments that forms a nucleus need to be merged.

As can be observed in the Figure 5, actual edges of objects are surrounded
from both sides with the edge segments. One side is the nucleus boundary, and
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Fig. 5. Cytological image (a) and the result of the pixel classification with Sonar (b)

the other is the background boundary. Adjacent segments of the actual edge
have opposite rotation, so it can be distinguished which neighbouring interior
segment should be merged with the edge segment. Along a single boundary, the
edge segments should be merged if the distance between their rotations equals 1.
The segments should be also merged with the interior segment located below
the edge. The result of the segment merging process is the segmentation of the
image along actual edges of objects.

3 Results

To assess the quality of the Sonar segmentation method, the segmentation of
a control image for a range of sonar neighbourhood parameters was performed.
The result of the segmentation for each set of parameters was compared to the
regarding manually-prepared reference segmentation image, obtained from the
benchmark database. Three quantitative measures were used for the segmenta-
tion assessment [7]: the number of objects found, the proportion of incorrectly
labelled pixels in the whole image and the same proportion limited to pixels
of identified objects. Figure 6 shows the results of the assessment for a num-
ber of sonar neighbourhood ranges and sensitivity parameter values, with fixed
numbers of 8 bearings and 4 rings.

As shown in the figure above, for the sensitivity values greater than 50, all
three measures remain stable. For these values over 40% of objects were found
The mean proportion of incorrectly labelled pixels was at the level of 8.1%,
which is a relatively high number. The cause was, that only 38 out of 74 of
the nucleuses were identified on average. However, in the case of the cytological
images segmentation, the accuracy of the segmentation of identified objects is
more important than the total number of the objects found. The accuracy can
be expressed with the proportion of incorrectly classified pixels, limited to the
identified objects. In the presented results, the proportion was at the level of
2.1%. This measure, along with a visual examination of the segmentation result,
allows ranking the Sonar segmentation applied to cytological images moderately
high.

To assess the method robustness, the authors also assessed the segmentation
results of the same image with a Gaussian blur and uniform noise added. The
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Fig. 6. The assessment of the control image segmentation: the proportion of incor-
rectly labelled pixels in the whole image (a), the number of identified objects (b), the
proportion of incorrectly labelled pixels limited to identified objects (c)

proportion of incorrectly labelled pixels in the whole image was 7.0% and 8.1%
respectively. The results obtained form the deformed images segmentation shows
that the Sonar segmentation method performs well on blurred and noised images.
Actually, the result for the blurred image was slightly better than for the original
image. This feature of Sonar method is very important for the segmentation of
a set of images with common deformation, for example images acquired with
low-quality optical equipment.

4 Conclusion

In this paper, a novel region of interest identification and segmentation method
is proposed. The method bases on the analysis of the image pixel feature vari-
ance in a wide neighbourhood of the examined pixel. The Sonar method, can
be applied to the localization of a number of the image visual artefact types.
With the additional segment merging stage, the method can be also applied to
the image segmentation. In the presented application to the cytological images
segmentation, edges and uniform regions were detected.

Due to the necessary calculation of a large number of statistics for pixels
neighbourhoods sectors, the method has moderately high computation cost. The
number of stages, which need to be performed to obtain the segmentation of the
image, increases the complexity of the technique and makes it more difficult to
implement. The counterbalance for these disadvantages is there are no depen-
dences among the image pixels states at the sonar vectors computation stage,
so it can be easily parallelized. To reduce high computation cost of the method,
the sonar vector matrix obtained form the first stage can be treated as the im-
age model, and utilized in multiple processing schemes on further stages. For
example, the higher number of sonar vector templates can be introduced and
a complex analysis of class membership probabilities can be performed at the
classification stage.

The Sonar method is adaptable and extensible. It can be easily adjusted to
actual application, by setting a number of parameters, such as the neighbour-
hood range and shape, the number of rings and bearings or the sensitivity and
weighting factor. Additionally, an alternative sonar vectors calculation function
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or a classification error function can be used. In the presented application, the
sonar vector values were calculated on the basis of mean luma changes between
subsequent rings of the neighbourhood. It is also possible to use another pixel
feature, or even a set of combined features.

The extensibility and adaptability of the Sonar segmentation method allow
treating it as a general framework, which can be applied to analysis of any type
of images containing repeatable visual structures. In the further research the
authors plan to adjust the method to achieve better results of segmentation for
a wider set of images from the benchmark database. The ultimate goal of the
research is to provide a set of techniques and algorithms based on the Sonar
framework for an actual FNB breast cancer automated diagnostic system.
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Summary. This paper presents the problem of diagnostic parameters quality control
in the adaptive ECG interpretation system. The quality estimation is used for seamless
adaptation of processing being a part of the optimization feedback. Therefore, quality
control procedures - unlike in conventional systems - are embedded in the software.
The proposed methodology is based on two principal concepts: diagnostic results pri-
ority depending on the patient status and the data convergence used as description of
the adaptive system response to a transient in patient status. The paper includes an
example of testing a surveillance network prototype with use of proposed parameters,
demonstrating their high usability.

1 Introduction

Automated distributed diagnostic systems due to their wide spread and direct
impact to the life quality are currently considered as very interesting and fast
growing branch of telemedicine. Wearable recorders of today, although using the
latest technology, functionally follow the bedside interpretive electrocardiograph
[4] [3] concept formulated over 30 years ago [5]. Without the cooperative adap-
tation of the elements, surveillance networks are rather simulating a group of
independent cardiologists using rigid interpretation procedures. Our approach,
proposed in a series of papers [1] [9] [2] as the alternative, yields unprecedented
personalization or diagnosis-oriented processing and thus better simulates the
seamless presence of a cardiologist. The remote recorder, thanks to the repro-
grammability, continuously adapts the ECG signal interpretation process to sev-
eral prioritized criteria of medical and technical nature. The process is designed
as distributed and performed partially by separated thread on the supervising
server (network node) and partially by the agile software of the remote recorder.
Important novelty is also the use of digital wireless link in a bi-directional mode
for patient and device status reporting but also for management and control of
the remote software, requests for adaptation of report contents and data priority
and reloading of software libraries as necessary.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 574–580, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Such adaptive systems are expected to create new opportunities for the auto-
mated ECG processing, making the interpretation closer to the human way of
reasoning and using some experimentally derived rules of cardiologists behavior.
Until today they bring rather scientific challenges, revealing new unexploited
areas present in clinical practice but not covered by the standards, recommen-
dations or guidelines [8]. Comparing to conventional solutions, adaptive systems
are much more complex and, in particular their correct behavior is not defined
in a unique way.

This paper revises the notion of diagnostic data quality and quality monitor-
ing in adaptive automated ECG interpretation systems. Comparing to the rigid
interpretation systems, the quality is not only a performance factor [6], but also
an important continuous measure of system compliance and error signal for the
feedback modifying the interpretation software. Therefore seamless estimation
of diagnostic data quality is an integral part of the system and determines its
behavior. The proposed quality assessment system is based on the idea of pri-
oritized convergence presented in this paper together with first results of tests
performed on a developed prototype software using a modifiable subroutines in
chain of distributed ECG interpretation process.

2 Materials and Methods

2.1 Overview of Automatic Software Management

Since the optimal patient description depends on his status, variable prior-
ity factors are attributed to particular medical data and consequently to the
branches of the interpretation process (fig. 1). Data priority implies also vari-
able expectance about the accuracy and reliability of particular parameters.
Unfortunately, calculation of all data with maximum precision may not be tech-
nically feasible in a battery-operated wearable recorder, moreover transmission
of non-relevant data rises the costs of wireless communication channel. The pro-
posed software management uses sorted repositories of procedures for principal
ECG interpretation steps. Each task-oriented repository contains functions of
various algorithms (i.e. originating from various inventors), different complex-
ity, resources requirements and performance, but easy to substitute each other
thanks to a standardized interface. The repository sorting is based on the correla-
tion of the computation complexity and the result accuracy, commonly observed
in software engineering. The management of interpretation process considers the
patient-dependent requirements, current quality estimate and technical condi-
tions, and continuously seeks for best available accuracy to complexity ratio
yielding the expected quality of diagnostic result (fig. 2). The processing setup
is revised each time the accuracy expectations are not met or with variations
of patient status (i.e. changes of diagnostic goal) and technical environment
changes (e.g. transmission conditions). The feedback configuration data is sent
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Fig. 1. Patient status-dependent priority of results from particular processing branches
of ECG interpretation

via wireless channel to the remote recorder in order to replace and re-link partic-
ular procedure or procedures chain by their upgraded or downgraded alternative
versions.

2.2 The Data Convergence for Estimation the Quality

Random redundant signal re-interpretation is proposed as a tool for occasional
monitoring of remote interpretation reliability. This procedure uses bi-directional
transmission and begins with the raw signal request issued by the supervising
server. The remote recorder does the interpretation independently and besides
the diagnostic result returns the raw electrocardiogram as well. The raw signal
strip is interpreted by the server software in conditions of unlimited resources
availability and thus the results are used as reference in comparison to those re-
ceived form the remote interpretation. Any difference δi is statistically processed
and compared to the tolerance thresholds εi with consideration of current data
priority w i (1).

Q =
∑

i

|δi| · wi (1)

where: δi = di,k − di,ref , d is the diagnostic value of the parameter i and k is
the modification attempt number.

Every outstanding value is a background for modification of the remote
recorder interpretation software. Since the raw ECG is buffered in the remote
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Fig. 2. The seamless estimation of diagnostic data quality in the remote recorder
software adaptation feedback

recorder, the suspicious signal strip is interpreted again and the results are sent
to the server are compared to the reference. The convergence represents the
correctness of decisions made by the management procedure about the remote
interpretation procedures. The software adaptation plays the role of a discrete
feedback correcting the automatically made diagnoses and consequently the con-
vergence of diagnostic results C is required for the stability of the adaptive
interpretation system.

C = lim
k→∞

|di,k − di,ref | (2)

If the software modification decisions are correct, the outcome altered by few
attempts of interpreting software modification k approaches to the true value
di,ref . The modification request request R is removed as soon as the outcome
value di,k falls into a given tolerance margin εi around its true value di,ref , and
|di,∞ − di,ref | < εi indicates that the system is stable.

Incorrect decisions lead to the growth of diagnostic outcome error δi and imply
even stronger request for modification R. The outcome value di,k may stabilize
on an incorrect value di,∞, where |di,∞ − di,ref | > εi or swing the measurement
range in response to subsequent trials (3).

lim
k→∞

|di,k+1 − di,k| > 0 (3)

In such case the system is unstable and the diagnostic outcome i does not con-
verge to the true value di,ref (fig. 3).
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true  value 

tolerance 
margin 

number of adaptation attempt

a) b) c)

1 2 3 4 1 2 3 4 1 2 3 4 

Fig. 3. Examples of possible system adaptation a) converging and stable, adapta-
tion ends in 2 iterations; b) stable but not converging - the data error still results in
adaptation request; c) not stable and not converging

2.3 Data Priority-Dependent Software Management

The overall estimate of diagnostic quality has to follow the variability of patient
status and the data relevance. A straightforward approach assuming that qual-
ity estimates directly correspond to modified procedures is here impractical. The
dependence between diagnostic parameters and interpreting procedures is much
more complex (fig. 4). Each final outcome is calculated by a chain of several pro-
cedures affecting its quality. Conversely, each procedure, particularly at early
processing stages, affects several diagnostic parameters. These relations, implied
by the software architecture were compiled to a static list appended to each
repository attributes and considered by the software management subroutine. In
case the modification request R is issued by the particular parameter-oriented
quality estimator, the list is hierarchically scanned in order to detect any con-
flict of interest between simultaneously affected data. This hierarchy depends on
current patient status and approves the modification only in case of procedures
contributing to parameters of lower priority.

3 Examples of Use and Results

The behavior of single client-server pair being a limited-scale ECG monitor-
ing network prototype with auto-adaptive software was investigated with use of
the proposed tools. The remote recorder was based on a PDA-class handheld
computer with Bluetooth-connected ECG acquisition module (Aspekt 500 by
Aspel, 8 channels, 12 bits, 500 sps) and bi-directional GPRS connection. The
stationary server was a PC-class desktop computer with a static IP address
and 100Mb Internet access running Linux-Apache-MySQL-PHP (LAMP) pack-
age. The database contained 857 signals composed of physiological ECG and 14
most frequent pathology representations joined artificially [7] [10]. The standard
goal of such test is the assessment of the software adaptation correctness, but
in our case main attention was paid to the usability of newly proposed quality
estimation tools. Triggering error threshold for remote software modification was
set accordingly to the diagnosis priority in four categories: 2% for QRS detection
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Fig. 4. Example of dependence between diagnostic parameters and interpreting pro-
cedures influencing other outcomes of various priority

and heart rate, 5% for wave limits detection and ST-segment, 10% for morphol-
ogy classification and 20% for other parameters. The overall distance Q in the
diagnostic parameters hyperspace is expressed by the values of diagnostic pa-
rameters errors weighted by the priority of particular data (1). The correctness of
software modification is expressed in technical aspect by the percentage of incor-
rect adaptation attempts (89 cases, 10,4%). As such were considered resources
overestimation, leading to allocation violation (27 cases, 3,1%), and underesti-
mation, resulting in suspending of the software upgrade when the upgrade was
feasible (62 cases, 7,3%). In medical aspect, the correctness of interpretive soft-
ware modification is expressed by the percentage of adaptation attempts leading
to diagnostic parameters converging to the reference values (740 cases, 96,4%).
In 28 cases (3,6%), however, diagnostic results quality was inferior in result of
software modification.

Table 1. Cumulative percentage of remote diagnostic results convergence test after
1-4 consecutive steps of interpretation software modification

step no. converging non-converging

1 63,1 36,9
2 74,5 25,5
3 79,1 20,9
4 80,7 19,3
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4 Conclusions

Presented method offers estimation of various new features emerging due to the
ECG processing adaptivity. Two principal concepts presented in the paper (data
convergence, priority-dependent software management) reveal high complexity
of the auto-adaptive software as well as areas not fully covered by current medi-
cal recommendations. Principal elements of proposed quality estimation method
was used for assessment of a prototype cardiac monitoring network. In this ap-
plication our method contributed to final adjustment of the system properties
in particular automatic decision making about further processing and reporting
in a remote recorder.
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Summary. In this paper an estimation method of a muscle force generated during a
single Motor Unit (MU) contraction from a mechanomyographic signal (MMG) is de-
scribed. The MMG signal has been recorded with a microphone immersed in a paraffin
oil, placed above the medial gastrocnemius muscle of a rat. The estimation process
evaluates the muscle surface displacement and thus indirectly the force. In estimation
procedure the oil medium model have been used. This model describes the propaga-
tion of the acoustic wave generated by the muscle surface displacement and recorded
with the microphone. The estimation procedure uses the model as a reference model
enabling estimation of the muscle surface acceleration being the model input, from the
MMG signal which is the model output. The method have been applied to the signals
recorded in vivo . The results obtained with the method reveal a good correspondence
between the estimated and the directly measured force signals.

1 Introduction

The contraction force measurement is a one of the crucial issues in diagnostics
of myopathies, sport medicine, rehabilitation as well as in functional electrical
stimulation (FES) systems. The direct measurement of the force is difficult.
For most of muscles, it requires using special exoskeletons with force or torque
transducers. The exoskeleton may restrict the freedom of motion and changes
the system dynamics. Moreover, there is a number of muscles (ie. spinal muscles)
for which the contraction force cannot be directly measured due to apparently
closed kinematic chains or poor accessibility.

There are few approaches enabling indirect force measurement, where the
muscle contraction force is estimated from physiological signals generated during
a contraction. The most known are the electrophysiological techniques such as
the electromyography (EMG) and electroneurography (ENG). Measured signals
are the central neural system (CNS) commands evoking the contraction. The
muscle force is dependent not only on the CNS excitation, but also on an actual
muscle state (ie. a fatigue, a muscle length etc.). As, the muscle state cannot
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be easily estimated from the EMG or the ENG signals, this makes the force
estimation hard.

Beside the electrophysiological signals there are also a mechanomyographic
signals (MMG) generated by the muscle contraction. They are recorded by us-
ing laser distance sensors[6], accelerometers[8], or microphones [2, 1] located over
the muscle belly. Most of authors agree that the MMG is due to a transverse
movement of the muscle surface occurring during the contraction. The mecha-
nism of the muscle surface movement is complex. Three major factors should be
mentioned:

1. Muscle pennation. The pennate muscle has the muscle fibers fixed to the
muscle surface at a non-zero angle. The muscle fibers innervated by the
same motoneuron (Mn) create a motor unit (MU). The MU is the smallest
muscle element which contract during activation of a single Mn. It is also
known, that MU occupies a restricted area of the muscle volume. Thus,
during a single MU contraction local, transverse surface deformations should
be observed as it is shown in fig. 1. This issue have been explored and
modelled by our group previously [3].

2. Muscle rotation. Assuming a muscle shape elasticity during a single MU
contraction, the muscle can be assumed to be a rigid body subjected to a
couple of forces (zQ,−zQ). As a result of the MU contraction, the muscle
rotation occurs.

3. Muscle diameter increase results from the muscle shortening and its hyper-
elastic properties.

Using the membrane muscle model mentioned above, in which the MMG
phenomenon was simplified, the muscle contraction force was considered to be a

Fig. 1. The idea of the MMG signal generation
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longitudinal component of the MU force (xQ) while the deformation was gener-
ated by the transverse component (zQ) as it was shown in fig. 1. This suggests,
that the MMG might be a better tool for the estimation of the muscle force
than the EMG and ENG. So far the investigation of the MMG signal has been
focused on the relationship between the MMG and the muscle force, the fatigue
level and the muscle length. Experiments revealed only some properties of the
MMG such as a modulation of its frequency and amplitude with the force or the
fatigue level changes. There are few models explaining the observed phenom-
ena, although there is a lack of a model or a method for the estimation of the
contraction force from the MMG signal.

Because many effects are generated during a voluntary contraction, it is proper
first to develop the estimation method of the force during a single MU evoked
contraction and then to extend it to the case of the voluntary contraction.

2 The Model of the MMG Signal Generation

Three major factors of the muscle surface displacement have been mentioned
above. For a weak contraction the impact of the muscle diameter changes on a
total muscle surface displacement can be neglected, but the observations suggest,
that the muscle rotation and the local surface deformation should be taken into
account. The local surface deformation is assumed here to be a linear and it has
been described in detail in [3]. For the purpose of the present paper, it can be
reduced to a static relationship. Thus, it can be approximated with the following
equation:

zl = kl · F · tan(αpenn), (1)

where zl is a local transverse deformation of the muscle surface in a point of the
MU fixture, F is a contraction force, αpenn is the muscle pennation angle, and
kl denotes an elasticity coefficient for a local deformation.

The rotation of the muscle generated by the couple of forces, acting against
the muscle elasticity and viscosity reaches a steady state. Assuming a simple
dynamic model, this effect can be approximated with the following equation:

F = kαα − cα
d

dt
α, (2)

where α is a rotation angle, F is a contraction force and kα and cα are angular
elasticity and dumping coefficients, respectively.

For the isometric contraction the rotation angle is small, thus the surface
displacement due to the muscle rotation can be assumed to be proportional to
α. Assuming the muscle surface displacement to be a sum of the local muscle
displacement (eq. 1) and the rotation displacement (eq. 2), the relationship be-
tween the contraction force and the total displacement can be approximated by
the following equation:

F ≈ k′z − c′
d

dt
z, (3)
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where the k′ and c′ are the resultant elasticity and dumping coefficients and z
is the total muscle surface displacement.

The muscle surface acceleration generates the acoustic wave recorded as the
MMG signal. The model of an acoustic wave propagation in the oil medium has
been described in detail in [3].The medium model was based on a Stiff Finite
Element approach and consists of six cells elastic in the wave propagation direc-
tion and having viscotic properties in the transverse direction. In the model, the
medium and the muscle surface interfere in the cell no 0, while the microphone is
located in the cell no 1. The input to this model is the muscle surface acceleration
acting at the cell 0 and the output is the pressure signal at the compartment 1
captured by the piezotransducer. The pressure is assumed to be proportional to
the state variable describing the local displacement of the medium cell.

Our goal is to estimate the muscle surface acceleration only from the MMG
signal recorded by a single piezotransducer, and then by applying a double inte-
gration and the relationship (3) to estimate the contraction force. This imply use
of an inverse medium model, where the input is the MMG signal and the output
is the muscle surface acceleration. However it is impossible to obtain because the
direct model is not observable as the output signal contains only a single state
space variable. Moreover, in a lumped model a wave propagation delay occurs,
so the inverse model could be non casual.

3 Estimation Method

As the medium model is not invertible, another estimation procedure must be
applied. In our approach the medium model is used as a reference model, and the
muscle surface acceleration (Û) is iteratively estimated by the minimization of
the output prediction error (E). It is defined as a difference between the measured
MMG signal (Y ) and the predicted output (Ŷ ) obtained from the reference
model. The Least-Squares Method (LSM) with en exponential forgetting [7] have
been adopted to estimate the muscle surface acceleration signal. Contrary to the
standard LSM, where the system parameters are estimated, here the medium
model parameters are assumed to be known and the input signal is estimated.

In a general case the estimated system can be described by the following
equation:

Ŷ = W · Û , (4)

where in the task of the input signal (Û) estimation the vector Ŷ is an estimated
output signal (MMG) and the matrix W denotes a deconvolution matrix defined
in the following form:

W =

⎡⎢⎢⎣
h(0) h(1) h(2) h(3) ...

0 h(0) h(1) h(2) ...
0 0 h(0) h(1) ...
.. .. .. .. ...

⎤⎥⎥⎦ , (5)

where h(.) denotes the discrete impulse response of the reference medium model.
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The parameter update law has the form:

E(n) = Y − Ŷ (n), (6)
˙̂a(n) = −P (n) · WT · E(n), (7)

Û(n + 1) = Û(n) + ˙̂a(n), (8)

where the estimator gain matrix P (n) is updated according the following rule:

Ṗ (n) = λP (n) − P (n)WT WP (n), (9)
P (n + 1) = P (n) + k · Ṗ (n), (10)

λ being a constant forgetting factor.

4 Force Estimation from Signals Recorded in Vivo

Pre-estimation processing

The MMG was recorded by a piezotransducer. Due to the piezotransducer
impedance, drift in the recorded signal was observed. Moreover the MMG signal
offset appeared. Therefore, before the estimation process, the linear regression
coefficients are computed, in order to subtract the drift[4] from the MMG signal.
The results of the pre-processing stage are shown in fig. 2A-C.

Estimation stage

The input signal Û denoting the muscle surface acceleration, is estimated in
a moving time-window enabling to apply the method on-line. The estimation
window is shifted by 20% of its width, thus such an approach is similar to
a parameters estimation method of a nonstationary process. The estimation
procedure has following steps:

1. Initialization.
2. Iterative estimation of the input signal with a constant position of the win-

dow. The gain matrix P updated according eq. 9 and 10, with the forgetting
factor λ = 0.

3. The time window is shifted by 20% of its width. The estimated input signal
outside the window is not accounted for in the estimation procedure, however
it is used to determine the location on time axis of the reference model
response. The P is updated like in a nonstationary process estimation scheme
assuming λ > 0. Moreover, the initial values of Û are taken from the previous
estimation step, and the missing estimation values at the end of the vector
Û are set to zero.

4. For the current window position, after updating Û , P , Y the procedure is
continued by going to the step 2.
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Post-processing stage

The estimated force is evaluated from eq. 3 where the muscle surface position is
obtained by a double integration of Û .

F̂ = k′
∫∫

Û − c′
∫

Û . (11)

5 Results

The estimation procedure has been tested on the MMG signals recorded in vivo
from the medial gastrocnemius muscle of a rat. The muscle was stimulated with
various frequencies and the force and the MMG signals have been recorded. The
signals recordings was 300-800ms length and the time window was assumed to
be 100ms. Moreover the step 2 of the estimation stage consisted of 10 iterations.

The k′ and c′ coefficients of eq. 11 were identified once for a 65Hz stimulation
and they were unchanged for the other stimulation frequencies and Motor Units.

The estimation results of the muscle surface acceleration, displacement and
the contraction force have been presented in fig. 2. The maximal output pre-
diction error (E) has been below 1% for all tested signal. The estimated force
signals have been also consistent with the recorded force. The contraction du-
ration and the maximal force amplitude can be properly estimated for a single
twitch (1Hz stimulation) as well as for unfused tetani contractions (40, 65Hz).
For a 40Hz stimulation a low frequency disturbance is visible in the estimated
force signal, however it has not been observed in the force signal recorded in
vivo. This reveals that the estimation method is not robust for a low frequency
disturbances or for accidental muscle movements.

During tetani contractions (the results have not been presented in fig. 2)
the force profile and the duration of the muscle contraction have been esti-
mated properly, although the recorded force amplitude has been bigger than
this estimated from the muscle surface displacement signal. This effect has been
explored previously by Orizio [5], reporting the nonlinear, exponential relation-
ship between the muscle surface displacement and the contraction force. The
more accurate results could be obtained only if the elasticity coefficient k′ was
a nonlinear function of the contraction force. It has been observed that during
stronger contractions the low frequency disturbances of the estimated force have
not been observed. This might be promising for an estimation of the voluntary
contraction force.

Moreover the signals recorded during activation of the other MUs have been
taken into account. The estimated force amplitudes have been different from
this recorded in vivo, however the force profile and the contraction duration
have been estimated correctly. This may be explained by the variable location
of the MUs in the muscle, thus the relative positions of the microphone and the
MMG sources are different, and the parameters of the eq. 11 should be identified
again.
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Fig. 2. The results of the estimation procedure performed for a 3 different stimulation
frequencies of a single MU. (A-C) The recorded and the pre-processed MMG signals
(Y ). (D-F) The estimated muscle surface acceleration (Û). (G-I) The estimated mus-
cle surface position. (J-L) The estimated (F̂ ) and the recorded (F ) contraction force.
The estimated results are in black while the original recordings are in grey. The sig-
nals amplitudes are normalized with respect to the maximal amplitudes of the twitch
contraction (1Hz stimulation).

The presented method is the first approach for the force estimation from the
MMG signal recorded by the microphone. It enables to estimate correctly the
contraction force amplitude and the duration. Moreover, such the method can
be used on-line. For more accurate results the method should be extended to
reflect a nonlinear relationship between the muscle surface displacement and the
force, and to detect and filter the low frequencies disturbances.
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Summary. In this paper the automatic segmentation of EMG signals based on wavelet
representation is presented. It is shown that wavelet representation can be usefull in
detecting particular spikes in EMG signals and the presented segmentation algorithm
may be usefull for the detection of active segments. The algorithms has been tested on
the synthetic model signal and on real signals recorded with transcutaneous multi-point
electrode.

1 Introduction

Electromyogram (EMG) plays an important role in applications related to neuro-
muscular systems. Based on the information carried in electrophysiological sig-
nals one may control the prosthesis of the limbs, diagnose the disorders of the
neuro-muscular system and, what is the most interesting learn, how muscles fi-
bres are controlled by motoneurons. Identification of the mechanism of muscle fi-
bres excitations by motoneurons allows to render artificial sequence of discharges
in patients with paralysis with the goal of restoring the movement. It is possible
to estimate the nerve code due to the relationship between the electrical activity
(EMG signal) of muscles and the discharging motoneurons. Single discharge of a
motoneuron causes action potentials (AP), which propagate from neuromuscular
junctions to tendons of the innervated muscles fibres. An electrode located near
active motor units (MUs) records their potentials (MUAPs) summed in the time
and space domain which constitute the recorded EMG signal. A sophisticated
tools which decompose such a signal to components related to the particular ac-
tive motor units allow to estimate the nerve code. Several decomposition systems
have been proposed [1][2][3]. The first step in most decomposition systems is to
cut EMG signal into segments where possible MUAPs occurred. These active
segments are further used in the classification and clustering task. Segmenta-
tion methods have been implemented according to different approaches. In [3]
a special 3 channel needle electrode has been used. If during contraction the
amplitude of the recorded signal crossed a threshold value the acquisition with
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fixed time-windows started. With this method EMG signals have been clustered
online.

Another way is to cluster MUAPs offline. Example of this method is described
in [1], where segmentation is based on a threshold value depending on the max-
imum value of a recorded signal and its mean absolute value. When the signal
level crosses the threshold value a fixed length window is located with respect to
the peak in a way to contain such a peak in its center. Samples in the window
are considered as possible MUAP.

Basic assumption in the decomposition task is that every MU has its char-
acteristic shape observed in the recorded EMG. Ability to distinguish between
different MUAPs depends on how EMG signals are recorded. It is much easier
to decompose signals recorded with the intramuscular needle electrodes because
of the higher selectivity. In such a case the recorded signals include potentials
from a small number of the MUs located close to the electrode. Signals recorded
with the surface electrodes are much noisy and compound of spikes related to
a larger number of MUs. In such signals it is very difficult to distinguish be-
tween particular MUs, especially when the force generated by the muscles fibres
increases. This is the reason, why most of the developed decomposition sys-
tems work on intramuscular recordings. Moreover such systems cannot be used
in FES or in rehabilitation. To overcome this restriction decomposition system
should be able to decompose the surface EMG signals. The problem is that
due to the mentioned properties of the surface EMG signals it is very difficult
to implement such a system. Examples of such systems are discribed in [8],[7].
These papers present methods of the decomposition of the compound EMG
signals which are not split into segmentation and classification stage. Another
solution to the surface EMG decomposition may be proposed, which is simi-
lar to those, for intramuscular signals but more sophisticated methods should
be applied at particular steps. These advanced methods should work well with
noisy, superimposed signals, with signals where potentials shapes of particular
MUs vary, its amplitude changes due to changes in the contact area between
skin and electrodes. Further research should focuse on the development of not
only the algorithms but also on the appropriate hardware. To overcome limita-
tions of the surface EMG segmentation, special acquisition techniques should be
applied.

The author of this paper is aimed at the development of the surface EMG
decomposition systems. This paper presents an algorithm of the automatic EMG
surface signal segmentation which is a first stage of the decomposition system.
The main part of the algorythm is an averaged in scales continue wavelet trans-
form. In [6] it has been shown, that the averaged wavelet spectrum can be
appropriate for local maxima location. With appropriate chosen mother wavelet
the located maximum in wavelet representation coresponds to spikes in recorded
signals. In section 2 basic asumptions and the proposed algorithm in details have
been shown. In section 2.3 some examples of a synthetic signal and real signal
segmatation have been shown.
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Fig. 1. Synthetic EMG test signal segmentation. a), d) generated signal with marked
begin and end of active segments noiseless and noisy signal with variance σ2 = 0.05
respectively (downarrow and uparrow respectively) , b), e) coresponding signals wavelet
spectrums, c), f) coresponding averaged wavelet spectrums with marked maxima (dots).

2 Automatic Signal Segmentation - Algorithm

2.1 Basic Assumptions

Signals

Let x(k) = [x1, x2, ..., xn] describes a vector of discrete EMG signal samples being
processed. To demonstrate the imoprtant feature of the proposed segmentation
algorithm a synthetic test signal has been designed. It has been assumed that
signal coresponds to the sum of the potentials of 2 different MUs. Additionally,
potentials of the same MU have similar shape however different to other MU
potentials. For further tests a real EMG signals have been used. The signals have
been recorded with surface mounted electrodes located over tibialis anterior,
bandpass filtred with a 20-1000 Hz filter and sampled at 2500 kHz. The shape
of MUs potentials vary from evident spike potentials to a wave coresponding to
multiple phase signals (3-4 phases).

Signal Processing Tools

As a basic processing instrument supporting the segmentation task of the EMG
signal a wavelet representation of signals have been proposed. The main virtue
of that representation is that it easly, regardles of the noise level determines
potentials in a compound signal. Wavelet representation is defined in eq. (1)
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Wn(s) =
N−1∑
k=0

x(k)Ψ
(

k − n

s

)
(1)

where Ψ
(

k−n
s

)
is a shifted and scaled version of a mather wavelet. Mexican hat

wavelet have been choosen. It have been shown in previous paper that such a
wavelet is suitable to identify peaks in potentials.

During segmentation task the information about location of the peaks in time
is searched for. Due to the 2D parameter space of the wavelet representation
averaging with respect to the scales of the wavelet spectrum have been proposed
according to eq. (2) [5].

W̄ 2
n(s) =

J∑
j=1

|Wn(sj)|2 (2)

where j stands for the scale index. such an averaged wavelet spectrum reflects
signal energy fluctuations in time.

2.2 The Algorithm

The proposed algorithm consists of the following steps:

1. Evaluation of Wn(s) scale-time representation of the signal x(n) according
to eq. (1)

2. Averaging of the wavelet spectrum with respect to the (2)
3. Finding local maxima of (2) passing over a threshold β
4. Putting L-sample-length window at the m-th local maximum, where m =

[1, 2, ..., M ] and M is the number of detected local maxima.
5. If the m-th maximum is located within a range of (γ− δ, γ + δ) then samples

of x(n) would be attributed to an active segment ωi(k) as follows:

ωi(k) = x([m − 0.5 ∗ L : m + 0.5 ∗ L]) (3)

where γ is a mid point of a window, and δ - a range of samples round the
mid point.

The window length is expected to be length enought to captures all major
potentials from the EMG signals. From the physiology it is known that potentials
duration is up to 20 ms in healthy patients.

Additionally, the threshold β have been used to eliminate small energy com-
ponents which are regarded as a noise.

2.3 Results

Synthetic Signal Segmentation

The generated test signal is shown Fig.1a,d. One can see 5 action potentials,
where 2 of them clearly belong to the first MU (round 3000th and 4000th sample)
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and the action potential in the round of the 3500th sample aliginated at the
second MU. Two apparent potentials (around 2000th and 5000th sample) are
summed potentials of both active MUs. In Fig.1b,e a wavelet spectrum of the
analysed test signal is given, and in Fig.1c,f an wavelet spectrum averaged in
scale is presented. The important remark is that energy fluctuations are much
higher in the round of apparent action potentials. The highest peak coresponds
to the best correlation between potential and a wavelet and can be regarded as
spike location indicator. This kind of indicator can be especially helpful while
detecting spikes in noisy signals, what can be seen by comparing Fig.1a,c and
Fig.1d,f. Results of automatic segmentation can be seen in Fig.1. The analysed
signal has been cut automatically into 5 segments. Segments #2,#4 belong to
the first MU, segment #3 to the second MU and segments #1 and #5 are due
to the sum of action potentials of active MUs. In Tab.1 the position of segments
position in time have been evaluated as a function of a additive noise variance.
According to this table segmented potentials minimally differ from the reference
noiseless segments.

Table 1. Ranges of active segments of the synthetic signal for three diffrent noise
variances: σ2

1 = 0, σ2
2 = 0.01, σ2

3 = 0.1

#seg σ2
1 σ2

2 σ2
3

1 1721:2121 1722:2122 1720:2120

2 2717:3117 2717:3117 2717:3117

3 3257:3657 3257:3657 3256:3656

4 3717:4117 3717:4117 3717:4117

5 4717:5117 4717:5117 4717:5117

The Segmentation Results of the Real EMG Signal

In this example a real EMG signal have been segmented with the proposed
method. The recorded real signal is presented in Fig.2a. The algorithm sub-
divided the signal into 9 active segments. In this case 19.6 ms window length
have been chosen to segments compound signal. A threshold have been set to
eliminate small energy components. looking at Fig.2a one may notice a very sim-
ilar pairs of segments (#2 with #8 and #4 and #6). The segment #4 includes
small artefact. Thera are visible some other superimposed potentials like #7
and #9. All these segments have been detected based on the information con-
tained in the averaged wavelet spectrum (Fig.2c) by the proposed segmentation
algorithm.
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Fig. 2. Real EMG signal segmentation. a) recorded signal with marked begin and end
of active segments (downarrow and uparrow respectively), b) analysed signal wavelet
spectrum, c) averaged wavelet spectrum in scale with marked located maxima (dot).

3 Conclusions

From the above presented results it is clear that the described segmentation
method is a promissing tool. It is worth to noticed that used wavelet spectrum
averaged in scale can be suitable for the spike detection especially in noisy signal.

With the wavelets analysis there is always an open question how to choose a
mother wavelet. In a case of EMG signals it is rather difficult to find a wavelet
with the shape similar to MUAPs because of the large variability of their shapes.
It is rather better to find a wavelet which allows to locate local extrema of a
particular MUAPs. Such extrema may be used as a reference points of MUAPs
as it have been shown in this paper. Additionally this reference points may be
used for further steps as characteristic points indexing the segments. In real apli-
cations a problem may occure due to of some energy artifacts such as movement
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generated artifacts or some other. However these artefacts can be well localized
by the wavelet function and can be extracted by the algorithm as an active
spurious segment. This is a potential source of errors in the furthers signal clas-
sification steps. These steps will have to eliminate this artefact but keeping a
real MUAP. At the moment this kind of interference has to be avoided by careful
acquisition of signals to be analysed.

It has been shown that the presented method is usefull in the surface EMG
signals segmentation. Further tests on larger groups of the test signals are
required.
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Summary. In the screening mammographic examination of large parts of populations
thousands of mammograms are analysed. The Computer Aided Diagnosis methods
available still tend to produce too many false positive (FP) detections with respect to
the number of true positive (TP) detections, which makes it impractical to use such
methods to support the human observer in the analysis of mammograms. In this paper
an attempt has been made to decrease the number of FP errors in the hierarchical
correlation-based cancerous mass detection method by eliminating the images of linear
structures (LSs) from the mammograms. The LSs were detected with an accumulation-
based line detector and the image intensity function in the regions of the LSs was
interpolated with an anisotropic membrane. Examples of images representing typical
detection problems caused by the LSs selected from the MIAS database suggest the
feasibility of the proposed approach.

1 Introduction

Breast cancer is an important social problem. It can be estimated that in the US
in one out of eight women the breast cancer will develop at some point during
her life [11]; the corresponding number for Poland is one in 16 women [6]. Early
detection of breast cancer makes it possible to apply a sparing treatment and
elongates the survival. Therefore, screening the groups of elevated risk (women
above the age of 50) is justified, which involves the analysis of thousands or mil-
lions of mammograms. The development of Computer Aided Diagnosis (CAD)
methods might help the radiologists in carrying out this task. In less than 10%
of women the result of the screening mammography is positive, that is, it sug-
gests further investigation. If a CAD system could classify at least a part of 90%
of mammograms as negative prior to the investigation by a human, it would
greatly reduce the workload of radiologists and make it possible for them to pay
more attention to the remaining mammograms, potentially carrying the features
of an abnormality. A CAD system, to be useful in improving the performance
of a radiologist, should have a sufficiently large specificity at a given sensitivity
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level, comparable to that of a human observer. In [17] a discussion has been
presented which leads to the conclusion that there should be not more than
1.5 false positive detections (FP) for each true positive detection (TP). In the
present paper we report our attempt to increase the TP/FP ratio in a cancerous
mass detection algorithm described in [1] by eliminating the linear structures
from the mammograms.

Comprehensive studies of all aspects of breast cancer imaging can be found
in [8]. Reviews of cancerous masses detection and classification can be found
in [11] and to some extent also in [15]. Linear structures (LS) [7, 16], also called
curvi-linear structures [10, 12], are the blood vessels, milk ducts and connective
tissue fibers (Cooper ligaments) in normal mammograms, and the spicules in
pathologic mammograms. Some authors report that their classification should
improve the subsequent detection and classification of the features of cancer,
like in [16]. Others, like in [12], state that the attenuation of the LSs improves
the results of analysis. The LSs related to cancerous masses are spicules; other
LSs interfere in the detection of masses. In this study a mass detection algorithm
using no information on the spicules is used, so we go along the line of elimination
of all the LSs without their classification.

2 Detection of Cancerous Masses

The cancerous masses were detected with a multiscale template matching algo-
rithm reported previously in [1]. A template is an auxiliary image representing
the model brightness distribution in a mass. The template is shifted across the
image and the similarity measure between the template and the corresponding
window of the image is calculated. As the similarity measure the correlation
coefficient was used, as expressed by the equation

c(T, I) =

∑N
j=1(tj − t)(ij − i)√∑N

j=1(tj − t)2
√∑N

j=1(ij − i)2
, (1)

where T is a template and I is a window in the image, both containing N
pixels numbered consecutively, tj is a grey level in a template pixel, ij is a grey
level in a window pixel, and t, i are the mean grey levels of the template
and the window, respectively. The correlation coefficient belongs to an inter-
val 〈−1, 1〉 and depends only on the relation of shapes of the template and the
window, not on their grey scale. A template with a hemispherical brightness was
used:

tR(x, y) =
√

R2 − x2 − y2 for x2 + y2 ≤ R2, (2)

where x, y are pixel coordinates in a local coordinate system of the template
having origin at the template centre. As in [1], the the Fast Fourier Transform
was used and the correlation was calculated in the Fourier domain, while unlike
in [1], the template was circular.



598 M. Bator and L.J. Chmielewski

As advised in [14] and according to the previous experience [1], the template
matching combined with a multiscale approach was used. The templates with
8 radii from 36 to 108 pixels, differing by a factor of

√
2, were used. To reduce

the amount of calculations, images in four scales were analysed: 1:1, 1:2, 1:4
and 1:8, with two radii in each: 36 and 51 pixels. Templates with such radii
detect objects having radii of 30-43 pixels and 43-60 pixels, respectively. The
multiscale approach was designed according to the observation made in [9] that
instead of using a template with two times larger radius one could use an image
with two times smaller linear dimensions, obtaining approximately the same
results. Combining such a resolution pyramid with FFT calculations mentioned
above reduced the calculation time for a single mammogram to less than 10 min
on a 2 GHz computer. At the image resolution of 50 µm/pix, the masses of
diameters from 3 to 48 mm could be detected.

The final detection result was calculated by thresholding the resulting corre-
lation maps at the subsequent pyramid levels with a single threshold and aggre-
gating the partial results received onto the full scale level 1:1.

3 Linear Structures

3.1 Detection

The method used for detection of the linear structures was the evidence
accumulation-based line detection algorithm already described in sufficient de-
tail in [4, 5], and previously in [3]. In the present application, linear structures
of width between 2 and 16 pixels were sought. Structures having the line inten-
sity maxima smaller than 0.1 of the maximum intensity of the strongest LS in
the given image were neglected and the ridges of the remaining, stronger struc-
tures were followed (some less important details were omitted for the sake of
compactness; for details see [4], p. 360 or [5], Chapt. 6.3.6 and 6.8).

The line detector used finds the line width w0 as the distance between the
loci of maximum image intensity gradients, as is typically done by detectors.
However, the actual width w of the LS in the image is larger. Therefore, the
width found was multiplied by a factor slightly larger than one: w = 1.1 w0.

The primary results of the detection process for each mammogram were the
binary masks of the LSs. In the LS elimination process described in the fol-
lowing Section, also the the map of the directions of the LSs and the relative
distance transform, defined further, were used. These were easy to generate as
the byproduct of the detection process, due to that each detected pixel is related
to its respective pixel in the skeleton of the line, in which the local line width
and direction has been stored by the line detection algorithm. The direction is
simply copied from that stored in the relative skeleton pixel. The relative dis-
tance transform in a given pixel of the LS is the ratio of its distance from the
line edge to the distance of its relative skeleton pixel from the edge, equal to
a half of the width.
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a

0 6 0
6 0 6
0 6 0

× 1
24 b

0 1 0
11 0 11
0 1 0

× 1
24 c

1 0 11
0 0 0
11 0 1

× 1
24

Fig. 1. Examples of masks used for interpolation in the membrane spanning algo-
rithm. The sum of elements is divisible by four to make it easier to construct the
isotropic mask. (a) Isotropic membrane; (b) membrane stronger in the W-E direction;
(c) membrane stronger in the SW-NE direction.

3.2 Elimination

A linear structure in the breast projects itself on the mammogram together with
other tissues and manifests itself as a bright object in the image. The image
intensity function of a mammogram can be split as follows

I(x, y) = I0(x, y) + ILS(x, y), (3)

where I is the image intensity of the mammogram, x, y are coordinates, I0 is the
intensity without the LS, and ILS is the intensity of the LS alone.

The possible approaches to the elimination of the LSs are: 1o subtraction
of the ILS component of the intensity from the image, 2o replacement of the
image intensity in the regions occupied by the LSs with the intensity I0, and
3o suppression of the component ILS so that the resulting intensity is closer
to I0. The first approach necessitates for the model of the LS. The images of the
LSs are very different so this approach seems unrealistic. The second approach
makes it necessary to know I0 in the regions of the LSs. In the third approach
it is assumed that the method of suppressing the LSs is known. For example,
in [12] the LSs were attenuated by averaging the image intensity in the regions
occupied by the LSs in a 11× 11 pixels window.

In this paper the second approach was used. The image intensity I0 without
the LSs in the regions of the LSs was estimated as the interpolation of the im-
age intensity from outside the regions occupied by the LSs. This was done by
spanning a membrane across the regions of the LSs. An iterative algorithm was
used, as described in [2], Chapter 6.2.1. In the present application that algorithm
becomes radically simplified to finding the averages of the neighbouring pixels,
with a 4-neighbourhood. This corresponds to the iterative convolution of the im-
age with the mask shown in Fig. 1a, until the result stabilizes. The intermediate
calculations were performed in the floating-point arithmetic. The method was
similar to that used in [12] in that the convolution equivalent to averaging was
used, while the main difference was that the convolution was repeated until the
surface received stabilized.

Spanning an isotropic membrane across the regions occupied by the LSs yields
undesirable results where the linear structure crosses the regions having different
signs of the curvature, that is, the“hills”and“valleys”, as shown in Fig. 2a and b.
To reduce the saddles near the ridges and bottoms an anisotropic membrane was
used. The direction of larger stiffness was across the LS, as found by the line
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Fig. 2. Using the anisotropic membrane to interpolate an LS crossing a “hill” in the
image intensity function. (a) Original image intensity: detected LS along Ox, ‘hill”
along Oy; (b) LS eliminated with the isotropic membrane: saddles present in the ridges
and bottoms of the intensity graph; (c) LS eliminated with the anisotropic membrane,
stronger in the direction across the LS: saddles greatly reduced.

detector. These directions were rounded to four characteristic directions differing
by 45◦, and for each pixel in the LS the appropriate mask was used. The examples
of the masks are shown in Fig. 1b and c and the result of using this approach
can be seen in Fig. 2c. The ratio of the stiffnesses in the perpendicular directions
was close to 10, which was enough to receive a clear improvement in relation to
the described effect.

In the final algorithm each interpolated surface was inserted into the image
intensity function with a narrow transient stripe in which the two functions were
gradually interchanged by linear weighting. The weighting functions used could
be easily calculated from the relative distance transform generated by the line
detection algorithm. The stripe width corresponded to the difference between w
and w0, mentioned above.

According to the multiscale organisation of the correlation-based mass detec-
tor, the line elimination process was also performed in four scales. However, the
line detection was done only in the scale 1:4 and its results were appropriately
recalculated to the remaining three scales.

4 Examples of Results

The feasibility of the method has been tested on the images from the MIAS
database [13]. The results for two images have been selected for presentation
due to that the correlation method yields unsatisfactory results in these images
because of linear structures passing over cancerous masses. Detection results
before and after the elimination have been shown in Fig. 3 and Table 1. The
detected masses have been marked with circles according to the shape of the
templates used. The radii of the circles correspond to the radii of the masks,
recalculated to the full scale 1:1, for which the maximum correlation reached the
threshold. Thresholds used were equal to correlations shown in Table 1.

It can be observed that in the examples shown: 1o the correlation after the
elimination of the LSs grew, 2o the number of false positive detections decreased
(effect visible in the window shown only for mdb124rm), and 3o the location
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a1 a2

b1 b2

c1 c2

Fig. 3. Examples of results – windows 800 × 800 of mammograms from the MIAS
database: (1) mdb124rm, upper left corner at (1340, 24); (2) mdb264rm, upper left corner
at (2156, 836). (a) Original images; (b) images with the LS eliminated; (c) relative dis-
tance transforms of the LSs. The black circles indicate the detected cancerous masses,
in the original and processed images, respectively, and the white contours indicate the
shape of the masses marked by a human observer.
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Table 1. Change of parameters of the masses in the mammograms shown in Fig. 3

before elimination after elimination

mammogram correlation radius [pix] correlation radius [pix]

mdb124rm 0.63 36 0.76 72
mdb264rm 0.76 288 0.80 204

of the detected mass became closer to that determined by a human observer.
A cautious conclusion can be drawn from these observations that it could be
possible to increase the threshold used in the detection of cancerous masses,
which in effect should reduce the number of false positive detections at a given
level of true positive detections, thus improving the relation of specificity to
sensitivity of the method.

5 Conclusion and Further Work

To reduce the number of false positive detections while maintaining the number
of true positive detections in the cancerous mass detection method applied to
mammograms, the elimination of linear structures was applied. The mass detec-
tion method used was the the hierarchical correlation-based detection described
previously in [1]. The linear structures were detected with the accumulation-
based line detector [3, 4, 5] and the elimination was performed by interpolation
of the image intensity in the regions of the LSs with an anisotropic membrane
being a simple derivation of the model described in [2].

The results for images representing typical detection problems caused by the
LSs passing over cancerous masses, selected from the MIAS mammographic
database [13], suggest the feasibility of the proposed approach. The trials with
a large set of benchmark mammographic images are necessary to validate the
proposed method. Preliminary results of such trials being carried out at present
with the entire MIAS database are promising.
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Summary. Stem cells are a potential source of cells for use in the regenerative
medicine. Automation of monitoring and analysis is crucial for reliable and fast op-
timization of culturing methods. The goal of the first step in this investigation is to
find a method of automatic cell counting on microscopic static images. In our method,
an image is divided into two types of regions: the regions covered by cells and the
background regions. Next the cell regions are classified into three categories: converged
cells,the flatten cells and the transitional cells regions. For each type of region, the
adjusted procedure estimates a quantity of cells. The quantity of cells in image has
been obtained for randomly chosen images from certain sequences captured from cells
which growth has been monitored using laser scanner confocal microscopy. The results
of the automatic cell counting are compared with results obtained by an operator and
the difference has been admissible. When a lot of frames and cells are counted, the
accuracy of the proposed method has been similar to the accuracy of an expert.

1 Introduction

Stem cells are a potential source of cells for use in the regenerative medicine.
Automation of monitoring and analysis is a crucial step for solving problem of
optimization of culturing methods. Continuous monitoring of living cell cultures
seems to be faster in culture condition validation than using traditional labo-
ratory methods, such as immunohistochemistry and cytometry investigation or
visual evaluation by an operator.

The goal of this step of investigation is focused on the automatic method
of counting cells based on the single image. Information about changes of the
cell quantity in time will be used in the next step of investigation to verify the
prepared model of cell culture development.

The model includes the rates of cell proliferation and cell death. The cell pro-
liferation noticeably increases the cell quantity, till they fulfill the plate up, while
apoptosis and necrosis (rarely observed) lead to decrease of the cell quantity. Cell
death or proliferation kinetics can be measured by counting a number of cells in
first frame and by tracking the cells in consecutive frames. So the cell quantity
in each frame is that what this study concentrates on.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 604–612, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007



Automatic Counting of Neural Stem Cells Growing in Cultures 605

Going through papers describing the quantification of the dynamics of cell
colonies there are two main approaches, the direct and the indirect ones.

The direct approach uses the cell segmentation and detection according to the
cell features. Mainly the following features are used:

• shape [1, 2, 3, 4]; enumeration and detection of proliferating bone marrow
progenitors, cancer cells, neutrophiles or artefact in smears;

• texture [5, 6]; identify nuclei by characterizing the chromatin structure;
• color [7, 8]; nuclei in fluorescent-stained samples.

The direct approach to estimation of the cell quantity requires the image
segmentation, which is generally a difficult problem of the image processing and
analysis. The main difficulty for the single cell segmentation is caused by the cell
aggregation, what hinders the cell contours, and by the fact, that some cells are
very flatten and transparent.

For a long time, the problem of microscopic images of living cells segmenta-
tions has been solved by detection of edges or regions [9]. Nowadays there are
two directions of developing progress in this field: (1) useing a priori knowledge
and models [10], (2) employing the cooperation between methods, and their
adaptation to the local situations in the image [11]. Within the second direction
there are two methods going back to the edge and region approach: - combined
texture and edge based method, proposed by the author and her collaborators
[12] and - cooperative system [13].

The indirect approach to the problem of counting cells uses globally estimated
features as intensity of density or density of color to approximate the cell quan-
tity. In [14], a system to measure the relative cell quantity in culture plates makes
use of total fluorescence after background fluorescence reduction as a measure
of a number of cells per plate. In [7], cell quantity is estimated by dividing a cell
cluster area by means of a cell area.

This paper presents an automatic method developed for cell counting employ-
ing a texture and dividing an image in homogenous regions containing similar
cells. Then each cell cluster is allotted to the type of region and analyzed using
the appropriate method adjusted to the type of cell in it. The result of this
method and the manual counting are compared with.

1.1 Characteristics of Image Sequence and Cell in Images

The problem of image quality is important but very rarely addressed in publica-
tions. The quality depends on a type of microscope, illumination at the moment,
resolution of acquired image [15, 16]. Laser scanning microscopy, very sensible
for external illumination and with internal inhomogeneous light distribution, was
used in the study [17]. A certain focus instability in a long term observation is
an inherent feature of the microscopy. To observe all of these features see Fig. 1,
where samples of 3 images (1st, 23rd and 46th) acquired in a single sequence
with 15 minute time increment are shown in upper row. There are neural stem
cells in these images and some examples of enlarged cells under samples images.
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Fig. 1. Three images from the sequence that monitored the stem cell culture growth
and the examples of cell morphology

The segmentation of cell images seems to be difficult [18] due to: the contrast
quality, the deformable structure of a cell, the cell aggregation and a tempo-
rary loss of the focus. The contrast between the cells and the background is low
and the histogram of such an image is unimodal. Presented farther on Fig. 2h
shows histograms of different image fragments. The intensity of the background
is not uniform across the image, due to the external and source light variation,
Fig. 1. Significant local intensity variation across the image plane is observed
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both within the cell and the background. Detection of the cell nucleus is difficult
(flattened cell) or even impossible (small converged cell). Deformable and non-
rigid cell structure causes that there is no existing model of the cell movement.

Appearance of the cells observed in our images varied: the cells differed in size,
shape, optical and texture properties. It was impossible to find uniform criteria
of the various morphology cell detection. The next step towards determination of
a number of cells needs introducing the cell distribution. Cells were divided into
three types: (1) the converged cells (bottom path on Fig. 1), (2) the flattened
cells (upper path on Fig. 1) and (3) the cells starting to develop pseudopodia and
and elongate, but still being far from the flattened cells below called transitional
cells (middle path on Fig. 1). It should be stressed that there is no strict definition
of the cell types. The cell morphology evolves in time and the cell shape may
simultaneously have properties of the two different types.

The proposed cell distribution has nothing to do with the cell classification in
biology, however, there is some correlation between cell’s physiological behavior
and its appearance. The cell just before division becomes small, rounded and
converged, while the cell starting to develop pseudopodia becomes rather elon-
gated but still is far from being flattened. The flattened cell looks as very large,
with/or without pseudopodia, with respectively well detectable texture around
its nucleus.

Among living cells there are cell fragments within the field of vision; they
remain and become visible e.g. after cell apoptosis (rectangles in Fig. 2), their
area is not significantly smaller than of a rounded cell. However, their irregular
shape distinguishes them from the small rounded cells. The cell fragments can
be attached to the living cells or float freely in the medium.

The cells in the image are composed of the not always well distinguishable
zones (Fig. 1):

• Nuclei zone - well visible in the flattened cell and sometimes in the tran-
sitional one. Nuclei are clean rounded structures with one or several dots
inside;

• Endoplasmatic reticulum zone - well visible in the flattened cell and
sometimes in the transitional cell. Hardly textured and hard to delineate
region partly or fully around the nuclei;

• Cytoplasm zone - variously visible in various types of the cells. In the
flattened cell it is almost clear, slightly darker than its background, with some
irregular and randomly dispersed dots (cells organelles). Cytoplasm of the
converged cell is remarkably darker than its background, with irregularly but
closely and densely dispersed dotes. While the transitional cell’s cytoplasm
is contained somewhere between these two stages;

• Pseudopods zone - well visible in the flattened cell and sometimes in the
transitional one. Pseudopods are cytoplasmic extensions of the cell, which are
poorly contrasted with the background, but sometimes well visible because
of halo around them;

• Background zone - visible among the cells and cell colonies. Its intensity
is nonuniform across the image but locally it can be treated as uniform;
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• White halos zone - around the cell and cell clusters - well visible in the
regions where the cells are high, what in converged and transitional cells is
usually observed.

The goal of the study was to examine the cell quantity changes in time in
the culture based on sequence of images. To do this the cells of each types were
counted separately.

2 Methods and Materials

In the proposed method the cell counting is performed in two steps. In the first
step, called the segmentation step, an image is partitioned into several regions:
covered by clean background fragments or covered by one cell or cell cluster.
In each region covered by the cells the texture is examined to divide it into
the homogenous regions, if it is necessary. The second step is performed in each
homogenous region separately by the appropriate counting procedure. Then the
total number of cells in the image is calculated.

2.1 Segmentation and Cells Counting

The proposed segmentation method consists of combination of some well known
methods [19], which cooperate on various levels to adjust the action to the local
situations in the image.

Background suppression. Because the mean gray level of background and the
contrast of the cell against the background vary according to the camera set-
tings, the image illumination and the region, and the background Fig. 2a, the
suppression method is used. The homogeneous black background is achieved us-
ing the subtraction of the images constructed as open and close morphological
operations of the gray scale images, Fig. 2b. The resulted image is transformed (a
constant value that equals the range of the gray level variation of the background
is subtracted) to suppress the black side of histogram, Fig. 2c. So the image, in
which the cell structures are visible as the white and gray tiny structures on the
black background, is constructed. The image is blurred using the Gaussian filter
to mark the region around the structures, Fig. 2d. The threshold (about t=1)
with the hole filling procedure separates the regions with cells, Fig. 2e and f.

Regions type discrimination. To determine the texture, the original image after
the background subtraction is transformed by the following operation:

q(x, y) =
{

f(x, y) − fmed for f(x, y) ≥ fmed

fmed − f(x, y)− 1 for f(x, y) < fmed
(1)

where fmed is a median of the gray level, Fig. 2h. This artificial image is nearly
black, because the mean gray level of the image is moved to black, while all
the cell details are preserved by slight darkening of all details brighter than
the background and changing to bright all the cell structures darker than the
background.
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Fig. 2. The image (a) and partial results of the proposed method: the background
suppression (b, c), the regions detection (d, e), regions mask superimposed on the
original image (f), chosen regions and their histograms in the original image (g) and
in image constracted for the region classification (h): the converged cells regions (the
lowest cell and lowest histograms), the flattened cells regions (the upper right side cell
and the upper histograms) and the transitional cells regions (the middle left cells and
the middle histograms) marked by ellipses in g and h

The first-order statistics: the mean value of gray level, variance, skewness
and kurtosis of the normalized gray level histogram [20] are computed from the
histogram of the transformed image in the regions found in the previous step.
The three bottom histograms in Fig. 2h show histograms for the regions: in the
top row for the region covered by the flattened cells, in the middle one by the
transitional cells, while in the bottom one by the converged cells.

The histogram considers the gray level of each pixel separately and no spatial
information is conveyed in these parameters. To incorporate the spatial distri-
bution of the gray levels, the region under consideration is divided into texture
windows and all features examined in the previous step are examined in each
window. The map of the texture is used to examine homogeneity of the region
and divide the region into sub-regions, if necessary, see the upper part of Fig. 2g
with the white texture window and the black border between homogeneous
sub-regions.

The separate method is proposed to count cells in the each covered by the
cells region type.
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Converged cells’ region counting procedure. The boundaries of the converged
cells with a strong halo and an intensive texture and a certain shift in gray level
are visible. So the Sobel gradient is calculated and the threshold is stated for
it to show the strongest gradient net. This irregular net is analyzed to find the
quantity of meshes in it.

Flattened cells region counting procedure. For the flattened cell region it is ex-
pected that only one cell is placed in one region. The gray level of the cell cyto-
plasm around the cell nuclei and the endoplasmatic reticulum is not significantly
different from the background, so it is generally included to the background. To
avoid the seldom situation when more than one cell is situated in this type of
the region the shape of the region is examined if there are necks in these regions
to break it. It happens when two cell structures are placed close to the cellular
border and close one to the other (Fig. 2e regions marked by *). Some pseu-
dopodia or bother of the flattened cell are segmented as the separate objects,
but almost in all such cases they are excluded from the analysis because of their
small size, (Fig. 2e regions marked by !).

Transitional cells region counting procedure. The most difficult case is to count
the cells in the region covered by the transitional cells. Sobel gradient lines are
not complete in these regions. To support an information about the cell border,
the map of the probability that the pixel belongs to the nucleus is constructed
based on the texture. But in many cases the map conflicts with the gradient, so
the area of the whole region is divided according to the area of regular cells of
this type to estimate the cell quantity.

2.2 Expert to Automatic Counting Result Comparison

The results of expert counting and automatic counting with the proposed method
were compared using the image sequences which were collected in the Neu-
roRepair Department Laboratory, Polish Academy of Sciences Medical Research
Center, based on the Human Umbilical Cord Blood derived Neural Stem Cells
(HUCB-NSC line), established in this laboratory [21, 22]. Images (2048x2048
pixels) were acquired up to 46 h in every 15 or 20 min in a chosen plane of
120x120 mm2 using the inverted confocal laser scanner microscope with red
colour [Zeiss].

After the automatic classification of the 20 randomly chosen regions of each
type from the 10 randomly chosen images the results were compared to the visual
counting, obtained from the observer blind to the automatic results. Bias of two
compared methods were estimated by the mean difference and the standard
deviation of the difference:

D =
NA −NM

1
2 (NA + NM )

(2)

where NA is a number of cells counted by the proposed method and NM is a
number of cells counted by an operator.
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3 Results

Classification of the regions were not evaluated, but the quantity of cells was
evaluated with the mean difference at two levels: the image level and each type
of region separately, to compare the reliability of each counting procedure. So the
overall mean difference and its standard deviation were equal 18±16,85% for the
image, while the same values computed for each region separately according to
the quantity of cells were found for: the converged cells 8,4±7,05%; the flattened
cells 11.21±1,3%; the transitional cells 25,8±17,7%.

4 Conclusions

The method has been developed and used to quantitative cell counting in the
laser scanning microscopy images of the HUCB-NSC cell cultures. It was found
that reliability of the method increased with the increase of the cell quantity
and that the automatic procedures were useful. Preliminary results showed that
when a large quantity of the cells in one image was counted, than the accu-
racy varied according to the cell type, but the global accuracy was similar to
that provided by an expert. The next steps of the method improvement were
- increasing the accuracy in estimation of quantity of the transitional cells by
including information about the temporary cell position (the previous frame or
even frames) and - examining the discrimination power of all six features used
to the region and window classification.

The method can be adopted to other cell types or microscopic images by
adjusting the low level cell counting in the region, according to the new setup
or subject. The selection of the texture features of regions, based on the feature
discrimination and investigation planned in the next stage of the project should
be a tool to adjust the method to the situation.

Changes of cell quantity in time enable verifying the model of cell clones
growth. It is needed to validate the cell culture growth in real time, which is the
goal of our full project. The system with the cell culture validation is prepared
for the study on the influence of various substances, such as growth factors, and
conditions on the cell culture development.
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Summary. In this paper two methods of detecting neoplastic changes in urinary blad-
der are proposed: a noninvasive method mainly for screening investigations based on
image analysis of specimens obtained from urine and quick little invasive method to be
used as a support for clinical diagnosis based on material obtained by bladder washing
technique. All together 147 cases were analyzed with the help of digital image process-
ing system designed by the authors. Multistage classifiers were constructed to identify
positive and negative cases. The results of this study yielded a 71% correct classifi-
cation rate in the control group, while a 100% rate was obtained among the cancer
patients for the noninvasive method. The positive test predictive value was equal to
0,77 and negative test predictive value was equal to 1. For the quick (little invasive
method) the results were: a 68% correct classification rate in the control group, while
a 86% rate was obtained among the cancer patients. The positive test predictive value
was equal to 0,82 and negative test predictive value was equal to 0,73. The results show
that both methods could be very promising additional diagnostic tools in detection of
urinary bladder cancer.

1 Introduction

Urinary bladder cancer belongs to the 9 most frequent cancers occurring in the
world [2]. It causes 330000 new cases annually and death of 100000 persons. In
Poland it is one of the 12 most common cancers and ranks fourth as a cause of
male mortality. That is why there is an urgent need for working out an easy,
noninvasive method of detecting neoplastic changes at their early stages and
for a quick method of monitoring cancer progression or regression in the course
of therapy. Nowadays, the regular examination of patient consists in: collecting
of complete medical histories of patients (risk factors and symptoms), physical
examination with a view to determine the size of bladder tumor, histological
examinations. For histological examination which is crucial patients undergo
transurethral resection of the tumor which is an invasive test often causing in-
flammation, dysuria, hematuria.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 613–620, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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We present two methods: a noninvasive method based on image analysis of
specimens obtained from urine and quick little invasive method based on material
obtained by bladder washing technique. This technique consists in washing out
bladders with physiologic saline.

2 Materials and Methods

Urinary bladder tumours originate from lining and glandular epithelium of uri-
nary bladder wall or from other cells of bladder wall. Tumour cells exfoliate
into urine or are washed out with physiologic saline during bladder washing.
Neoplastic cells differ from eginnormal as they have:

• different structure of nuclei,
• increased ratio of nucleus to cytoplasm,
• bigger nuclei than in normal cells,
• irregular shapes of nuclei,
• nuclei contain usually more chromatin,
• nuclei have enlarged nucleoli,
• sometimes bigger number of nucleoli,
• more of them exfoliate.

We concentrated on analysis of nuclei only (not a whole cells), as changes
in nuclei structure seemed to be the most characteristic for neoplastic trans-
formations. Examples of normal and neoplastic nuclei are presented in Fig.1.

Fig. 1. Examples of normal nuclei (a), examples of neoplastic nuclei (b)

Both presented methods are computer-based analysis of Feulgen-stained uri-
nary bladder cell nuclei.

The first non-invasive method was based on specimens observed under an
optical microscope at an objective magnification of 60:1.

In the second method smears wear observed under an optical microscope
(10x). The processes of image scanning, processing, analysis and identification
of positive and negative cases were performed automatically in both methods by
means of our own software.

Image analysis performed in both methods consisted in 4 stages [1], [3], [5]:
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• Shade correction – image background correction,
• Image intensity normalization,
• Objects extraction,
• Measurement of selected features.

The last stage of the methods: classification was realized in different way in these
two methods as was based on different features in those methods.

The method based on analysis of smears obtained from urine was based on
analysis of morphological features. 43 features were defined in order to describe
extracted objects [1]:

• geometric features (area, perimeter, coefficient of shape etc.)
• textural statistic features describing inner structure of objects calculated on

the basis of light distribution within an object, such as mean value, variance,
total optical density etc.

• textural topographic features describing topography of chromatin distribu-
tion inside an object, location of center of gravity, moment of inertia.

The method based on analysis of smears obtained by “bladder washing” was
based on analysis of objects sizes distribution in population of cell nuclei.

6 features were defined in order to describe extracted objects:

• object size distribution in three ranges of pixels size,
• ratio of the number of object clusters to the global number of single objects.

The specimens were prepared and diagnosed in:

• Department of Histology and Embriology, Centre of Biostructure Research,
Medical Academy, Warsaw, Poland.

• Department of Urology at University Hospital of Nijmegen and later by Lei-
den Pathological Laboratory, Holland.

2.1 The Method Based on Analysis of Smears Obtained from Urine

In the method based on analysis of smears obtained from urine 56 patients were
examined. 23 of them had no cancer (control), 33 were diagnosed as having
bladder cancer of G1,G2,G3 grades of malignancy.

Classification algorithm for this method was based on data from 12676 objects
derived from 8 healthy people and 21 patients. Statistical packages: Statgraphics
7.0 and SPSS 10.0 were used for a stepwise selection of features. 39 candidate
predictors passed the tolerance test and entered the model. The value for entry
was ≥ 3, 84 and F for removal was 2,71. The calculation of linear discriminant
functions resulted in four discriminant functions. Whereas, the final result at this
stage of classification gave 53,49%. correct reclassifications. Therefore, a model
of multistage classifier was chosen [4]. The decision tree showing the algorithm
of classification shows Fig.2.

In each node of the decision tree a different decision rule was used. Those
decision rules were especially constructed for each node on the basis of a training
data specially selected for the particular tasks [3].
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Fig. 2. The decision tree showing the algorithm of classification

Results of case classification for this method on the learning data was:

• 100% correct classifications to the control group,
• 95,2% correct classifications to the group of cancer patients.

Results of case classification for the testing data was:

• 71% correct classifications for the control group (21 new cases),
• 100% correct classifications for the group of cancer patients (21 new cases).

The result of 100% correct classifications for the group of cancer patients was
very important because it meant that there was not false negative diagnosis what
is very important particularly in screening examinations.

2.2 The Method Based on Analysis of Smears Obtained by
”‘Bladder Washing”

In this method 56 patients were examined as a teaching set and 76 as testing set.
48 examined persons had no cancer. They worked as a control group. 39 persons
were diagnosed as having bladder cancer of low grade histological malignancy
and 45 persons as having cancer of high grade histological malignancy.

The typical examples of nuclei from the control and high malignancy groups
are shown in Fig. 3.

One of the very important feature concerning patients having cancer is greater
exfoliation of urothelial cells than with healthy people. That means, that density
of nuclei could be a good feature for discriminating between control and malig-
nancy. Another observation is relatively big differences in size of nuclei clusters
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Fig. 3. The typical examples of nuclei from the control group(a) and high grade
malignancy group (b)

and single nuclei with patients cancer and healthy people. The typical examples
of nuclei clusters from the normal and high grade malignancy groups are shown
in Fig.4.

Fig. 4. The typical examples of nuclei clusters from the normal (a) and high grade
malignancy group (b)

Analysis of nuclei size histograms of control, low grade and high grade of ma-
lignancy showed the biggest differentiation between evaluated groups of cases in
the range of 5 – 150 pixels, what corresponds to the range of 3,6µm2 - 108µm2. In
Fig.5 histograms of nuclei size distribution for those three groups are presented.

The greatest difference between control and malignancy was observed in the
range 5 – 40 pixels (3,6-29 µm2) and in the range 80 – 120 (58-86 µm2). The
greatest difference between high grade and low grade was observed in the range
60 – 120 pixels (43-86 µm2).

Analysis of nuclei mass distribution also showed significant differences between
analysed groups (Fig.6).

Observed differences of mean value of nuclei number for respective groups
were grounds for definition of 6 parameters representing differences between
groups. Five of them were defined as ratio of number of objects in five differ-
ent intervals of objects sizes, other was the measure of the ratio of the number
of nuclei clusters to the global number of single nuclei and granulocytes in the
smear.
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Fig. 5. Histograms of the nuclei size distribution for control, high grade and low grade

Fig. 6. Histograms of the nuclei mass distribution for control, high grade and low
grade

The model of a multistages classifier was chosen. The algorithm of classifica-
tion shows Fig.7.

The result of the classification the testing data was:

• 68% correct classifications for control group and
• ∼85% correct classifications for malignancy group.

It meant that:

- the false positive ratio was 32%, and
- the false negative ratio was ∼15%.

This indicated that the sensitivity of the method was ∼68%, and the speci-
ficity ∼85% what indicated to usefulness of this test for applications in clinical
practice.
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Fig. 7. The algorithm of classification, where: ∆, θ, Φ, ς, η,X – parameters defined as
ratio of the number of objects in five different intervals of objects sizes, RB10S10 -
ratio of the number of nuclei clusters to the global number of single objects (nuclei and
granulocytes) in the smear, Control – denotednorm (no cancer), LG – Low grade of
histological malignancy, HG - High grade of histological malignancy

3 Results and Conclusions

• The method based on analysis of smears obtained from urine.

Sensitivity of this method
(

TP
TP+FN

)
was ∼ 71%

Specificity:
(

TN
TN+FP

)
= 100%

Positive test predictive value
(

TP
TP+FP

)
= 0,77

Negative test predictive value
(

TN
TN+FN

)
= 1

Accuracy of the method
(

TP+TN
TP+FP+TN+FN

)
= 0,86%

where TP denotes - True Positives, FP denotes - False Positives,
TN denotes - True Negatives, FP denotes - False Negatives.

• The method based on analysis of smears obtained by bladder washing.

Sensitivity of this method
(

TP
TP+FN

)
was ∼ 85%

Specificity
(

TN
TN+FP

)
=∼ 68%

Positive test predictive value
(

TP
TP+FP

)
= 0,82

Negative test predictive value
(

TN
TN+FN

)
= 0,73

Accuracy of the method
(

TP+TN
TP+FP+TN+FN

)
= 0,79%
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Positive and negative predictive values of tests are very important in diag-
nostic practice because they show what is the probability that a positive test is
true positive and what is the probability that a negative test is true negative.

Both methods can be still improved by adapting them to investigated popu-
lations. They should be constructed on the basis of data of the same prevalence
as the testing data. Prevalence is the number of infected persons at a given
time compared with the total in the tested population. Then predictive values
of positive test will increase in examination of population of bigger prevalence
and predictive values of negative test will increase in examination of population
of lower prevalence.

It seems that computer-aided systems could be very promising additional
diagnostic tools in detection of urinary bladder cancer both in screening exam-
inations of high-risk populations (on the basis of urine analysis as non-invasive
method) and in clinical practice greatly contributing to a rapid confirmation of
the diagnosis made by the physicians.
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Institute of Biocybernetics and Biomedical Engineering PAS, Trojdena str. 4,
02-109 Warsaw, Poland
hania.goszczynska@ibib.waw.pl

Summary. A problem of cyclic movement of measurement field (artery segment) oc-
curs in the approaches focused on coronary flow measurement based on densitometric
analysis of coronarographic images. The realized algorithm of automatic artery seg-
ment tracking based on template matching method makes possible to trace the results
of automatic detection of characteristic points within the structure of arteries, correc-
tion of fault matching and incorporation of received movement trajectories for analysis
of both the sequence range, where there occurs the lack of X-ray indicator within the
tested artery fragment (so its not visible on the screen) and the part of myocardium,
close to the characteristic point, what makes possible to the myocardium perfusion
estimation on the basis of coronarographic images. Estimated error of the automatic
analysis is less than 11%. Introduced system is acceptable for routine clinical testing
due to short time for sequence analysis.

1 Introduction

The patient motion artifacts, not keeping the breath, organs natural movement
cause great problems in performation of different approaches in contemporary
medical image diagnostic methods like Digital Subtraction Angiography, reg-
istration technique, support of therapeutic intervention or morphological and
functional analysis (e.g. flow or perfusion estimation based on the angiographic
images sequences). In literature there are reported a lot of possible types of mo-
tion artefacts and techniques to avoid and to correct them by means of digital
image processing. The main problems are the construction of a 2D geometrical
transformation which refers to originally 3D deformation, finding the correspon-
dence between two images using only the grey-level information and efficiently
computer application of this correspondence [3]. Finding the correspondence
(similarity) between two images is the most important element of mentioned
above techniques and have been applied either in static or dynamic approaches.

The present work shows the application of correspondence finding technique
to the densitometric analysis performed on the image of moving artery seg-
ment in X-ray image sequences of coronary arteries in order to coronary flow Q
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estimation by analyzing injected indicator concentration. Goszczynska et al. [1]
proposed to calculation of Q value using analysis of densitometric curves A(t) for
defined artery cross-sectional line marked on the all images in coronarographic
sequence. The measurements of the image grey levels are performed along the
same line with its adjacent background (Fig.1).

Fig. 1. Densitometric curve A(t) calculation: a) image brightness calculation along the
cross-sectional line on the LCA image, b) densitometric curve for the cross-sectional
lines marked in an example of coronarographic image sequence

Figure 1a shows brightness curve Da(x) along the cross-sectional line of the
left coronary artery (LCA) and the approximated background image intensity
distribution curve Db(x). The Da(x) and Db(x) curves allow calculation of the
A(t) curve proportional to the amount of the indicator present under the mea-
suring window (i.e. segment d1-d2, which is the inner diameter of the artery) at
time t :

A (t) =

d2∫
x=d1

ln
(

Da(x, t)
Db(x, t)

)
dx (1)

where x – the number of pixel of the cross-sectional line in the digitalized space.
Figure 1b presents an example of densitometric curve A(t) for sequence of coro-
nary images.

Apart to the problems connected with densitometric measurements there oc-
curs an additional problem of cyclic movement of measurement field i.e. artery
segment that makes changes both within position and shape.

2 Method

Known methods of movement detection or measures within images may be gener-
ally splitted into two categories [3][4][5][8]: the optical flow and template match-
ing basing on image similarity measures. In the optical flow two base conditions
have to be fulfilled: the brightness of the moving object should be constant in
time and the movement of the object between two consecutive frames – relatively
small. In the case of arteries both those conditions are not fulfilled for the whole
frame sequence [13].

Below there is described the method of automatic movement trajectory indi-
cation for the artery segment based on template matching [14] and then setting
the cross-sectional line coordinates in each frame of the sequence.
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Within the analyzed sequence one can indicate three periods: before contrast
appearance Ta, with contrast filling T c and wash-out period T p for the chosen
fragment of artery (Fig. 1b). The movement analysis process for the indicated
part of artery had been splitted into two stages: artery movement detection in
period T c and fault detections correction.

There has been used the similarity analysis for chosen fragments of original
frames (without any preprocessing) with chosen template, i.e. the fragment of
artery as shown on the frame where the arteries are well visible (at the end of
contrast injection). The sum of difference squares CSKR has been used (R, S -
the compared fragments of images with area m·n):

CSKR =
m−1∑
i=0

n−1∑
j = 0

(R(i, j)− S(i, j))2 (2)

To find within the frame I(t+1) the area similar to the given area R within
the frame I(t), the area S within the frame I(t+1), having the same coordinates
and size, as the area R in the frame I(t) is defined, then it is enlargeded by
values k max and l max not less than maximal move of the selected fragment
between the two frames (Fig. 2).

Fig. 2. Determining the template and searching windows

Searching the area within the frame I(t+1), most similar to the chosen area R
within the frame I(t) consists of moving the reference area R on the magnified
area S and measuring the coefficient of mutual correlation (0<=k<=k max,
0<=l<=l max ):

C(k, l) =

m−1∑
i=0

n−1∑
j=0

R(i, j) ∗ S(i + k, j + l)√
m−1∑
i=0

n−1∑
j=0

R2(i, j) ∗
m−1∑
i=0

n−1∑
j=0

S2(i + k, j + l)

(3)

The maximal value Cmax of this coefficient defines the location of an area the
most similar to the reference one. The indexes k and l, for which the coefficient
takes the maximum, determine the coordinates of the area searched (Fig. 2).

The other similarity measures have been also proposed:

• variance normalized correlation:
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C =

m−1∑
i=0

n−1∑
j=0

(R(i, j)− IR) ∗ (S(i, j)− IS)√
m−1∑
i=0

n−1∑
j=0

(R(i, j) − IR)2 ∗
m−1∑
i=0

n−1∑
j=0

(S(i, j) − IS)2
(4)

where I R, I S – mean brightness values within R and S windows, respectively,
• morphological mutual correlation CM :

CM =
m−1∑
i=0

n−1∑
j = 0

min(R(i, j), S(i, j)) (5)

• mutual information coefficient C v [6]:

Cv = −
I∑

i=0

J∑
j=0

P (gi, gj) log
P (gi, gj)

P (gi) • P (gj)
(6)

where P(gi) - the probability of occurrence for the i grade of grey scale, P(gi,gj)
- the probability of occurrence of the pixel with the i-level gray in one frame
and pixel with same coordinates and j -level grey in the other frame.

For flow measurement there had been used the manual correction of fault
detections during the period T c with help of time-related interpolation. To set
the movement trajectory in the period Ta and T p there has been used the
manual method of time extrapolation.

The matter of operator is setting the frameR where he sets the window R
containing the template and sets the size S for the searching area ( Fig. 2). Next
the procedure is being started to find the values for indexes k, l (for each frame
in sequence), for which the similarity measure C of window R and subarea S
gets maximal value. Then the operator sets the position of cross-section line l
with the length of k pixels within the frameR and the procedure of setting the
coordinates of cross-sectional lines on N frames in sequence is started according
to the index table received from previous stage. The next stage is the automatic
brightness data collection along the preset lines.

3 Results

The Fig. 1b and Fig. 3a show examples of proper matching for all frames within
the T c range. There have been single fault matching within the analyzed in
[1][2] material, like the ones shown in Fig. 5 – mismatching of template R within
window S of frame 59.

For this particular sequence there have been made the measurements aiming
to compare the results of template matching with other similarity measures.
Fig. P(x,y) (Fig. 3b), calculated for the following measures: mutual correlation
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Fig. 3. Automatic detection of the cross-sectional line: a) proper matching, b) fault
matching (image 30 in image 59)

Fig. 4. Point P(x,y) (Fig. 3b) movement calculation: a) curves x(t) (a) and y(t) (b)
for sequence of 82 images for three measures and for manual setting (dot curve), b)
trajectory of point P(x,y) for one heart cycle puts on the frame 30

(Eq. 3), normalized correlation (Eq. 4) and morphologic correlation (Eq. 5). The
dot curve shows the coordinates of point P set manually.

Fig. 4b shows the movement trajectories for the one heart cycle (frames 7 –
35) for three measures and for manual setting (dot curve). The Fig. 5 shows the
measures values (3D distance maps) for template matching (the R window) of
the frame 30 to the searching area S of frame 15 (comp. Fig. 3b) for mutual and
morphological correlations.

Fig. 5. 3D distance maps for template matching (the R window) of the frame 30 to
the searching area S of frame 15 for mutual (a) and morphological (b) correlations

During the tests described in [1], in the case of fault matching within the T c

period (concerning single frames only) the correction has been made by replacing
the densitometric data i.e. A(t) values, obtained from the nearest frames with
proper matching.

The Fig. 6a shows the frame of image sequence of the RCA and movement
trajectory of point P(x,y) for one heart cycle. Fig. 6 shows the curves x(t),
y(t) for point P for all frames before and after time extrapolation by using the
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Fig. 6. Data movement extrapolation: a) trajectory for one heart cycle for P(x,y), b)
curves x(t), y(t) for point P before and after time extrapolation in T a i T p periods

repetition of the data of the last heart cycle of the T c period within the T p

period and the first heart cycle of T c period within the Ta period.

4 Discussion

The main problems of the realized method for automatic tracing of the artery
segment by template matching are the fault matching and time consumption.
The main reason for mismatching was choosing of to small searching area S.
The proper setting of the search area has to be based on analysis of maximal
movements for chosen artery fragment (R window) within the S area. Such fault
is easiest to avoid during the analysis and by choosing the bigger searching area
(one has to take care, that it would not contain more objects similar to the one
wanted for detection) nearly always avoided, but with more time consumption
for analysis, that is getting the Cmax.

It has been also tested the algorithm, concerning the change of the tem-
plate during the sequence searching, where template is the result of the former
searching. Such algorithm, intuitionally better, contains a trap – due to a single
mismatching, the template changes totally.

Aside to the problem of finding the best template (templates), choosing the
optimal window R size (m, n) and the optimal size of the searching area k max
and l max the detection faults may also be made lower by taking stronger simi-
larity criteria.

Analyzing the diagrams in Fig. 4a, one is not able to specify the advantages of
one algorithm comparing with the other within matching precision, although the
morphological correlation has sharper matching peek than the linear correlation
(Fig. 5). Basing on the visual mark for diagrams on Fig. 4a, the lowest errors
are present for the normalized correlation coefficient.

It is advisable to test and compare the results obtained with the presented
method with the methods based on another criterias, as for example usage of 2
templates or incorporation of other similarity measures, i.e. the measure based
on histogram analysis for the difference of two adjusted frames [6].

Another problem is a lack of possibility to use the algorithm shown for anal-
ysis of fragments of the object, as for example the artery, with no characteristic
morphological details, as bifurcations or curvatures. The solution here would be
the incorporation of 3D interpolation methods, often used for segmentation or
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skeletonization of the coronary arteries, incorporated for frame registration prob-
lems with different framing technologies or a 3D image vein image reconstruction
in multiplanar registration [15].

Within the problem of fault matching correction another solution intuitively
more suitable is a 2D interpolation for the template positioning, basing on the
neighbour proper matchings. The too small (especially for the systole period)
time resolution of particular probes, what may lead to high level of errors. Apart
of this, aiming the point for which the automatic template matching is made,
the incorporated solution (of replacing the densitometric data) is not only much
easier, but (due to the continuity of the process of contrast medium changing)
leads to a lower error level.

The proper matching during the T p period is essential on case of perfusion
estimation for the part of myocardium around the indicated artery, which move-
ment is estimated on the basis of the closest artery. The changes in density of
a part of myocardium are observed within the T c and T p periods of the artery.
The example of prognostic of a single heart cycle for the next one is shown on
Fig. 6b. The trajectory analysis may be also used for estimation of the changes
in duration of heart cycle phases and as the basis for modeling the epicardial
strains [12].

For estimation of an error due to the automatic data collection it has been
analyzed the suitableness of choice for the following values: the coordinates for
cross-sectional line end points, the value of the field under the Da(x ) curve
(Fig. 1a), the value of the field under A(t) curve (Fig. 1b). As the most suitable
the value of area under densitometric curve was chosen. Error caused by the
automatic data collection has been estimated at less than 11% [2].

5 Conclusion

It seems that the relatively simple algorithm is acceptable for routine clinical
testing due to short time for frame sequence analysis (few minutes).

Aside to the occurrence of mismatching, the realized algorithm allowed to au-
tomatically collect the data used for testing the blood flow measurement method
within the coronary arteries basing on the analysis of diluted indicator. The indi-
cated error of the method doesn’t exceed 11%. The realized method of automatic
tracing the measurement area not only reduces the manual effort of the operator
within positioning the cross-sectional line in the frame sequence, but also allows
an easy obtaining of densitometric curve with time resolution equal to the res-
olution of the tested sequence. The realized algorithm allows also to trace the
results of automatic detection of some characteristic points within the arteries
structure, correction of mismatching and incorporation of obtained movement
trajectories to analyze the sequence range, where there is no contrast within the
tested artery segment and the part of surrounding myocardium.

One can list the other solutions of the problem: movement estimation on the
basis of phase difference within the Fourier space [10], testing of the effective-
ness of incorporation the binary frame after skeletonization as template frame,
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incorporation of specialized signal processors [9] or inclusion of the searching
strategy into the matching algorithm [7].
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1. Goszczyńska H, Kowalczyk L, M. Rewicki (2006) Clinical study on the coronary
flow measuremenrs method based on the coronarographic images. Biocybernetics
and Bioengineering, 26:63-73.
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Summary. This paper presents especially elaborated laboratory setup and computer
software for visualizing the tongue surface movement and the changes of its shape using
an ultrasonograph (USG). In the paper the acoustic properties of the tongue, the way of
examination and the measurement set-up was described, as well. The elaborated setup
allows us to computer-visualize and follow in real time the changes of the tongue shape
in the process of vowel articulation, thus providing a visual feedback with the speaker.
It can be one of the ways of treating speech defects and phoniatric rehabilitation in
people with hearing disorders and pronunciation defects.

1 Introduction

Ultrasonic examinations (USG) render possible the imaging of the outline of the
tongue surface and its muscular structure both while resting and while moving
in vivo [1, 2, 3]. The purpose of the examination is defining the specifics of the
tongue shape and its changes while articulating definite speech vowels, and this
can be one of the ways of treating speech defects and phoniatric rehabilitation
in people with hearing disorders and pronunciation defects. The essence of this
method is the visual feedback between a person subjected to treatment and a
tongue shape pattern [1]. It should be emphasized that ultrasonic ultrasonogra-
phy is non-invasive, painless and harmless for the human body.

In recent years the idea of transferring images from USG to a computer screen
was born [4]. Researchers are in accord on the efficiency of combining the aural
and visual feedback in the pronunciation learning process. Computer software
can provide the learner with information about the features of the pronounced
phrase in real time. By pointing out the features that must be changed the
visual imaging provides objective measurements by which both teachers and
learners can estimate the correctness of pronunciation. To help in the learning of
correct pronunciation of foreign languages what is most often used are computer
visualizations of the features of the analyzed speech sound (pitch, frequency, and
tempo) [5].

The purpose of this paper was to elaborate laboratory setup and computer
software for visualizing the tongue surface movement and the changes of its

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 629–636, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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shape using an ultrasonograph and with the possibility of comparing the recorded
images with a database of appropriate patterns.

2 Measurement Setup

The elaborated measurement setup is shown in Fig.1.

Fig. 1. Measurement setup for computer ultrasonic visualization of tongue shape
changes during speech vowels articulation

The measurement is performed by means of multi-element linear USG probes
with working frequency 3.5MHz or 5MHz connected with a Hitachi-Picker LS
2400 ultrasonograph. An image from the video output of the ultrasonograph is
captured by means of the Aver TV USB 2.0 interface and sent to the computer
through the USB connector.

The most important element of the measurement setup (Fig.1) is the ultra-
sonograph. Ultrasonography is one of diagnostic methods often used in medicine
for imaging organs and tissues of the human body by means of an ultrasonic
wave that, propagating in such a medium is subject to, among others, reflection
from discontinuity boundaries. The image on the ultrasonograph screen is ob-
tained by means of a set of ultrasonic transducers constituting a multi-element
transmitting-receiving probe sending and receiving ultrasonic pulses. On the
USG screen what is visualized are amplitudes of returning reflected pulses show-
ing qualitatively the cross-section of the examined organ in the gray scale [6, 7].
What is the most appropriate for examining the tongue shape outline changes
is the use of small portable devices. The range of the USG examination should
be matched with the tongue size. In typical ultrasonographs setting the range
to be 7 cm allows us to obtain 30 frames per second whereas 1.5 cm of range
limits their number to 26. The area of optimal spatial resolution of the image
is the zone of the ultrasonic beam focusing; a few such zones can usually be set
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up, but this lengthens the examination time. One zone placed on the tongue
upper surface gives the best resolution [4]. Ultrasonographs are capable of range
regulation of amplification in order to improve the brightness of more remote
echoes; in the area of the tongue surface the echo amplitude should be increased
and in the remaining areas it should be decreased.

The AverTV USB 2.0 interface manufactured by Avermedia was used to cap-
ture the ultrasonograph-obtained image and display it on the computer screen
in real time with a possibility of recording and editing. The device has the max-
imum resolution of 720 x 480 pixels in NTSC standard and 720 x 576 pixels
in the PAL standard. It can freeze the image, record both video sequences and
single frames, it is easy to install and to operate and is small (PALM type).

In order to minimize the size of the measurement setup a NoteBook laptop
can be used.

3 Acoustic Properties of the Tongue

The tongue (lingua in Latin) is a muscular organ covered with mucous that, with
the jaws closed, fills almost completely the oral cavity proper. It is a largely
movable organ due to which it plays an important role both in speech and
while in chewing and swallowing [8]. The ultrasonic image of the tongue consists
of spots visualized in the gray scale and forming edges (Fig.2). The brightest
white line is made of echoes reflected from the air just above the tongue sur-
face. What is visualized the most precisely are the edges perpendicular to the
ultrasonic beam because they reflect the totality of the beam rays in the di-
rection of the transmitting-receiving probe, whereas oblique or parallel edges
direct the reflected beam beyond the probe. The edges of soft tissues are un-
even and therefore they reflect the ultrasonic wave in many directions. Most
tongue edges reflect the ultrasonic wave well enough to obtain measurable am-
plitude of the returning echo. And yet the tongue has many features diminishing
the ultrasonic wave propagation. The tongue muscles have a digitate structure
[8] forming mini-surfaces scattering the sound in the direction from the beam
axis both in the penetrating pulse and the returning pulse. Sound dissipation is
caused also by the fat included in the tongue volume. Humidity influences the
improvement of the ultrasonic wave propagation and the quality of the visual-
ized surfaces. Since the tongue has an irregular surface, when it is covered with
saliva it becomes smoother and better reflects the beam.

Different tongues are visualized by means of USG with different quality. Light
and lean tongues are better visualized because they contain less fat. Tongues
of young people are visualized better than the tongues of elderly people also
because of the fat content. Moreover, there is more humidity in the mouths
of young people. The best quality of images is obtained for flat and delicately
curved tongue surfaces. Because of the ultrasonographs’ imaging resolution in
time that is 30Hz (30 frames per second) fast movements of the tongue, such
as stops, clicks and slight hits are not completely visualized and they should be
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a) b) c)

Fig. 2. Ultrasonic image of longitudinal cross-section of tongue obtained while articu-
lating vowel: a) ”a”, b) ”e”, c) ”u”; on the left shadow of teeth is visible, on the right
- shadow of hyoid bone [3]

measured a number of times so as to get better results by averaging or adding
outlines [4].

The tissue-air surface above the tongue reflects over 99% of the wave falling
upon it, and that is why the palate is usually invisible in USG images. A similar
result in the longitudinal cross-section image is caused by the mandible and the
hyoid bone that dissipate the ultrasonic wave before it reaches the tongue surface
thus interfering the image in the form of acoustic shadow (black area (Fig.2))
[3]. In the case when the tongue adheres to the palate it is possible to visualize
the bottom of the nasal cavity. When the shape of the tongue is hollow (has the
shape of an open channel), its middle part is situated lower than its lateral parts,
and then obtaining a false USG image is possible (longitudinal cross-section) in
the shape of visualizing both the side edge and the middle edge. The reason for
these artefacts is the finite lateral resolution of the ultrasonic probe - the beam
embraces both edges simultaneously.

4 Computer Visualization

In order to computer-visualize the tongue shape changes in the process of speech
vowels articulation on the basis of ultrasonograms, an application was elabo-
rated in the object software language C# (C sharp). The main options of the
software render possible a connection with the device capturing the image from
USG and a real-time visualization, downloading files with images and video se-
quences, downloading patterns with descriptive information, and going over to
the filtration and edition option for images or video sequences. The analyzed
image (downloaded or captured from the ultrasonograph) can be immediately
compared with patterns, filtered and edited. The menu enables the recording of
static images (single frames) and the recording, playback, rewinding and stop-
ping of video sequences. In the database of patterns images and video sequences
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recorded for a few speakers pronouncing different speech vowels are stored [3].
The following information is stored with the pattern recorded in a graphic or
video file: pronounced speech vowel or word, the data of the user who prepared
the pattern, the pattern production date, the pattern production ultrasono-
graph type, the imaging USG probe type, the probe placement (longitudinal or
transverse).

The image filtration option allows us to select one of three filters and set up
its operation threshold pointing the starting level of image filtration. Sharpening
the outlines and manual graphic edition are also possible. In the case of video
sequences, image sharpening and filtration are done with the same settings for all
frames. In this case the image edition is not available. In the elaborated software
what was chosen and implemented were the algorithms of three different image
filters: the nine-pixel filter, the simple gradient and the Roberts gradient [9].

The essence of the nine-pixel filter is a square window measuring 3 x 3 pixels
with a distinguished coordinates center (x, y) in relation to the image filtered.
The window is shifted is such a way that each pixel is at a certain step the
distinguished pixel. A certain coefficient is ascribed to each pixel of the window
in the way shown in Fig.3.

Fig. 3. Window coefficient of nine-pixel filter

The sum of all coefficients is 1, and their values are usually assumed to be
the same that is wij = 1/9. The brightness of the image pixel with coordinates
(x, y) is calculated as the average weighed according to the coefficients wij :

L′(x, y) =
1∑

i=−1

1∑
j=−1

w(i, j)L(x + i, y + j) (1)

The simple gradient uses the differential method of image transformation. For
a given function of two variables L(x, y) the simple gradient is a vector function
described by the following equation:

−→
G(x, y) =

⎡⎣ ∂L
∂x

∂L
∂y

⎤⎦ (2)

The function gradient marks the direction of the largest change (rise) of the
function value. In order to filter the image a modulus of this vector is used,
defined by the following equation:
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|−→G(x, y)| =

√(
∂L

∂x

)2

+
(

∂L

∂y

)2

(3)

For a digital image, the total differentials can be with good approximation
replaced with ordinary differences:

|−→G(x, y)| =
√

(L(x, y) − L(x + 1, y))2 + (L(x, y) − L(x, y + 1))2 (4)

Similar effects are obtained by using the absolute value without squaring and
extraction of roots:

|−→G (x, y)| ∼= |(L(x, y) − L(x + 1, y))|+ |(L(x, y) − L(x, y + 1))| (5)

Fig.4 shows the principle of calculating the simple gradient.

Fig. 4. Principle of calculating simple gradient

Image filtration using the Roberts gradient consists in cross-calculating the
difference according to the equation:

|−→G(x, y)| =
√

(L(x, y) − L(x + 1, y + 1))2 + (L(x + 1, y)− L(x, y + 1))2 (6)

or analogically as in the case of the simple gradient:

|−→G (x, y)| ∼= |(L(x, y) − L(x + 1, y + 1))| + |(L(x + 1, y)− L(x, y + 1))| (7)

The principle of calculating the Roberts gradient is shown in Fig.5.

Fig. 5. Principle of calculating Roberts gradient

Fig.6 shows a comparison of filtration results of an example of USG image
of the tongue outline using the simple gradient, the Roberts gradient and the
nine-pixel filter.

What results from the comparison is that the simple gradient and the Roberts
gradient produce similar results (compare Fig.6b and Fig.6c). Fig.6d shows the
image after filtering by means of the nine-pixel filter with a set up low filtration
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a) b) c) d) e)

Fig. 6. Utrasonic tongue outline image while pronouncing correctly vowel ”a”: a)
original, b) after filtering by means of simple gradient, c) after filtering by means of
Roberts gradient, d) after filtering by means of nine-pixel filter for low level of filtration,
e) after filtering by means of nine-pixel filter for high level of filtration

level, the same as for gradient filters. When a higher level for which the nine-
pixel filter produces the best results is set (Fig.6e), gradient filters do not work
any more.

A simple edition of the image available in the elaborated application allows
us to manually add black or white pixels or areas. In the case then after fil-
tration what is visible apart from the tongue outline are interferences in the
shape of white spots, they can be removed this way. Adding white areas enables
supplementing the discontinuities in the tongue contour.

The option of comparing images with the pattern allows us to superpose as
well as to shift and scale the tongue contour; the image from the ultrasonograph
may have a size different than the shape recorded in the database.

5 Conclusions

The elaborated laboratory setup allows us to computer-visualize and follow in
real time the changes of the tongue shape in the process of vowel articulation,
thus providing a visual feedback with the speaker. Depending on the way the
probe is set up it is possible to obtain longitudinal cross-sections or transverse
cross-sections. Using a presentation of TM type (time motion), it is also possible
to image in the speech process selected points of the tongue surface in time.

The best results of the tongue contour extraction from the USG image were
obtained by means of the simple nine-pixel filter.

The extension of the software by adding possibilities of recording and visual-
izing waveforms of a speech sound and its characteristic features is planned.
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Summary. Paper is related to biometrics image compression (finger print and iris
images) and refers to the earlier works related to the use of the interferometry images
in non touch measurement techniques. The finger prints fringes have similar periodic
nature similar to interfered waves, thus we applied a special kind of base functions
to perform compression of exemplary images. The second stage of the paper deals
with the iris decomposition i.e. a hybrid of Canny Edge detector stage and a Circular
Hough Transform to establish iris boundaries and data encryption-compression by
Gabor wavelets functions. To ensure correctness of the investigations - comparison to
real criminals fingerprint database - searching and recognition case - has been tested.
Eventually the comparison of iris templates on exemplary human eye datasets has been
presented too.

1 Introduction

Image processing in general is used for two somewhat different purposes: improv-
ing visual appearance of images to a human viewer, secondly preparing images
for measurement of features present[1]. Theoretical foundations of the wavelet
transform has been already given by Gabor in 1945, but the practical application
started since the end of 80-ties. The example of established standard for Federal
Bureau of Investigation - based on the wavelet transform system for collection
and compression of criminal′s fingerprints is the famous one. Taking into account
in particular criminal database resides information about 2 mln persons, i.e. 20
mln images 0.8 MB of uncompressed size each, the efforts to decrease the size of
the archives is the corner stone of this issue Performance of the present police
systems regarding compression ratio CR is about 20. In the first stage of this
paper we are trying to use modified Hsieh wavelet to attain compression ratio
CR > 20, while still preserving unique personal features in the image, called also
as minuties. The clue of the wavelet transform is the assumptions about base
function ϕ also referred to as mother wavelet, which makes us able to realize
dilations and translations[2]. For fixed values of j and k the mother wavelet may
be rewritten as follows:

ϕjk(x) = const · ϕ (2jx− k
)

(1)
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The const value which makes the above equation true equals 2j/2. Two consec-
utive wavelets from two adjacent scales can be written as a linear convolution
of the mother wave and scaling factors h(k).

ϕj+1,k(x) =
∑

k

h(k)
√

2ϕjk(2x − k) (2)

where the set of factors h(k) may be also referred to as a highpass filter.

h(k)
def=
〈
ϕ(x),

√
2ϕ(2x − k)

〉
(3)

By following k-modulation:

g(k) = (−1)kh(1 − k) (4)

a set of factors g(k) i.e. a lowpass filter, may be obtained. The orthonormal basis
ψ(x) is eventually obtained by the use of another convolution of g(k) with ϕ(x):

ψ(x) =
∑

k

g(k)
√

2ϕ(2x − k) (5)

It is worth noting that the splitting of the image causes the decreasing by half the
resolution of the consecutive slides. To solve this problem we used the mutation
of this transform. In general, the rule of the growing scale has been transferred
to the length of the used filter mask. In the investigations we used two Jun-wei
Hsieh wavelets[3] described with coefficient as shown below.

Table 1. Coefficients of Hsieh wavelet h(k)

h(1) h(2) h(3) h(4) h(5)
1.909686 1.215350 0.344036 0.122197 0.028610

With those assumptions, we did discrete wavelet transform on the set images
received from Criminal Laboratory.

2 Experiments with Fingerprints

Starting with thresholding method it might be noticed, the J level signal decom-
position (particularly our 2-D images) the number of wavelet coefficients with
significant energy is small (due to the relatively large fringes correlation). Thus
the losses of energy in a sense of image unique personal details might be repre-
sented with smaller number of coefficients. Thus the idea of thresholding wavelet
coefficients is a way of cleaning out unimportant details considered to be noise.
The relation of signal energy with the square of its norm L2 and the wavelets
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coefficients defines Parseval’s theorem[4] which is also valid for the wavelets ex-
tending. Upon one dimensional representation of signal with orthonormal base
{Ψmn} this formula becomes:∑

m,n∈Z

|(Ψmn, f)|2 = ‖f‖2
, f ∈ L2 (R) (6)

Although there exists many more or less sophisticated methods of thresholding
the two methods can be distinguished i.e. soft and hard eliminations respectively.
The thresholding example of signal x (t) = t with fixed level δ we can rewrite in
the following formula:

ymk (t) =
{

x (t) , |x (t)| > δ
0, |x (t)| ≤ δ

soft thresholding (7)

ytw (t) =
{

sign (x (t)) (|x (t)| − δ) , |x (t)| > δ
0, |x (t)| ≤ δ

hard limited thresholding

(8)
With the use of graphic presentation both methods acts with the similar man-
ner (see Fig. 1). From the left side, input signal, hard-thresholding method, in
the center results of hard thresholding, left side soft thresholding. The second

Fig. 1. Threshold mechanism

step while applying this procedure is the choice of a threshold. The consecutive
sections briefly discuss chosen method of threshold selection. Donoho and Jon-
ston proposed the estimation of threshold λ based on the formula: Output: if xn

denotes standard normal random variables, then we can define:

An =
{

max
i=1,...,n

|xi| ≤
√

2 logn

}
(9)

Also:
πn = P (An) → 0 when n →∞ (10)

In addition, if

Bn (t) =
{

max
i=1,...,n

|xi| > t +
√

2 logn

}
(11)
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then P (Bn (t)) < e
−t2
2 . Eventually, upon this assumption following universal

threshold λ might be established:

λ =
√

2 logn
∧
σ (12)

where
∧
σ the standard estimator of normal noise sequence of a given size.

One may notice, that reduction of coefficients in this method has qualita-
tive rather than quantitative meaning. The all dactyloscopic materials has been
kindly facilitated by Criminals Laboratory of Police Headquarters[5]. Taking
into considerations the whole images archivised by a system for fingerprints ac-
quisition and processing ecompasses strictly defined parameters, so we accepted
following assumptions for the input images: size: 512x512 pixels, color map:
RGB, resolution: 500 dpi, format of data: *.raw, the capacity in each channel: 8
bit per RGB.

The investigations have been done on the set 50 randomly chosen fingerprints
imagesof anonymous persons. Each file we coded with discrete wavelet transform
using 5-type Hsieh wavelet and hard thresholding method, assuming compression
ratio coefficient CR at rates x20, x33, x100. After that procedure we performed
inverse transformation. Resulting images has been shown below. All images in-
cluded in the test, even with the highest compression ratio were successfully
detected/recognized with the use of AFIS system (almost all minuties localized
properly, i.e. the probability fingerprint belong to its owner greater than 95%).

Fig. 2. Original image a), for CR = 20 b), for CR = 33 c), for CR = 100 d)

3 Iris Data Preprocessing

Although there are already several examples of elaborated working systems with
iris recognition the extraction of biometric individuals persists corner stone of
this kind data processing. The only most discriminating information present in
an iris must be extracted[6], which in fact denotes a kind of data mining and
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usually its encoding-compression. Basically the iris is the most visible part of
the human eye and its recognition consists of several main steps: image acqui-
sition, image preprocessing, iris localizing, building template, iris matching. An
important and most difficult step of an iris recognition system is image acqui-
sition. Since iris is small in size and differs in colors, it is difficult to acquire
good images for analysis using the standard devices. Taking this into considera-
tion at this stage of investigation we have already used digitized data from two
databases MMU Iris Database and Sabanci University from Istanbul (it seems
that lack of iris data for algorithm testing is a main obstacle to research on iris
recognition). Each person has a unique iris, moreover the difference even exists
between identical ”one egg twins” and between their left and right eye. Perform-
ing the early first stage of iris pattern matching we are supposed to detect the
part of the image that extends from inside the limbus (the border between the
sclera and the iris) to the outside of the pupil. We start by determining the outer
edge by employing Canny edge detection to generate an edge map. Smoothing
module has been attained by formula:

gσ (x, y) =
1

2πσ2 e

(
−x2+y2

2σ2

)
(13)

where σ denotes standard deviation, x, y – kernel coordinates respectively. Gra-
dients were biased in the vertical direction for the outer iris-sclera boundary, as
proposed by Wildes. The edge operator has been set to the default threshold
value given by Matlab environment. The exemplary results have been given at
the Fig. 3.

Fig. 3. Edge relief map obtained with Canny kernel, input image, a) both directions,
b)- vertical and c)- horizontal respectively

With this map of edges the procedure of Hough transform - a circular version
has been performed. Two examples depicted on the Fig. 4 represent proper and
improper circles extraction. At this stage of computations we supposed there is a
very tight correlation between the technical quality and acquisition conditions of
the input images (pupil dilation, varying levels of illumination) with correctness
of the algorithm (pointers to the next stage of investigation). The tolerance of
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Fig. 4. The examples of proper and improper results obtained from the Hough module

the radius required to preserve enough small Hough space - i.e. computational
complexity acts contrary to the flexibility of a program.

At the next part of computations we applied the homogenous rubber sheet
model proposed by Daugman which is also referred to as Log-polar transform -
procedure used for object enrollment - called also the contour detection proce-
dure. The model translates all iris points to adjacent pairs of polar coordinates
(r,Θ), where r belongs to the interval [0,1] and Θ is angle in range [0,2π] see
Fig. 5. Generally the transition from Cartesian coordinates to non-concentric
area is denoted as:

I (x (r, Θ) , y (r, Θ)) → I (r, Θ) (14)

where: x(r,Θ) and y(r,Θ) are the coordinates corresponding to the p-pupil and
s-iris boundaries respectively:

x (r, Θ) = (1− r)xp (Θ) + rxs (Θ) (15)

y (r, Θ) = (1− r) yp (Θ) + rys (Θ) (16)

Fig. 5. Transition: Cartesians plane → polar plane

Although in this type of the homogeneous rubber model, the size of the pupil
might be compensated by the uniformly discreetised radius there is still weak-
ness caused by rotational inconsistence (head shifts and rotation). In case of
irregular objects, the angle independence might be achieved by computation of
its minimum moment axis - unfortunately it can not be applied with the iris
(the infinitive number of symmetry axis - perhaps it might be bypassed with the
line fixed on two points of eyelids junction).
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4 Building Template and Iris Matching

In order to provide system with the good accuracy of recognition, the most dis-
criminating information presented in an iris pattern must be extracted. Because
of the different circumstances of the consecutive data acquisitions process, only
the most significant features of the iris have to be encoded-compressed. That
is why Daugman used ”demodulation process” of log-Gabor filter to attain the
most significant information from an iris. In polar form it might be written:

H(r, Θ) = eiω(Θ−Θ0)e−(r−r0)2/α2
eiω(Θ−Θ0)2/β2

(17)

where α, β specifies its width and length, with bandwidth independent mutation:

G (f) = exp

(
− (log (f/f0))

2

2 (log (σ/f0))
2

)
(18)

where f0 denotes middle frequency, and σ gives the band width of the filter.
We applied the simple measurement of two binary vector location based on the
Hamming Distance:

HD =
1

X ‘
j ∩ Y ‘

j

N∑
j=1

Xj ⊗ Yj ∩ X ‘
j ∩ Y ‘

j (19)

where: X and Y binary features vectors of adjacent iris images.
Table 2 encompasses HD distances between four irises and consecutive ten

eyes from image database. Assuming the intensity structure of the input images,

Table 2. Hamming distance measurement on exemplary four eyes

Nr hd1 hd2 hd3 hd4
1. 0,4205 0,4205 0,2833 0,1532
2. 0,3644 0,2789 0,1071 0,2674
3. 0,3780 0,4622 0,3939 0,1341
4. 0,3364 0,3788 0,1818 0,3350
5. 0,3235 0,2800 0,1458 0,1364
6. 0,4701 0,4316 0,3438 0,2682
7. 0,2131 0,3889 0,2937 0,3620
8. 0,4444 0,2857 0,3929 0,2891
9. 0,4239 0,3821 0,1087 0,3621
10. 0,3411 0,4092 0,1667 0,2090

real valued (regarding Matlab image containers) i.e. <20x240 double>, the out-
put feature vector is <20x480 1b> each element the compression ratio CR can
be estimated as:

CR =
INsize

OUTsize
≈ 44 (20)

The area pointed by INsize covers only the polar plane points and do not en-
compasses the rest pixels of the image.
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5 Conclusion

The observation made while performing computation with fingerprints and irises
are as follow:

• iris patterns possess a high degree of randomness,
• the entropy of the irises images surpasses that of finger prints,
• because of the higher entropy irises might be compressed with higher CR,
• more than double higher compression in iris case ensure better results than

processing of fingerprint fringes,
• irises patterns are stable since 7th month of gestation throughout life,

Although the method has good efficiency of humans recognition, there still exist
several disadvantages:

• the iris is a small target (1 cm) to acquire from a distance (1 m),
• illumination should not be visible or bright and it could be difficult to fulfill

this requirement in real measurement device.
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Summary. Orthodontic diagnosis uses the information obtained by different imag-
ing modalities, but routine diagnosis of simple cases still relies on the orthopantomo-
gram, the lateral cephalogram, planar photographs and dental cast models. The article
presents a method of virtual registration of 3D photographs (3D facial scans) with
digital dental models. By deriving the idea from old gnathostatic models we explain
the registration process with the use of registration objects - an equivalent of the tra-
ditional facial arch. Potential use of such registration to create a standardized patient
dataset is discussed, in order to integrate the analysis of facial and dental models.

1 Introduction

Orthodontics is a branch of medicine dealing with the occlusion of the teeth
and the function of the masticatory system, and strongly connected with facial
aesthetics. To evaluate the geometry of the craniofacial complex, many different
images are used. The choice of imaging technique depends on the kind of disease
or malformation. A planned surgical intervention is a strong indication to per-
form CT scans; analysis of location and development of muscles can be obtained
using MRI; some cases require bi-orthogonal cephalograms, but routine diagno-
sis of simple cases still relies: on the lateral cephalogram, planar photographs
and dental cast models. This quite considerable amount of image data should be
associated together to be exploited in maximum degree and should be properly
stored. The integration of the information brought by all these images into a
common coordinate system is a major challenge, all the more as new imaging
techniques are being introduced [6, 7]. One of such relatively new noninvasive
imaging techniques is laser scanning [5], which can be used to obtain 3D patient
data. Using visible light, this technique is able to digitize external surfaces of real
persons and objects. The present article shows the possibilities of applying the
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laser scanning technique to create an integrated standard patient image dataset
composed of 3D photograph, digital dental model and lateral cephalogram.

2 3D Photograph and Facial Feature Analysis

2.1 Traditional Examination

The analysis of facial features is a basic examination that is prerequisite for the
differential diagnosis of craniofacial malformation, for the choice of therapeutic
management method and for the evaluation of treatment results [8]. Usually, the
examination is carried out on the patient positioned in standardized conditions,
looking at his face from front and from both sides. Additionally, persons with
intensified malformation and asymmetric configuration of facial soft tissues are
examined in some local areas, such as the body of the mandible, the base of the
nose, or the lip areas.

2.2 3D Surface Scanning System

The analysis using photographic method is subject to artefacts and errors re-
sulting from using 2D representations of 3D real structures. The photograph is
a projection of 3D structures of the head upon a single plane of the film. Except
for a few structures of interest which lie in the plane parallel to the plane of
the film, it is impossible to make accurate 2D measurements on photographs,
because the structures in planes lying at different distances from camera are en-
larged differently. A high-resolution, repeatable surface data acquisition can be
obtained scanning the external surfaces by means of laserlight triangulation de-
vices. Laser surface scanning is common in industry and can be used in medicine
after assuring the proper conditions for scanning patients[1, 13]. Our 3d head
scanning system consists of a KonicaMinolta Vivid 9i 3D scanner moving around
the patient and a special chair with a headrest, that prevents breathing-related
movement of the patient’s head and stabilizes it during the examination. (fig. 1)
The scanner can only scan those surfaces which are visible from a given view-
point. In order to acquire the entire relevant surface of the head it must move
around the patient. The scans should be merged together after being brought into
register (transformed into a common coordinate system). Most of the process-
ing was done using the RapidForm software environment by InUs Technologies
[9]. The determination of scanning parameters and rules for merging scans from
different viewpoints are described in detail in [13].

2.3 Facial Feature Analysis

The first advantage of using 3D head scans is the possibility to repeat the classic
examination procedure at any time, viewing the stored 3D model from any di-
rection (fig. 2), to determine the reference planes and axes of rotation, and then
to rotate surfaces by a chosen angular step. Metric analysis of facial asymmetries
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Fig. 1. Left to right: Scanning a person with the VI-9i; eight viewpoints for an allround
image; scanning a dental model

Fig. 2. Evaluating facial symmetry. Note how various aspects of the patient’s malfor-
mity become visible in different positions.

is also made easier by having a digital model, where the differences in position
or size of corresponding features on the left and right side of the face can be
measured relative to a fixed coordinate system [12, 3].

3 Analysis of Dental Models

The plaster models used in orthodontics are positive ones, produced by casting
plaster into dental impressions. Impressions are taken in the patient’s mouth
using impression material, which can transit from gel into elasticsolid state. The
plaster model allows the practitioner to look on the dentition, palate, gums, and
their relation to each other from different positions without tiring the patient.
Viewing is useful for descriptive analysis. But clinicians also use metric analyses,
measuring such parameters as tooth width, depth of palate vault, and relative
position of teeth [8].

3.1 Dental Model Digitization

A number of techniques exist to digitize dental models. One quite popular ap-
proach is to physically cut thin slices off the model and take photographs of the
successive cross-sections uncovered by each slice. While relatively successful, this
method destroys the model and is time consuming.
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3.2 Our Technique for Scanning the Models and Bringing Them
into Register

Like Kuroda [4], we use a 3D laser scanner and a turntable to obtain all-round
3D images of dental plaster models. The models of the upper and lower dental
arch are scanned jointly (in occlusal position) as well as separately. The joint
scan is not directly relevant to diagnosis, but it allows the separate shapes of the
two models to be matched. In practice, we found that the joint scan requires less
cleanup processing than the two separate models which will be used for precise
measurements. Each separate model is scanned in two positions. It is placed
on the rotary table upright (standing on the rear cutoff plane, with the front
teeth on top) and flat (palatal or lingual cutoff plane on the table, teeth on top).
By using the joint scan as a reference, the two models can be put in register
and stored as separate 3D shells whose relative position mimics the patient’s
occlusion. (fig. 3)

Fig. 3. Left to right: scan of upper model, of lower model, joint scan, the two separate
scans combined and cut (virtually) to expose internal detail

4 Relating the Models to Outer Scans of the Patient’s
Face and Head

Both 3D photograph and scans of cast models can be acquired quite easily. But
the potential for analysis will dramatically increase when the relation between
them is known. Two objects can be brought into register when they have some
known common parts. Those parts can be the basis for regional registration.
The task of the registration is to find a transformation which minimizes the
distances between corresponding points (Iterative Closest Point algorithms [10])
or features of both objects. The task however is much more difficult when there
is no common region between the objects, as is the case here.

One approach [14] used an X-ray image of both structures (lateral cephalo-
grams) for this purpose. First, they identify the patient’s profile on the cephalo-
gram and match the 3D scan of the face to it. Then, based on feature points, they
position the dental model relative to the cephalogram. This approach requires a
precise knowledge of the projection conditions in the X-ray device, which is not
always available.

The patient’s teeth, in the occlusal position, can be scanned if the patient is
asked to grin or if cheek retractors are used to pull the lips and cheeks aside as
far as possible. This would yield a 3D image of much of the outer surface of the
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teeth as well as the face. However, such scans are not the best way to put the
shapes of teeth and of the face in register. Grinning, and especially retracting
cheeks mechanically, leads to significant distortion of large areas of the facial soft
tissues, and their scanned representation is impossible to match to a 3D image of
the same face at rest. Moreover, tooth enamel has a high refractive index and a
certain degree of translucency, which makes teeth very difficult to scan reliably.

We propose to use a facial arch to put the 3D images of the plaster models in
register with outer facial scans. A facial arch (fig. 4)is a structure that consists
of three parts:

- a wax bite (soft malleable body fitting between the patient’s teeth without
interfering with the occlusion)

- a flat, narrow rigid member protruding outwards between the patient’s closed
lips;

- a crescent-shaped plate providing a stable geometric reference outside of the
patient’s mouth.

Simon [8] used similar devices, in the early 20th century, to mechanically
reproduce the position of the teeth relative to facial landmarks. This position
could then be transferred to a device called an articulator, where the movements
at the temporomandibular joints was simulated by a set of gimbals. Alternately,
the mechanical bearings (with some additional sliding supports) could be used
to position the dental models inside the mouth of a plaster model of the patient’s
head.

Fig. 4. Facial arch. Left to right: arch with wax bite removed; pair of dental models
and arch with bite attached; arch inserted between models.

In the present work, we have tested the possibility to achieve a similar repro-
duction of position (of teeth relative to the face) by digital means. At this stage,
we did not attempt to imitate movement.

Therefore to bring into register two structures which do not share such a
common part, a third structure can be used which does have a common part
with each of them.

By putting the facial arch into the patient’s mouth and then - without mod-
ifying the shape of the wax bite - between the two plaster models, the plate of
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Fig. 5. Scan of the two cast models, first without, then with facial arch, a scan of the
patient’s face first without, then with the same arch, and the final 3D image of face
with the teeth inside and in register. White letters indicate matching areas.

the arch can be used as a common reference structure to put the models and
the face in register (fig. 5). The different 3D images are related to each other as
follows:

- A–A Scanning the plaster models with the arch inserted identifies the relation
between the models (seen as one block) and the crescent of the arch.

- C–C The undistorted region of the eyes and forehead yields the relation
between the 3D photograph and the crescent of the arch.

- B–B The positions of the arch can be aligned. The plaster models can be
positioned, virtually, inside the undisturbed face. This technique amounts to
a digital equivalent of Simon’s mechanical devices.

5 Case Study

Our Patient, A.N. had a malocclusion characterized by 3D changes in teeth po-
sitioning, deviation of midline, oblique occlusal plane. The analysis of width of
upper and lower anterior teeth showed good proportions. The analysis of up-
per arch geometry revealed serious constriction. The state of the periodontium
(gums) didn’t allow the arch to be widened by tipping the teeth. Further anal-
ysis was made on cephalograms (X-rays). The position and inclination of the
jaws were nearly correct in the lateral projection, but the upper incisors were
proclined and the lower retroclined. The posterio-anterior cephalogram analysis
showed a canting of the maxilla and maxilla displacement towards right. The
same results were obtained through analysis of the digitized dental models, and
through analysis of digitized models positioned in face scans. The position and
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Fig. 6. Measurements based on scans of plaster models and face

inclination of palate and canting of occlusion plane were also determined, as well
as the inclination of dental crowns in relation to the face (fig. 6).

Obtaining the same results from radiological imagery and by using only laser
scans (of face and models) means that now there is a possibility to obtain some
data without using the invasive technique of X-rays. It is important because
an optical technique can be used frequently and indefinitely, whereas the use of
X-ray techniques must be limited. Of course, some data can only be obtained
trough the use of X-rays, but the possibility of viewing, making crosssection of
dentition and face, and manipulating in 3 dimensions, gives the orthodontists a
quite new set of data.

6 Conclusions

Orthodontists need to acquire and store information about the shape of their pa-
tient’s faces and dentitions. Porting this information from traditional media like
photography and plaster castings to 3D digital model has a number of advan-
tages. The data can be integrated into a common coordinate system, providing
the practitioner with a new quality of diagnostic imaging. Using laser scans only
(and not X-ray techniques) to bring the various 3D data into register will allow
this approach to be used routinely without exposing the patient to unnecessary
doses of radiation. The practitioner will also benefit from the usual advantages of
digital information processing: ease of storage, access and transmission, versatile
presentation, automatic or semiautomatic quantitative evaluation and reporting.
Of particular interest is the possibility to compare large sets of data represent-
ing many patients and/or many different points in time, to define standards and
identify patterns. Future work can reproduce, numerically, another of Simon’s
inventions, the articulator and model-based kinetic analysis. Mandible kinetics is
already being measured directly on the patient by electronic motion capture de-
vices (ultrasound or inductive), but simulating masticatory function on a digital
model will help predict the functional impact of treatment.
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Summary. The paper introduces some clinical experiments on 250 patients suffering
from neurological diseases. Among them: 117 patients with motor disturbances and
42 with hemiparetic syndrome of the disease; majority cases after cerebral stroke.
Next 52 cases were affected by acute sciatic neuralgia, 23 patients with recognition
of Parkinson disease symptoms. The control group consisted of 16 healthy adults of
medical staff. The subjects were examined by pedobarographic equipment; Parotec
System for Windows (PSW) [1]. On these observations some recommendations were
found; for further development of computer supported diagnostics system.

1 Introduction

The gait abnormalities caused by neurological disorders are visible in patients’
investigations remarkable different from physiological evidences [2]. The intro-
duced investigations were carried out for several factors of motor disturbances,
as:

– posture descriptors and body balance evidences,
– time-range norms with the gait length measures,
– footprint maps on standing (static) and walking (dynamic) cycles.

They were strongly needed for automatic conclusions system currently under
development [3], [4]. In neurological diseases clinical diagnosis practices, the
traditional investigations are not satisfying enough. Mainly, for specific char-
acteristics, observable in complex disorders, as early Parkinson’s disease states.
Majority of them can be classified by means of gait characteristics analysis [5],
[6]. Till now none of these gait disturbances classifiers have been investigated
under electronic equipment implementation. The gait classifiers give the user di-
agnosis aims, therapy control (rehabilitation and pharmacotherapy [7]) and the
disease level judgment.

For example, traditionally applied measures for a stroke level recognition (the
Scandinavian Neurological Stroke Scale) are too general for putting any proper
diagnosis. They are assigned by five points scale only, as:

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 653–662, 2007.
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– 12 points, for patient able to go through a distance of 5 m; without any help,
– 9 points, for patient able to walk with an equipment support,
– 6 points, for patient supported by somebody,
– 3 points, for patient sitting without any help of the equipment,
– 0 points. for patient laying in bed or sitting in invalid-chair.

The Expanded Disability Status Scale (EDSS) examination also describes some
neurological disorders, traditionally used for neurological disease level assign-
ment. It can explain the patient’s ability of passing the distance, without stop-
ping and with or without any support (as a stick). These classes are too far from
any statement and for medical treatment recommendations.

2 Some Motor Disturbances Visible in Neurological
Disease

Foot is working as a part of complex mechanism, reacting as shock absorber,
of dynamic changes and motor actions, moving the body onto its specific tra-
jectories. In classical diagnostics on gait characteristics analysis, appointed by
Mumenthaler’s investigations [6], [9] several classes of gait disorders were ap-
pointed:

(a) Paraspastic gait: with a straight shin, trailed feet on a floor with exter-
nal rotation; visible in multiple sclerosis, cerebrovascular disease and spinal
trauma.

(b)Hypokinetic gait: with short steps, limbs placed slowly and irregularly; visible
in Parkinson’s disease, cerebrovascular disease, depressions or catatonia.

(c) Dystonic gait: with irregular and involuntary movement; visible in every step
phases of Atetosis, baliom, torsial dystonia and in levodopa.

(d)Atactic gait: with abnormal co-ordinations, patient strikes limbs that cause
disorders of body balance, gait on wide basis (”as sailor”; visible in polyneu-
ropathies, intoxications, cerebellar syndrome; ex. in multiple sclerosis).

(e) Gait in muscular paresis:
– Hemiparesis, with an affected limb remarkable overloaded, the gait is

hedgehopping, an affected limb is erected in knee, stick is kept at not
affected limb side; visible in strokes, after cranio-cerebral injuries, in mul-
tiple sclerosis.

– Isolated, peripheral paresis of foot-muscles rectifier producing ”unilateral
wading gait”; visible in paralysis of a peroneus nerve in lumbar discopa-
thy; spinal muscular athrophy.

– Bilateral peripheral paresis of a foot-muscles rectifier producing ”bilateral
wading gait”; visible in: polyneuropathies, Charcot- Marie- Tooths disease
and spinal muscular athrophy.

– Paresis of knee muscles rectifiers, with flattened affected limb; observed
in paralysis of femoral nerve, with bilateral symptoms in myopathies or
polymiositis.

– Paresis of hip adductors: producing disturbances in pelvis’s stabilisation,
with horizontal position of walking.
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In the above neurological diseases, the appointed gait characteristic features are
observable allowing gait abnormalities recognition and classification.

3 The Motor Disturbances Measure

The above gait disorders list, define the introduced explorations subjects, ex-
tracting data from the records gathered by pedobarographic data recorder
Parotec System for Windows (PSW) [8], [9]. The neurological diseases are dis-
cussed within the same data units.

Characteristic Features of Gait Diagrams

The static data distribution of the PSW physiological records corresponds with
symmetrical load distribution, i.e. comparable load on both feet.

The gravity centres are located in the middle of a support zone of feet. They
show the measures of the body centre dislocation, between both limbs; illustrat-
ing the diseases, as:

– a one-sided overload or lateral load,
– an unstable posture disturbing the body balance (postural instability).

Fig. 1. An example of patient’s body balance disturbances

In Fig. 1 an example of remarkable body balance disturbances is presented.
The patient’s body centre is balancing into his right limb, used for supporting
assistance and stabilisation. The body weight centre moves into one side of the
body; to the overloaded limb.

Etiology: this characteristic feature was notified for cerebellar lesions, affection
of vestibular system, myelosis funicularisa and Parkinson disease.

The Data Interfaces

The static data in Fig. 1, describes the body load distribution, where visualisa-
tion interfaces provide the user with:
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– the body load transfer measure from back to front side of a foot and between
left / right limbs (in standing),

– pressure distribution characteristics, for three zones of a foot (heel, front,
metatarsus) and a body load movement visualisation, for both limbs (in
walking cycle).

In majority cases the static map of a load distribution allows recognise the early
state of the disease. The load rotation (body balancing) in standing position
suggests neurological reasons of the observed disorders (also Fig. 1).

A static visualisation indicates one-sided load location; at the more affected
limb. The pressure load location may also assign the patient’s trunk leaning
directions; towards suggests the Parkinson’s disease symptoms.

In Fig. 2 a large left-sided hemiparesis case, after a brain stroke, is presented.

Fig. 2. A large left-sided hemiparesis after a brain stroke

The 98% of a body weight is carried by the left; an affected limb, with 56%
of the load, concentrated within a heel region. The right limb is used for walk
assistance only (with 2% of the body weight). The scale of the load transition
corresponds strictly with the paresis intensity.

Fig. 3. A case with right-sided Parkinson’s disease
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In Fig. 3 a static footprint of a right-sided Parkinson’s disease case was in-
troduced. A distinct lateralisation of a body weight and gravity centre, into the
left side, was noticed. In majority cases a heel region is burdened, independently
from the affected limb.

An example data record, of right-sided sciatic neuralgia is shown in Fig 4. A
higher load in a heel zone, on an affected limb with lateralisation on a side of
healthy limb was recorded. The burdened limb (in sciatic neuralgia) has relations
to convexity of scoliosis.

Fig. 4. A case of a right-sided sciatic neuralgia

Some Dynamic Measures and Characteristics

The limbs movement trajectories correspond with trunk abnormalities (Fig. 5).
The limb load centre point moves behind the support zone.

Fig. 5. The limb movement trajectories illustrations

In a step mode of dynamic data record visualisations same gait time intervals
are visible. In Fig. 6 the example data map was presented, showing some medium
values of a pressure flow.
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Fig. 6. The single step limb movement trajectories

The load centre movement trajectories displacement estimates the muscles
tense, balance disturbances or paresis grade. The foot over load of the above
case is visible on 3D map (Fig. 7).

Fig. 7. The example 3D foot load distribution

Fig. 8. A foot-load time diagrams
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In Fig. 8 time diagrams of the gait load three phases are introduced: start
phase, support phase and push-off phase. The over gone values, above physiology,
have correlations with a pain regions. This option indicates the feet hooking on
a floor, in push off or support phases, by non-burdened feet.

The Body Weight Centre Translocation

The translocation of the body weight centre (gravity point) describes some in-
stabilities observable in: trajectories shape and irregularities, their length and
time relations. Irregular gravity centre displacement indicates a foot floor hook-
ing cases noticed for strokes and a floor contact time elongation, characteristic
for Parkinson’s disease.

In Fig. 9 the dynamic record illustrating the right-sided hemiparesis was pre-
sented. There are visible elongations of trajectories on paresis side (shorter on
not affected side).

Fig. 9. Right-sided hemiparesis after cerebral stroke

Hemiparesis indications: the load centre located on not affected side; in major-
ity cases in metatarsal region, with visible shorter trajectories. The affected limb
is shifted from heel to toes irregularly that is visible as trajectories elongation,
with disturbances at 1st and 2nd step phases.

Parkinson’s disease indications: bilateral fluctuations (tremor) of a load, usu-
ally dominated at one (an affected) side.

Sciatic neuralgia: with irregular and tangled fluctuations of a load (gravity)
centre at the affected body side.

Floor Contact Time and Impulse Relations

The floor contact illustrates values of impulse - bigger on neurologically affected
side; respectively to the pathology level. Similar relations are noticed for impulse
values of foot hitting a floor.
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Fig. 10. The right-sided hemiparesis example impulses

In Fig. 10 the example record with right-sided hemiparesis was presented. The
floor contact time is almost three times bigger on an affected limb with impulse
over seven times bigger at the paresis side.

Hemiparesis: elongation of a step time on the affected limb, with significantly
bigger impulse values, visible on the affected side, in a heel region and on not
affected side, in metatarsus.

Parkinson’s disease: elongation of a floor contact time with impulse increase
on neurologically affected side; the step time longer at the affected limb.

Sciatic neuralgia: elongation of floor contact time with impulse increase at the
affected limb; the step duration time longer for a painful limb.

Phases Time Relations

The average times of start, support and push-off phases are used for step irregu-
larities analysis. The start phase describes initial period, when the complemen-
tary limb is in push-off phase. The support phase shows the body weight going
through the heel and metatarsus.

Fig. 11. The Parkinson’s disease phases example record
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The right-sided lateralisation in Parkinson’s disease has been presented in
Fig. 11. There are noticed some extensions of the start and push-off phases, on
the affected limb side.

Hemiparesis: with variable values of phases relations; the start phase elonga-
tions, shortening of the push-off and overlap phases on the affected limb.

Parkinson’s disease: frequently with elongation of start and support phase on
a side with neurological symptoms.

Sciatic neuralgia: irregular variability of phases’ time relations.

4 Final Conclusion

The above gate descriptors identify the neurological diseases class, although more
automatic recognition techniques are still under consideration. The trajectories
movement illustrates many factors of diagnosis that can also be used for the
disease monitoring, in rehabilitation processes.

The body weight goes into the paresis limb, shifting a load centre into affected
limb. After medical treatment the decrease of muscular strength deficit was
remarkable detected. The load (gravity) centre moved into a central line and
into direction of the healthy limb. The trajectories are longer with diminished
impulse on an affected foot.

On the affected side elongation of a start phase (with burdened heel) and a
support phase (burden on metatarsus) were noticed. The dislocation of a body
gravity centre and body balance disturbances were also clinically investigated
and recognised.

After successful rehabilitation the above values were steadily coming back into
normal ranges.

The sample analysis provided us with very essential conclusions of early
Parkinson’s disease diagnosis. Remarkably useful evaluation of specific pharma-
cotherapy processes were also carried out. The gait disturbances are estimated
within their contribution proportions in final classifications.

The given gait analysis is necessary introduction into further investigations of
automatic conclusions [4], [10] systems development.
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Summary. In this paper we present a computer based approach to analysis of social
interaction experiments for the diagnosis of autism spectrum disorders in young chil-
dren of 6-18 months of age. We apply face detection on videos from a head-mounted
wireless camera to measure the time a child spends looking at people. In-Plane rotation
invariant Face Detection is used to detect faces from the diverse directions of the chil-
dren’s head. Skin color detection is used to render the system more robust to cluttered
environments and to the poor quality of the video recording.

1 Introduction

Early diagnosis of Autism Spectrum Disorders is a central topic of research in
developmental psychology. Several experimental protocols for the diagnosis and
understanding of developmental disorders make use of video footage analysis to
measure such elements as response time, attention changes and social interaction.
However, up to now the analysis of such videos is processed by manually sifting
through video frames and marking timestamps and events by hand. Several
applications exist that help make this marking easier but the process is still
heavily time consuming.

When trying to understand the social interaction abilities of the infant, one
of the most informative cues is to observe whether she looks at the people sur-
ronding her. This can be approximated by detecting faces in the head mounted
video input. Face Detection has been a central research domain in computer
vision for the last decade. Since the introduction of boosted cascades of weak
classifiers[1], face detection has made a leap in terms of speed and performance
and has become a robust tool for a large number of applications. Further works
have improved this method by adding ulterior sets of features such as tilted
Haar-like features[2], Gaussian filters[3] or Local Binary Patterns[4].

In this paper we recorded videos from a wireless camera placed on the head of
children playing in an unconstrained environment to gather information on the
amount of time they spent looking at the faces around them. We used an in-plane

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 663–670, 2007.
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rotation invariant face detection to take into account the wide range of possible
orientations of the child’s head. We combined it with skin color detection to limit
the detection of faces to the zones of the image containing people.

2 WearCam

Recently we presented a head-mounted wireless camera that helps measure the
visual attention of young children[5]. The WearCam (shown on Fig. 1) is a
lightweight wireless camera mounted on the forehead of the child, thus giving a
first-person point of view image that can give an approximation of the direction
of attention of the child. The WearCam uses a TX45Light CCD sensor, designed
to be used on miniature aircrafts, its lens has a diagonal field of view of 92◦.
The camera with wireless transmission electronics measures 27x27x38 mm. The
sensor records an interlaced image of 640x480 pixels at 25 frames per second
(fps). In interlaced videos, a single image contains two frames recorded at doube
framerate, effectively yielding a 50fps video, which is essential to sustain the
child’s head movement. However this reduces the resolution of the image by a
vertical factor of two. The battery (8.4V NiMH rechargeable) is placed on the
back of the head to balance the weight of the optics on the forehead. The weight
of the whole camera, battery included, is 60 grams. The camera is designed to
be worn by children aged between 6 months and 2 years. The head perimeter
for children in that age range varies between 35 and 48cm1. Adjustable straps
allow the WearCam to be fit on the head of the child. Optionally the WearCam
can be attached to a cap to render it easier to place on the child’s head.

Fig. 1. The WearCam, a 60 grams head-mounted wireless camera

3 In-Plane Rotation Invariant Face Detection

Most applications of face detection usually deal with upright frontal and out-
of-plane rotated (profile) faces. Images are normally taken from stationary or
level cameras and therefore the faces present in the images are rarely subject
to strong in-plane rotations. With head-mounted cameras this is not necessarily
1 Measures from the Swiss National Institute of Health.
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true: the angle of view of a child can vary greatly depending on her position
(sitting on the floor, on a tall chair, etc.) as well as the direction she is looking
at (see Fig. 2).

Some technical challenges have to be taken into account when using the
WearCam. Wireless transmission problems can appear as distortion and black-
outs for a couple of frames or as a layer of noisy interference over the whole
image, which can greatly decrease the performance of appearance/shape based
detection methods. The illumination coming through the camera can undergo
severe changes very rapidly as the child turns her head towards darker or brighter
parts of the environment. This forces the video analysis to take into account a
wide range of luminance variations. Additionally, the sensitivity to color can vary
greatly depending on the amount of light present in the environment, making
the chrominance response of the camera span from highly saturated colors to
almost grayscale images.

Fig. 2. A normally developing child wearing a prototype of the WearCam looking at
a mirror from a slanted angle

3.1 Boosted Cascades of Haar-Like features

The system presented here uses a set of 12 cascades of haar-like features trained
on frontal faces at angles with steps of 30◦ of in plane rotations. Each cascade
was trained from a set of 5000 rotated frontal faces and 3000 negative samples
using the Gentle Adaboost algorithm, the sample size was set at 20x20 pixels.
Some random rotation was added to the face samples in order to span the 30◦

range covered by each cascade. The cascades were trained as part of [6]. The
additional set of tilted features introduced by [2] was used for all angles except
the 0◦, ±90◦ and 180◦ angles where only the original set of Haar-like features
was used. In each case the cascade is stump-based, with 21 to 23 stages, counting
between 1480 and 1785 features depending on the angles. An additional cascade
for profile faces is used to improve the range of detection. The profile cascade is
part of the Intel OpenCV library2.

2 Intel’s Open Computer Vision Library, release v.1.0
http://sourceforge.net/projects/opencvlibrary/
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Benchmarks
Tests on the CMU-MIT[7] benchmark were run for the multi-view face detector
and compared with the default OpenCV cascades(Fig. 3). No improvement on
the upright frontal faces (CMU-MIT Set I) is noticed. As expected, the detec-
tion of rotated faces (CMU-MIT Rotated) improves substantially. However, the
amount of false positives increases.

Fig. 3. CMU-MIT face database benchmark. Comparison between the default OpenCV
face detection cascade, the alternative OpenCV cascade (also part of the OpenCV
distribution) and our combination of rotated cascades. A candidate region is considered
valid if all features (eyes, mouth, nose) are inside the region and if the width of the
region is less than twice the distance between the eyes.

3.2 Pruning of False Detections

A drawback of using multi-view detection with a high number of cascades is
that the amount of false detections increases. In cluttered environments such
as children daycare centers this becomes an important limitation. In order to
overcome this problem, skin color detection is used to mask the portions of the
image which are more prone to false detection (e.g. colored drawings on the walls,
bookshelves, etc.). The topic of skin detection has been extensively investigated
in the past[8]. However no unanimous verdict as to which method and colorspace
yields the best results exists and the methods should be chosen depending on
the application.

The database we used for our tests was taken from [9]. The skin dataset con-
tains 12’250’000 samples from people of different races and ages under variating
lighting conditions, while the non-skin dataset contains 25’000’000 samples. Sev-
eral methods were tested (Histograms, SVM, RVM and MLP) on different col-
orspaces (RGB, HSV, YCbCr, SCT[10]). As most previous works[8] agree that
dropping the luminance informations degrades the performance, we kept both
the crominance and luminance information for all colorspaces. Kernel-PCA was
used to pre-process the skin and non-skin samples using linear, gaussian and
polynomial kernels (Fig. 4 shows the projection of the RGB colorspace in dif-
ferent kernel spaces). The performance of the best classifiers and colorspace is
given in Table 1.
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Table 1. Classification error of the best performing methods and colorspaces for skin-
detection

SVM RVM MLP HIST
RGB (poly3) 0.088 0.059 0.082 0.250
HSV (no-pca) 0.263 0.262 0.078 0.058
YCbCr (gauss) 0.062 0.080 0.092 0.180
YCbCr (no-pca) 0.137 0.130 0.074 0.057

Fig. 4. Example of Kernel-PCA projections of skin and non-skin samples

The performances of the different methods selecting their respective best col-
orspaces are comparable. The best results were obtained using a histogram based
classifier on the YCbCr colorspace. The solution presented in this paper uses a
64-bins histogram, the histogram resolution was obtained by cross-validation.
Only the positive (skin) samples were used for training. For each video frame, a
backprojection image of the skin histogram is computed using

BackProj(x, y) = histskin(yx,y, cbx,y, crx,y)

where histskin is the skin histogram and yx,y, cbx,y, crx,y are the values of the
pixel at position (x, y) in the image quantized to the histogram bin resolution.
This yields a grayscale image that can be used as a mask for the face detection. If
a face candidate does not contain a sufficient amount of skin pixels, the candidate
is rejected. Fig. 5 shows the ROC curve of the skin pixels density necessary for a
candidate to be considered as a valid detection. A threshold was set by elbow rule
at 0.19. Due to the noisy nature of the input videos, no connectivity information
on the skin color mask could be used succesfully.

4 Experimental Setup

Recordings with the WearCam were made on 18 normally developing children (8
girls, 10 boys) between 2.5 and 4.5 years of age (mean 3 years and 4 months). The
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Fig. 5. Receiver Operator Characteristic (ROC) curve for skin coverage percentage of
face detection regions

children sat around a table in pairs, supervised by two adults, and were let play
with the Sony Aibo3 robot dog. The Aibo was set in its default pre-programmed
behaviour,which involves responding to petting and stroking, obeying orders given
through cards held in front of its head and playing with a colored ball or bone. Both
children wore the WearCam and played for a duration of 8 to 14 minutes.

The ground truth data was generated by manually tracking faces in the videos
using Adobe After Effects. The manual labelling took between 45 minutes and
one hour for every minute of video footage, depending on the amount of head
movement of the child and the number of faces appearing in the video. A total
of 74511 faces were labelled in 62597 frames of video.

4.1 Results

Table 2 shows the results of running the system on 41 minutes of the recorded
videos. The detection without skin pruning correctly found 55.4% of the faces,
false detection amounted to 26.3% of all the detections. The detection using
skin color pruning found 51.7% of the faces, reducing the false detections to
4.3% of all detections, thus reducing significantly the amount of false alarms
while decreasing only slightly the performance of the detection.

Table 2. Results of face detection on 41 minutes frames of video

faces detected false detections
w/o skin pruning 55.4% ± 9.4% 26.3% ± 13.4%
skin pruning 51.7% ± 8.3% 4.3% ± 3.3%

5 Discussion and Future Works

We have presented a solution for the automatic analysis of videos from a head-
mounted wireless camera for the evaluation of social interaction measured as the
3 http://www.sonydigital-link.com/aibo/
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Fig. 6. Face detection performance with and without skin color detection

proportion of time a child spends looking at faces. A rotation-invariant multi-
view face detection using a boosted cascade of Haar-like classifiers was combined
with histogram based skin detection to decrease false detections.

The system was able to detect more than 51% of the faces appearing in videos
from free play in a cluttered environment. The skin color detection allowed to
decrease the false detection rate by a factor of 6.

Compared to state of the art results the performance of our system might
seem very low. However most systems run on data coming from constrained
environments (e.g. uncluttered backgrounds, uniform illumination, stationary
cameras) where the amount of movement or the quality of the image can be
kept under check. Due to the very nature of the experimental goal (i.e. studying
the behaviour of the infants in as unbiased a manner as possible) this is not
possible in our case. The intense motion of the head, the wireless transmission
noise and the sudden brightness and color intensity changes render the analysis
of the WearCam videos challenging. The constraints the system must respect in
terms of weight, dimensions and mobility do not allow the use of better quality
cameras or wired transmission. Under these limitations, the results are at least
promising.

One of the major issues of the system is that although mostly all the faces
appearing in the video are detected fairly frequently, the detection is not con-
tinuous throughout the frames. Local spatio-temporal tracking of the detected
faces should improve this and will be the main focus of future investigations.
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Summary. The paper presents a method generating a 3D lungs model. The model is
represented by a B-spline surface, generated by the global surface interpolation algo-
rithm. The model to be derived is based on a vector of automatically obtained points
marked on the contour of the lungs. Active contour method is used to make the lung
segmentation more robust.

1 Introduction

The 3D models of anatomical structures supply the comprehensive description
of anatomical features and enable communication between the image data and
the symbolic knowledge. Very often models refer to the anatomy knowledge and
High Resolution CT images. Zrimec et al. [1] have implemented Frame structures
in a model consisting of a symbolic anatomical structure map and an annotated
3D anatomical atlas. In [2] a real-time physiologically-based breathing model
of lungs under normal and pathological scenario has been conceived and imple-
mented. Also a three-dimensional (3D) model of the human airway tree has been
proposed based on a deterministic algorithm that can generate a branching duct
system in an organ [3]. In the paper after the form of the curve the surface fitting
method has been described (Section 2) the extraction of the vector of the points
is discussed (Section 3).

2 Curves and Surfaces

2.1 Form of the Curve

The most common method of representing curves and surfaces in geometric
modeling, which is also used in this study is a parametric form. In this form,
each of the coordinates of the points on the curve is represented separately as
an explicit function of an independent parameter:

C(u) = (x(u), y(u)) a ≤ u ≤ b . (1)

There are several advantages of using parametric curves [5][6]:

• the parametric method can easily be extended to represent arbitrary curve
in three-dimensional space,

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 671–678, 2007.
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• the parametric curves feature a natural direction of traversal – can be gen-
erated an ordered sequences of points along a parametric curve,

• the parametric form is more natural for designing and representing shape in
a computer. The coefficients of many parametric form feature considerable
geometric significance,

• the parametric form can represent a surface by introduction a second
parameter.

2.2 Types of the Curve

The are several types of curves used in computer graphics. Curves consisting of
just one polynomial segment are often inadequate. They require a high degree
of order to satisfy a large number of constrains. For example n-order is needed
to pass a polynomial Bezier curve through n data points. Also they are not well-
suited to interactive shape design. As a solution can be used piecewise polynomial
curves. This curve consists of n order polynomial segments:

Ci(u) = (x(u), y(u)) 1 ≤ i ≤ m. (2)

The curve C(u) is defined in u ∈ [0, 1]. The parameter values: 0 = u0 < u1 <
u2 < u3 = 1 are called breakpoints. The segments are constructed so that they
join with some level of continuity. The type of continuity does not need to be the
same at every breakpoint. Any of the standard polynomial forms can be used to
represent Ci(u).

Ci(u) =
n∑

i=0

Ni(u)Pi (3)

where: Ni - are basis B-spline functions and Pi are the control points. In every
segment of the piecewise polynomial curve of n order only n basis B-spline func-
tion are not vanishing - this is called local support. The continuity is determined
by the basis functions, hence the control points can be modified without alerting
the curve’s continuity [5]. A high degree of the curve is required to accurately
fit some complex shape, yet high order curves are inefficient to be processed and
are numerically unstable. Usually fourth order curves are employed(Fig. 1).

2.3 Types of the Surface

In the current study the tensor product surface is used. A B-spline surface is
obtained by taking a bidirectional net of control points, two knots vectors, and
the products of univariate B-spline functions [7] (Fig. 1):

S(u, v) =
m∑

i=0

n∑
j=0

Ni,p(u)Nj,q(v)Pi,j (4)

The cubic B-spline function Ni,p = Ni,4 and Nj,q = Nj,4 is used in each u and v
direction.
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(b)

Fig. 1. Example of (a) cubic curve for the left lung and control points (b) B-spline
surface - cubic-quadratic basic function [5]

2.4 Surface Fitting Algorithm

There are two types of fitting surfaces [9]: approximation and interpolation. In
interpolation, a surface which satisfies the given data precisely is constructed
- the surfaces passes through the given points. In approximation, surfaces do
not necessarily satisfy the given data precisely. In our study interpolation fitting
and global interpolation algorithm are employed. Similar to the curve case, data
points and degrees p and q are input. The interpolating a B-spline surface, two
knot vectors U and V, one for each direction, and a set of points are required.
Suppose the B-spline surface is given:

S(u, v) =
m∑

i=0

n∑
j=0

Ni,p(u)Nj,q(v)Pi,j (5)

Since it contains all data points and since parameters sc and td correspond to a
data point Dcd, plugging u = sc and v = td into the surface equation we obtain:
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Dcd = S(sc, td) =
m∑

i=0

n∑
j=0

Ni,p(sc)Nj,q(td)Pi,j (6)

Dcd = S(sc, td) =
m∑

i=0

n∑
j=0

Ni,p(sc)Nj,q(td)Pi,j = (7)

=
m∑

i=0

Ni,p(sc)(
n∑

j=0

Nj,q(td)Pi,j) =
m∑

i=0

Ni,p(sc)Qid (8)

3 Generation of the Model

The model to be derived is based on a vector of points marked in the im-
age. This phase is performed automatically and employs a simple thresholding
approach. The threshold value is found on the basis of a histogram analysis
(Fig. 2). Two wave clusters can be seen in the histogram. The law value cluster
reflects the background and lung areas, whereas the high value waves result from
the tissue surrounding the lungs. The threshold value is found in the center of
the longest plateau drawn on the level of one-fourth of the tallest wave in the
lung area.

Fig. 2. Slice of CT chest and image histogram
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Fig. 3. (a) Vector of interpolation points in CT chest image (b),(c) the 3D model of
left and rights lungs
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Fig. 4. (a) startning window in interactive editor (b) working area window (c) final
lung model
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Fig. 5. Curves of the left and right lungs

After the threshold is completed two largest objects, referred to as lungs,
are selected. Then, the lung areas are extended to the contiguous slices. On each
slice the border lines are extracted and points are equally distributed along them
creating a vector of points (Fig. 3). This vector is subjected to the active contour
analysis [10], which makes the lung segmentation more robust. The final vector
of points has been used as an input to the surface fitting algorithm presented in
Section 2. This results in a 3D model of the left and right lung (Fig. 3) and in
2D space (Fig. 4, 5).

4 Results

A graphical user interface has been developed in order to allow the user to test
and verify the final result. The model, derived automatically on the basis of a
patient data (Fig. 4a) is displayed in 2D space (Fig. 4b) for verification. If a cor-
rection is required, the point can be manually shifted and the entire set of new
data subjected again to the surface fitting algorithm. The final version (automat-
ically generated or manually corrected) is displayed in a 3D space (Fig. 4c). The
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analysis has been performed on 10 CT chest exams of about 40 slises each. In
10 percent slices a manually correction has been required. The current study is
part of the Computer Aided Diagnosis Workstation of volumetric measurement
of pneumothorax project.
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Summary. A new method improving the fuzzy connectedness approach to medical
image segmentation is described. The segmentation based on fuzzy connectedness relies
on a fuzzy connectivity scene creation by assigning a strength of connectedness to each
possible path between some predefined seed point located inside an object and any
other image element and performing the thresholding. The new idea is to automatically
choose more seed points inside, as well as outside the segmented structure, in order to
improve the method effectiveness and to reduce the computational time. The selection
is based on two points marked manually.

The method has been tested on a set of 3D Computed Tomography (CT) lung
images with delineated nodules. Examples and results of this method applied to the
segmentation of lung nodules are shown.

1 Introduction

Segmentation of anatomical structures in medical images is one of the key points
in a computer aided diagnosis (CAD). The quality of the segmentation strongly
influences the reliability of CAD systems. The idea of conventional fuzzy con-
nectedness [10, 8] has been used in previous studies [2, 4] in the 3D segmentation
and visualization of cruciate ligaments of the knee joint in magnetic resonance
(MR) images. In [3] the background seed point selection with adaptive thresh-
olding has been used to limit the fuzzy connectivity scene computation pro-
cess. The idea presented in this paper is to automatically choose a larger num-
ber of seed points inside and outside the object, based on two points marked
manually.

This paper is organized in a following manner. First, the principles of fuzzy
connectedness approach are introduced in section 2. Also, the relative fuzzy
connectedness is presented in section 2.1 with a modification introduced by
authors in earlier works [3]. In section 3 two algorithms of automatic seed
points selection are described with example of their application. Short work-
flow of the entire algorithm is presented in section 4. Finally, section 5 in-
cludes the results obtained during evaluation of the method along with
conclusions.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 679–686, 2007.
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2 Fuzzy Connectedness

In the idea of fuzzy connectedness [10, 8] a fuzzy relation between two spels
(spatial elements, pixels or voxels) within the image is defined. For any two
elements c and d from an image C:

ρ = {((c, d), µρ(c, d)) | c, d ∈ C × C}, (1)

where µρ is a fuzzy membership function, so µρ ∈ [0, 1]. The relation is called
[10] fuzzy spel affinity κ. For every two elements a value of µκ(c, d) is assigned.
It is based on their coordinate adjacency, intensities, gradient, and perhaps
even their locations within an image. κ is reflexive: µκ(c, c) = 1 and symmet-
ric: µκ(c, d) = µκ(d, c) for all c, d ∈ C.

The general form of µκ(c, d) is:

µκ(c, d) = µα(d, c) · g(µφ(d, c), µψ(d, c)) (2)

where µα is an adjacency relation (a hard 6-neighborhood in 3D or 4-neighborhood
in 2D) and µφ, µψ represent the intensity-based, and intensity gradient-based
parts of the affinity, respectively. Several possibilities for (2) have been described
in [6]. A particular form of µκ used in this study is:

µκ(c, d) = 0.5µα

(
e

( I(c)+I(d)
2 −m1)2

2σ2
1 + e

(|I(c)−I(d)|−m2)2

2(σ2+m2)2

)
(3)

where I(c), I(d) are intensities of points c, d, and m1, σ1, m2, σ2 are parameters
of κ related to intensities of the segmented object.

Fuzzy affinity as described above is nonzero only for the adjacent spels. We
can call any pair of adjacent spels c, d a link, and the value of µκ(c, d) – its
strength. We call a path any sequence of spels < e1, e2, ..., em > such that for
any i ∈ [1, m− 1] a pair < ei, ei+1 > is a link. It is noted pcd if c = e1 and d = em.
The strength of a path is the strength of its weakest link – the smallest affinity
along the path:

µN (pcd) = min
i
{µκ(ei, ei+1)} (4)

Finally, the fuzzy connectedness K is a fuzzy relation between spels c, d with
a membership function µK(c, d) being the strength of the strongest path pcd of
many paths forming a set Pcd:

µK(c, d) = max
pcd∈Pcd

[µN (pcd)] (5)

To perform the segmentation the fuzzy object κθ with affinity κ and a thresh-
old θ ∈ [0, 1] is defined as a set Oκθ of spels such that for every
c1, c2 ∈ Oκθ : µK(c1, c2) ≥ θ. First, a seed point o is chosen, which is supposed to
belong to an object Oκθ(o). Then, the fuzzy connectivity scene Co is computed
for all c ∈ C:



Semi-automatic Seed Points Selection in Fuzzy Connectedness Approach 681

Co(c) = µK(o, c) (6)
with Co(o) = µK(o, o) = 1 due to reflexivity of κ. Thresholding the fuzzy con-
nectivity scene at some θ gives a fuzzy object Oκθ(o). A binary object Oκθ(o) –
a result of the segmentation process – is defined as:

Oκθ(o)(c) =
{

1 ⇔ Co(c) ≥ θ
0 otherwise (7)

For every two spels c1, c2 ∈ Oκθ(o) : µK(c1, c2) ≥ θ, and for each spel d out-
side Oκθ(o) there exist some c ∈ Oκθ(o), such that µK(c, d) < θ. Moreover, if
c ∈ Oκθ(o), then Oκθ(c) = Oκθ(o). It means, that for fixed affinity κ and thresh-
old θ it does not matter which point from an object is taken as its seed.

It has also to be noticed, that, if a set O of M seed spels oi is indicated, then
the fuzzy connectivity scene CO for such a set is defined as the union of the
connectivity scenes for all oi:

CO(c) =
⋃

oi∈O

Coi(c) = max
oi∈O

[µK(oi, c)] (8)

2.1 Relative Fuzzy Connectedness

The concept of relative fuzzy connectedness has been introduced in [5, 9]. A new
object is indicated by marking its seed point b (or a set B of points bi) outside
the Oκθ(o). The new object Oκθ(b) is treated as a background. Two connectivity
scenes are then determined for both, the object Co and the background Cb.
Finally, each spel is examined, whether its connectedness strength to o is greater
than to b, i.e. if Co(c) > Cb(c), then c is included into Oκθ(o):

This method does not require a threshold selection, yet it has also few disad-
vantages. It is sensitive to the seed points selection and fuzzy affinity definition.
Moreover, it takes twice as much time as the conventional fuzzy connectedness
approach. So, a modification of relative fuzzy connectedness method has been
proposed [3]. Instead of creating the background fuzzy connectivity scene Cb,
the object fuzzy connectivity scene Co is computed until the point b (or bi ∈ B
with the highest Co(bi)) is reached. Co is nonzero only for spels d with fuzzy
connectedness strength to o higher than between o and b, but not all of those
spels belong to Oκθ(o). One way to handle such “partial” Co is thresholding [3].
In section 3.1 another approach is introduced: the introduction of a larger num-
ber of seed points bi, located as close to the object boundaries as possible. They
indicate the object and background features and lower the sensitivity to selected
seed points (particularly if only single seed points o, b are chosen). Many seed
points oi, dispersed throughout the object, improve the determination of the
fuzzy affinity κ. So, an algorithm of the object seed points oi selection has also
been implemented – as described in section 3.2.

3 Automatic Seed Points Selection

Since the overall goal of this study is to minimize the user interaction, only two
seed points are requested to be pointed manually. One belongs to the object,
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the other is located in the background. The sets O (object seed points) and
B (background seed points) of seed points are created with manually indicated
points o and b included in O and B, respectively.

3.1 Selection of Background Seed Points

Three parameters are defined in the algorithm:

• intensity margin: mI = |I(o) − I(b)|, where I(o), I(b) – intensities of o, b, re-
spectively,

• distance rob between o and b,
• angle φob between the horizontal (X) direction and a vector

−→
ob.

The steps of the algorithm are as follows:

1. A set Φ of 8 angles uniformly distributed by 45◦, starting at φob, is created.
2. Eight points bi are searched on the seed slice in directions defined by angles

φj ∈ Φ. The search starts at o. Indices of such points are generally real-
valued, so they have to be rounded to the nearest integers. The pixel d at
direction j (angle φj) is approved as a background seed point and included in
set B, if its intensity I(d) is lower than I(b) (assuming that I(b) < I(o) – the
object is brighter than the background) or in d there is an intensity minimum
on line described by angle φj and I(d) < [I(o) − 0.5mI ]. If a boundary of
a slice is reached or a distance rod exceeds 3rob, than the direction j is left
and no seed point is selected.

3. Eight points bi per slice are searched on the neighbor slices, first up and then
down from the seed slice (in Z direction). The search on each slice runs in
the same way as on the seed slice, yet the central point is computed based
on the previous slice – its central point and selected bi points. The search
is interrupted at slice k, if a cental point for this slice satisfies conditions of
being the background seed point, as shown at point 2. This point is included
in set B as the only point from slice k and the analysis stops.

Fig. 1 shows an example of bi points selection process at 5 CT lung slices with
a nodule (only the region of interest – ROI – is shown).

o

b

Fig. 1. Selection of background seed points. A part of a 3D image with seed slice in
the middle, seed point o marked with black +, points bi with white +.
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3.2 Selection of Object Seed Points

The evolutionary algorithm is used to find the set O of object seed points oi.
It operates in three dimensions with non-equal resolutions taken into consid-
eration. There is no need to select points being the best representative of the
object, according to the assumed criteria. It is sufficient to find points to be
acknowledged as object elements. They should be well dispersed throughout the
object, to create many centers for computing the fuzzy connectivity scene CO.
The evolutionary algorithm presented below satisfies these assumptions.

Here, the individuals are points (voxels), defined by their spatial coordinates.
In every single run of the algorithm one point oi is found and included in set
O. The automatic selection of seed points is finished if the best individual in
last generation of a single run of an algorithm has a fitness value (as defined in
(9)) smaller than the minimal fitness f itmin, resulting from mI . It means, that
the number of seed points NO is not fixed, yet is determined adaptively. Two
parameters are computed:

• rmin = min {max {5, rB5%} , 15},
• rmax = max {rob, rB, 2rmin},
where rB is the mean distance between the point o and all points bi ∈ B; rB5%
is the mean distance between point o and 5% of points bi ∈ B being the closest
to o. The features of an evolutionary algorithm are as follows:

• population size Lp equals rmax, and Lp ∈ 〈20; 60〉;
• number of generations Lg is not fixed; the maximum of Lg is 50, but every

5 generations the fitness of the best individual is compared with the mini-
mal fitness f itmin; if it is greater, then the iteration terminates at current
generation;

• the spatial coordinates of individuals creating the starting population are
randomly selected from normal distributions with mean values equal to co-
ordinates of point o and σ = 0.5rmax;

• the ranked-based fitness assignment is used in the selection operation;
• in crossover operation the children are points lying between parents; mu-

tation is performed by adding to the coordinate values some small random
deviations (from N [0, 0.1rmin]);

• elitist strategy is used to save the best individuals in each generation; a small
part of population is randomly generated in the same way as the starting
population;

The fitness function for an individual p is described as:

f it(p) =
4∏

i=1

fi(p) (9)

where fi(p) are the components, defined as:



684 P. Badura and E. Pi ↪etka

1. Distance to o and oi. To avoid agglomerations of seed points, a basic rule is
introduced: if the distance roip between a point p and o or any point oi is
smaller than rmin, then f1(p) (and so f it(p)) is set to zero. Otherwise f1(p)
decreases from 1 to 0 as rop increases.

2. Intensity I(p). The intensity component f2(p) is represented by a normalized
Gaussian distribution N [I(o), 0.3mI ].

3. Intensity profiles p−oi. The homogeneity of an object is evaluated by a com-
ponent f3(p). First, a section Pop connecting o and p is defined with virtual
points marked on it. For each virtual point (with real-valued coordinates) its
intensity is computed using the trilinear interpolation. Subcomponent f3o(p)
decreases from 1 to 0 as two values increase: the intensity magnitude along
Pop and the sum of absolute values of the difference between two adjacent
points at Pop. Then, a similar subcomponent is computed for 3 points oi

of the closest distance to p (if they have already been determined). The fi-
nal f3(p) component equals to the maximum of subcomponents described
above.

4. Neighborhood of p. To exclude points which are close to the object boundaries
a neighborhood N(p) is taken into consideration. Intensity homogeneity and
mean intensity of N(p) with reference to I(o), influence f4(p).

An example presented in fig. 1 is expanded in fig. 2 to show all selected points
oi and bi.

Fig. 2. Segmented object delineated on original image (ROI). A seed slice 3rd in the
2nd row, 5 selected points oi marked with black +, 219 points bi with white +.
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4 Further Segmentation Process

Sets O, B are used to compute the fuzzy connectivity scene CO as described in
section 2. Then, a binary object Oκθ(O) is created according to (7), with threshold
θ being the smallest non-zero value in CO. To avoid small holes within an object
and smooth its edges a morphological 3D closing operation [7] is performed on
Oκθ(O), yielding a binary object Oκθ(O)mc. Edges of Oκθ(O)mc are then mapped
on slices of the original image. The segmentation results are shown in fig. 2.

5 Results and Conclusions

A set of 17 CT lung studies have been used to evaluate the methodology. Images
have been provided by the Lung Imaging Database Consortium (LIDC) [1]. They
include lung nodules delineated by a group of radiologists and described in the
form of a voxel-probability map Mpr: if all radiologists have indicated a voxel
c to be a nodule, then Mpr(c) = 100%; if none has done so, then Mpr(c) = 0%
etc. Two methods have been compared – RFC (relative fuzzy connectedness
with single seed points o, b, described in section 2.1) and RFC-OB (RFC with
selection of seed points oi, bi). The evaluation is based on the following measures:

• P100% – percentage of correctly indicated voxels c with Mpr(c) = 100%,
• P50% – percentage of voxels c assigned to a nodule by the algorithm with

Mpr(c) ≥ 50%,
• P0% – percentage of false positives,
• Kt = tRF C

tRF C−OB
– computational time improvement factor.

Table 1. Comparison of the RFC and RFC-OB methods

P100% ± σP100% P50% ± σP50% P0% ± σP0% Kt NO NB

RFC 97.7 ± 5.1% 74.4 ± 13.4% 7.6 ± 12.5% 3.4 1 1
RFC-OB 97.7 ± 5.1% 73.6 ± 12.5% 3.6 ± 5.4% 3.4 1 130.7

RFC 99.5 ± 0.8% 75.4 ± 13.4% 1.4 ± 2.6% 13.6 1 1
RFC-OB 99.8 ± 0.3% 77.8 ± 12.3% 2.0 ± 2.7% 13.6 13.8 296.1

Table 1 presents the results. For each image 5 pairs of seed points o, b have been
indicated. For each pair the RFC algorithm ran once, the RFC-OB algorithm – 5
times. Table 1 includes also the mean sizes NO, NB of sets O, B. The images have
been divided into 2 groups: a group including small nodules, where no additional
oi seed points have been selected (two top rows in table 1), and a group containing
large nodules with NO > 1 (two bottom rows). The Kt factor has been computed
for nodules with no leaks to other tissues in the RFC method.

The advantages of the RFC-OB algorithm appear especially in the case of
a large structures. The improvement is noticeable in both: the Mpr-based factors
(mainly because of the “O”-part of RFC-OB), and computational time (the “B”-
part). The issue to be considered in the future is the affinity κ determination
and its influence on the segmentation process.
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8. Udupa J, Saha P (2003) Fuzzy connectedness and image segmentation. In: Pro-
ceedings of the IEEE 91:1649–1669

9. Udupa J, Saha P, Lotufo R (2002) Relative fuzzy connectedness and object defini-
tion: Theory, algorithms, and applications in image segmentation. In: IEEE Trans-
actions on Pattern Analysis and Machine Intelligence 24:1485–1500

10. Udupa J, Samarasekera S (1996) Fuzzy connectedness and object definition: The-
ory, algorithms, and applications in image segmentation. In: Graphical Models and
Image Processing 58:3:246–261



Control of Dexterous Hand Via Recognition of
EMG Signals Using Combination of
Decision-Tree and Sequential Classifier

Andrzej Wolczowski1 and Marek Kurzynski2

1 Technical University of Wroclaw, Faculty of Electronics, Institute of Robotics
and Informatics
andrzej.wolczowski@pwr.wroc.pl

2 Technical University of Wroclaw, Faculty of Electronics, Chair of Systems and
Computer Networks
marek.kurzynski@pwr.wroc.pl

Summary. The paper presents a concept of bioprosthesis control via recognition of
user’s intent. The set of elementary actions has been defined. We assume that each
prosthesis operation consists of specific sequence of elementary actions. An example of
prosthesis operations that can be composed into a decision tree is also presented. As a
classifier the multistage recognition system is proposed, which combines sequential and
decision-tree classifiers and its decisions are made on the basis of EMG signal analysis.

1 Introduction

The control of hand bio-prosthesis is usually based on myoelectric signals. Nor-
mally that kind of signals accompanies the muscles activity of healthy hand, but
after the hand amputation they are (in greatest part) still available - along with
the forearm muscles left in the stump. In the simplest case these signals can
be detected (in a non-invasive way) on the surface of the skin using electrodes
located above the examined muscles. That kind of measurement is called the
surface electromyography (EMG) [1].

The EMG signal obtained in such a way is the sum of electrical phenomena
taking place in the cells of the working muscles. Its form depends on the level
of excitement and the spatial localization of the muscles, and that is how it
identifies the type of the performed movement. This relation is the basis of
the bio-prosthesis decision control. The patient tenses the muscles of the stump
according to a prosthesis movement intention. The information about the type of
muscles activity included in the EMG signals can be identified through adequate
signal analysis (classification) [1], [8], [10], [13], [14], [15], [16].

To restore the lost efficiency of motion back at a satisfactory level, the bio-
prosthesis should adapt the way of grasping to the type of grasped object. Such
ability (called dexterity) is determined by two factors:

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 687–694, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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• the mechanical construction (the shape, dimensions, number of degrees of
freedom),

• the possibility to control various actions (by action we understand the defined
fragment of grasping/ manipulating motion - e.g. bending the finger in a
joint).

A large repertoire of motion actions demands a large number of recognized
classes of EMG signals. Furthermore, since the signal acquisition (especially per-
formed in a non-invasive way, using electrodes located on the surface of the skin
of the stump) is accompanied by numerous disturbances the reliable recognizing
of the signals (especially when the number of possible classes is great) is a dif-
ficult problem. Reliability of EMG signal recognition (and thus the correctness
of taking decisions by the system) is here the key issue as the prosthesis cannot
perform any action inconsistent with human intent.

The paper presents a new approach to recognition of patient intent based
on the treatment of motion actions as the elements of specified sequences and
on the application of the decision tree classifiers, called multistage classifiers.
The decision tree expresses the action logic of the classifier: the tree root is the
start point for intention sequence recognition process, and each of permissible
sequences creates the path from the root to terminal node representing the last
intent in the sequence.

2 Model of the Hand

In an abstract approach, the human hand can be considered as a separate, goal-
oriented system 〈H〉, while the nervous system controlling it can be considered
as the control element 〈H0〉 of this system [13]. The system operation consist in
grasping the objects and, if need be, manipulating them (e.g. squeezing/pumping
a rubber bulb, pressing the keys of cell-phone). A number of separate (elemen-
tary) actions can be distinguished in the process of the operation of such a system
that repeat regardless of the type of a grasped object (type of grasp - see. fig. 2).
These activities can be formally described as elements of a set:

〈H〉 ↔ A = {a1, a2, . . . ak} . (1)

Realization of each action ai is a separate stage in the system operation, and
can be interpreted as a discrete process state. In this case, the operation of system
is a multi-stage discrete process, in which the change of state is related to the
transition to the subsequent stage of the operation. “Observing” these states by
classifying successive segments of EMG signal is the basis of multistage control
of artificial hand [15].

In the simplest case, seven stages can be distinguished in the process of grasp-
ing with a hand:

a0 − rest position (starting point for the grasp preparation; the fingers stay at
rest - half-closed arrangement, are motionless and passive),
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a1 − grasp preparation (the fingers are ”opening” or ”closing”, taking the pos-
ture depending on the shape of the object that is observed visually and the
knowledge K about the method of grasping it, with the velocity proportional
to the velocity of the intended arm movement),

a2 − grasp closing (precedes the grasp - the fingers move with the velocity
resulting from the observation and knowledge about the object behaviour
and the movement velocity during the previous stage, taking the posture
depending on grasping object),

a3 − grabbing (the fingers squeeze the object with a force dependent on the
knowledge and observed behaviour of the object and proportionally to the
arm motion velocity in the grasp preparation phase),

a4 − maintaining the grasp (with force adjustment - the fingers increase/dec-
rease the squeeze depending on object deformation and slip),

a5 − releasing the grasp (the fingers move with a velocity dependent on the
knowledge of the object behaviour, e.g. small velocity for an object with an
unstable balance),

a6 − transition to the rest position (the fingers move with a fixed velocity
toward the rest position).

Between the states there exist some relations of admissible sequencing which
enable the possible variants of the grasping process:

Ω = {(ai, aj) : ai, aj ∈ A} . (2)

These relations are shown in Fig. 1.

Fig. 1. A graph illustrating the admissible sequencing of the activities in the analysed
grabbing process

3 Model of Control - Exemplary Decision Tree

Presented relations of action are valid regardless of the type of performed grasp
(regardless of object being grabbed). The grasping process always begins and
terminates with the rest position a0. However, as follows from the description
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above, the way of realisation of individual actions (excluding the rest position a0
and the transition to the rest position a6) connected with it, depends essentially
on the type of performed grasp (i.e. on the object being grabbed). Next, different
realization of the same actions (different way of moving the finger in the same
grasping stage) implicate the different courses of EMG signals. Picking out these
differences in connection with the knowledge of the actions sequencing relation
constitutes the essence of multistage decision control (based on the decision tree).
Multistage classification enables a better distinction of the intention of specific
type grasp execution.

For the purpose of control, the described sequencing relation should be ex-
pressed in the form of the tree and should differentiate simultaneously indi-
vidual actions depending on the type of grasp. Considering 10 types of grasp
(according to Schlesinger classification) and the sequencing relation presented
above, the tree dimension is large. To simplify the consideration we should take
the following constrains - the number of the distinguished grasps should be re-
duced and the sequencing relation should be limited to the elementary sequence:
a0 − a1 − a2 − a3 − a4 − a5 − a6.

Let us consider the grasping of following objects: a pen and a credit card
(standing in a container), a computer mouse and a cell phone (laying on the
table), and a kettle and a tube (standing on the table).

4 Multistage Classifier of Elementary Actions

Let us consider seven-stage model of the activity of artificial hand presented in
the section 2. Our task is to recognize at each stage elementary action, which a
patient want to made. Let

A(k) = {a(k)
i }mk

i=1, k = 1, 2, ..., 6, m6 = 1 (3)

denotes set of classes (elementary actions) at k-th stage. Their number, character
and practical meaning depends on the kind of bioprosthesis, its manual dexterity
and possibilities which it offers. Some examples were given in section 3. Decision
is made on the base of values of selected parameters of EMG signal (feature
vector) xk−1 ∈ X ⊆ Rd, which are the same for all k.

Next, let us adopt probabilistic model of recognition task. It means, that
features x are observed values of continuous random variable x with condi-
tional probability density functions (cpdf’s) f(x/a

(k)
i ), k = 1, 2, ..., 6, i =

1, 2, ..., mk, whereas elementary actions a
(k)
i are realizations of random variable

a(k), k = 1, 2, ..., 6. We suppose next that between variables in the sequence
(a(1),a(2),a(3),a(4),a(5),a(6)), first-order dependence occurs, which is described
by matrices of conditional probabilities:

P (k) = [ p
a
(k−1)
i ,a

(k)
j

] i=1,2,...,mk−1, j=1,2,...,mk
, (4)

where
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Fig. 2. Exemplary decision tree for patient intent sequence recognition a0 - rest stage;
a1 - grasp preparation (3 different types of a finger gape); a2 - grasp closing (different
for the kettle and the tube) a3 - grasping (different for the mouse and the phone - grasp
and turn) a4 - maintaining the grasp (modification of grasp for the pen); a5 - releasing
the grasp (equal for the pen and the card and different for the remaining items); a6 -
transition to the rest position (different for all items)

p
a
(k−1)
i ,a

(k)
j

= P (a(k) = a
(k)
j | a(k−1)) = a

(k−1)
i . (5)

Let us note, that for k = 1 matrix P (1) reduces to the vector of initial proba-
bilities, namely:

P (1) = [p
a
(1)
i

] = [P (a(1) = a
(1)
i ]i=1,2,...,m1. (6)

The whole multistage classification procedure can be conveniently described
by means of decision-tree presented in Fig.3, in which interior nodes represent
particular actions of classifier and their immediate descendant nodes denote sets
of possible results of classification. These sets can be easy determined from (4),
namely:

A
(k)
i = {a(k+1)

j : p
a
(k)
i ,a

(k+1)
j

> 0}, k = 1, 2, ..., 5. (7)

Probabilistic model with first-order dependence between successive steps and
decision-tree logic of multistage classifier, lead to the hybrid recognition system
which combines characteristic features of the both approaches. In patricular, it
concerns decision rules (classification algorithms) for interior nodes of decision-
tree. On the one hand classification algorithm at - let say - k-th stage (k =
1, 2, ..., 6) should take into account all available information contained in the
sequence of observed feature vectors:

x̄k−1 = (x0, x1, ..., xk−1), (8)
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Fig. 3. Decision-tree of seven-stage sequential classifier

what is typical for sequential classifier with dependences between patterns [5],
[7]. On the other hand however decision at k-th step should consider the future
into which this decision leads and furthemore it depends on the previous decision,
what is characteristic for decision-tree classifier [4], [6], [12]. In the algorithm,
such a ‘look ahead’ appears in the form of probabilities of correct classification
at the next step of recognition. Combining both specific features of sequential
and decision-tree classifiers, we get recognition algorithm at the kth step, which
for probabilistic model is as follows:

ψ(x̄k−1, a
(k−1)
ik−1

) = a
(k)
ik

if (9)

p(a(k)
ik

| x̄k−1, a
(k−1)
ik−1

) × P (a(k)
ik

) = max
j∈A

(k−1)
ik−1

p(a(k)
j | x̄k−1, a

(k−1)
ik−1

) × P (a(k)
j ),

where P (a(k)
j ) denotes probability of correct classification at the node a

(k)
j ,

whereas a posteriori probabiliity p(a(k)
j | x̄k−1, a

(k−1)
ik−1

) can be calculated re-
cursively from matrices (4) and cpdf’s [5].
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5 Conclusions

Presented in this paper concept of hand bioprosthesis control is of prliminary
nature. On the basis of set of elementary actions for exemplary six stage con-
trol procedure, a new recognition system has been proposed. Its idea consists
in combination of sequential and decision-tree classifiers into common decison
algorithm.

The basis for determination of classifying functions of recognition algorithm
(9) is learning sequence containing a set of pairs: segment of EMG signal/the
class of elementary action. Such a set can be experimantally determined by
means of synchronous registering of movement of fingers and EMG signal. In
order to collect learning set a measuring system is needed, which includes three
sub-systems:

1. sub-system for measurement of EMG signal,
2. sub-system for measurement of hand movements,
3. sub-system which registers and integrates both kinds of data into represen-

tative learning set.

Concept of such a system can be found in [8].
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Summary. This paper shows a method which in the first step realizes an automatic
registration of the T1- and T2-weighted MR knee images, in the second step locates
the posterior cruciate ligament (PCL) on the T1-weighted MR knee images and in the
third step permits 3D visualization of the PCL structures. The automatic registration
process of the T1- and T2-weighted MR knee images is based on the entropy (or energy)
measures of fuzziness. A method of location of PCL on T1-weighted MR knee images
has been designed on the basis of both entropy (or energy) measure of fuzziness and
fuzzy C-means (FCM) algorithm with median modification. The 3D visualization of
the PCL structures procedure, which used registration and location steps, has been
implemented in MatLab and converted to Visualization Toolkit (VTK).

1 Introduction

Posterior and anterior cruciate ligament (PCL/ACL) are anatomical structures
which are (together with collateral ligament) responsible for the knee stability.
Together with the shape of articular surface, muscles and contact forces they en-
sure proper arthrokinematics. During passive motion of the knee, cruciates help
to change rolling into sliding movements and during active motion they resist
translations and reduce shear forces. Cruciates control rotational movements in
the flexed knee and together with collateral ligaments ensure rotational stability
of the extended knee. For that reason cruciate ligaments belong to the group
of anatomical structures, which are frequently susceptible to injuries, especially
in the athletes. The success of a ligament reconstructive procedure depends on
many factors, mainly accurate diagnosis based on the location and visualization
of the cruciate ligament. The image analysis in knee ligament injuries is often
performed on the T1- and T2-weighted MR images simultaneously. Slices of both
series are read at the same scene. Thus, the image display should view the cor-
responding images of both series. In order to view matching slices next to each
other, a registration may be required, if they are out of alignment.

2 Registration of the T1- and T2-Weighted MRI Images

Medical image registration is a difficult and complex problem. According to
the database of the Institute of Scientific Information, in the last 15 years more

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 695–702, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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Fig. 1. MR knee images: original (a) T1-weighted and (b) T2-weighted, energy measure
of fuzziness (c) T1-weighted and (d) T2-weighted

than 1000 papers have presented approaches to image registration [6]. In medical
application, registration process should be automatic, reliable and easy to use [3].
T1- and T2-weighted MR knee images are recording at the same scene at different
time. Sometimes patient motion during the medical examination can be a cause
of a mutual shift of slices (fig. 1a,b). Although it is not a frequent case, the
registration is required at the preprocessing stage.

The proposed registration process is based on a fuzzy image concept, which
was introduced in [2] and implemented to biomedical signals in [1, 4]. That
concept has been broadened to a two-dimensional case for the MR images [5],
and then the final formula of entropy measure of fuzziness can be written as

H
(
µλ

n,m,k

(
Ii,j

))
= F1

( 2k∑
i=1

2k∑
j=1

hλ

(
µλ

n,m,k

(
Ii,j

))
p
(
Ii,j

)
∆Ii,j

)
, (1)

where µ is a membership function defined as in [5]; p(.) stands for a probability
density function; h : [0, 1] → R+ is an increasing function in [0, 0.5], a decreasing
function in [0.5, 1], and h(0) = h(1) = 0; F1 : R+ → R+ is an increasing function
and F1(z) = 0 if z = 0; Ii,j denotes intensity of pixel Ii,j(n, m, k); ∆Ii,j is
a gradient between neighboring pixel values, and λ is a level of membership.



Posterior Cruciate Ligament – 3D Visualization 697

Fig. 2. Similarity measures of slice number (a) 7 and (b) 15

The introduction of the λ level into the measurement of fuzziness allows the
insignificant membership degree to be removed.

The final formula for the energy measure can be expressed as

E
(
µλ

n,m,k

(
Ii,j

))
= F2

( 2k∑
i=1

2k∑
j=1

fλ

(
µλ

n,m,k

(
Ii,j

))
p
(
Ii,j

)
∆Ii,j

)
, (2)

where f : [0, 1] → R+ is an increasing function in [0, 1], and for f(0) = 0;
F2 : R+ → R+ is an increasing function and F2(z) = 0 if z = 0.

In order to evaluate the similarity of the current images, the following mea-
sures have been used: normalized cross correlation (NCC), gradient difference
(GD) and gradient correlation (NCCdif) [5].

The registration process relies on comparison of each T1-weighted MRI slice
with each T2-weighted MRI slice. The greatest similarity is expressed by the
greatest measure value. The greatest measure value (fig. 2) denotes T2-weighted
slice number, which is the most similar to given T1-weighted slice. In presented
cases all measures give correct results, but measures for original images (GD,
NCC, NCCdif) are sensitive to noise and interference. Two measures (for fuzzy
images NCCnormH and NCCnormE) show strong discriminative power and are
implemented in the application software.

3 Location of the PCL Structure on the MRI Images

The T1- and T2-weighted MR knee images, which were analysed, have size
256 × 256 pixels. The average length of the side of a rectangle enclosing the
PCL structure is equal about 100 pixels. In order to increase efficiency of com-
putational procedures, it is very important to reduce the size to the region of
interest (ROI 2D) including PCL structure. The proposed automatic method of
location of the PCL on the T1-weighted MR knee images is based on entropy
(or energy) measure of fuzziness and fuzzy C-means (FCM) algorithm with me-
dian modification. Standard FCM algorithm is widely used in many clustering
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(c) (d)

(a) (b)

Fig. 3. T1-weighted MR knee images (a) FCM median modified, (b) FCM median
modified with main axis, (c) centering and superposition operation with shown main
axis (d) membership function

approaches. Its advantages include a conceptual and computational simplicity
and the ability to model uncertainty within the data. FCM has also several
weaknesses. It does not incorporate spatial context information which makes it
sensitive to noise and image artifacts.

In this paper a modified method of FCM is used for the clustering. The FCM
objective function is modified by adding a second term, which formulates a spa-
tial constraint based on the median estimator. Then, the final formula for FCM
median modified can be expressed as

J(U,V) =
K∑

k=1

N∑
n=1

u
rf

kn

(‖xn − vk‖2 + α‖MedF (xn, Z)− vk‖2). (3)

where MedF (xn, Z) = median(S), S = neighbourhood(xn, Z) and Z deter-
mines the size of the mask. The processed clinical MR knee T1-weighted after
fuzzification with the FCM median modified is shown in the fig. 3a.

On the basis of the analysis of each profile in every slice of the MR knee
T1-weighted after fuzzification and fuzzy clustering, a main axis running along
the thighbone and tibia is determined (fig. 3b). The main axis is determined
according to following formula
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Fig. 4. Location of the PCL in the knee: (a) slice no.12 from fig. 3a, (b) marked four
axis, (c) marked ROI 2D

th = min
k

[
Lpr(k)

]
, for each Lpr(k) �= 0, (4)

where Lpr(k) denotes number of nonzero values of the pixel intensity in the
k profile. When several profiles meet condition (4), the profile of the lowest
nonzero pixel value is chosen. In the next step for teaching group (56 cases) the
centering and superposition operation is implemented (fig. 3c). Profile analysis
after the centering and superposition operation permits to create the membership
function (fig. 3d). This stage gives the information, which is indispensable for
the formation of the membership function (location and size of the stripes in
the main axis). On the basis of thus analysis a membership function has been
determined, according to following formula

µ(i) =
3∑

n=1

exp

(−(i− ksrn)2

2σ2
pn

)
, (5)

where σ is a standard deviation and k denotes an average column number in the
specific range. Then, edges of a ROI 2D containing the PCL are found according
to following rules:

• Left edge (axis I in the fig. 4b)

min
k

[
min

j

[
µ(i), prj

i(k)

]]
, (6)

where k - profile number in the slice, j - slice number in the image, µ -
complement of the membership function, pri(k) - is a i-value of a k-profile,

• Upper edge (axis II in the fig. 4b)

max
u

[
du

]
(7)

where du - distance between I axis and right edge of thighbone for u-profile,
• Lower edge (axis III in the fig. 4b)

max
p

[
dp

]
(8)

where dp - distance between I axis and right edge of tibia for p-profile,
• Right edge (axis IV in the fig. 4b) has been determined on the basis of the

axis I shifted by (8).
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Fig. 5. Stages in the PCL structure build

4 3D Visualization of the PCL Structure

The finding of the ROI 3D including PCL of the knee joint is based on the map-
ping ROI 2D on the all MR knee T1-weighted slices. Curve analysis depiction of
the entropy (or energy) measures of fuzziness in ROI 3D gives information on the
top limit, and histograms analysis in the ROI 3D about the bottom limit. Both
the top and bottom limits determine slices including PCL structures. Depending
on slice thickness PCL structure can be present on 4-6 slices. Identification of
these slices is permitted at the beginning of computer processing. The goal of
that processing to get of the PCL structures from the MR knee T1-weighted
slices (fig. 5). The first step of this process is based on the plotting of the de-
termined slices including PCL structures ROI 2D (fig. 5a). In the second step
the radiologist should insert two points: the first one (point P1 in the fig. 5b),
which belongs to PCL and the second one (point P2 in the fig. 5b), which does
not belong to PCL. After the inserting those two points, the fuzzy clustering
with adaptive matched number of different clusters is performed. The next step
of this process depends on the analysed ligament structure. If two separate lig-
ament structures are situated on the analysed slice (thigh attachment and tibia
attachment), then radiologist has to insert an additional point (point P1′ in the
fig. 5b). The next stage of the 3D construction process is based on choosing
from the clustering image (fig. 5c) objects which include PCL structures and
elimination the other. To this end, the coordinates of the points inserted by the
radiologist (P1 and P1′) were carried on the clustering image. Then only objects
including these coordinates were left (fig. 5d). In order to smooth edges and fill
possible holes in an object (or objects) which was received in a prior stage of
this process, were used close and open operation (fig. 5e). The last step of that
process is based on the plotting of the smoothed and filled object on the input
image (fig. 5b). The logical product of these images is shown in the fig. 5f. This
image is one of the base images received for one patient. The rest of these base
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Fig. 6. Base images received for one patient

Fig. 7. Selected projection of the 3D PCL structure

images have been received after using the analogous operation described above.
The set of the base images for one patient is shown in fig. 6 and on the base
of these images a 3D PCL structure has been built. This spatial structure of
the PCL (fig. 7) was created through layer composition of the base images by
using a linear interpolation. In order to create a 3D visualization of the PCL
structure the Visualization Toolkit (VTK) was used. VTK was chosen first of
all because this software is independent of the platform (Windows, Unix) and
makes it possible to start the program on any computer (for example portable
computer). This is very important for the radiologist because he can show the
concrete clinical case not only in the hospital computer laboratory.

5 Numerical Results and Conclusion

The methodology has been tested on 116 clinical T1- and T2-weighted MR knee
studies. In all cases the registration process has been performed correctly. In
110 (94%) cases the proposed method location of the PCL on the T1-weighted
MR knee images has been executed correctly. The visualization process was
carried out correctly in all cases, where the location of the PCL structures on
the T1-weighted MR knee images was marked correctly, but unfortunately the
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process based on the T2-weighted MR knee images was carried out incorrectly
in 8 from 110 cases (although few operations of the contrast improvement were
used). Performance impossibility of the 3D PCL structure on the basis of the T2-
weighted MR knee images was caused through lack of uniform, intense signal in
the ligament structure. Mistakes connected with localization process were caused
by following factors: a pathology depends on the ligament breaking together with
a fragment of the thighbone (2 cases), a lack of the location of thighbone and
tibia along the same axis (3 cases) and a location of the knee joint in the extreme
part of the slice (1 case).

Software was built on the basis of described methodology, which is dedicated
for the PCL diagnosis and makes it possible to show PCL structure in 3D space.
The proposed method of broadening the idea of a fuzzy image creating and
using the entropy and energy measure of fuzziness to the registration of the T1-
and T2- weighted MR knee images, and to the location and finally to the 3D
visualization of the PCL, seems to be very effective and promising.

References

1. Czoga�la E, �L ↪eski J (1997) Application of entropy and energy measures of fuzziness
to processing of ECG signal, Fuzzy sets and systems:9–18

2. Deluca A, Termini S (1972) A definition of non-probabilistic entropy in the setting
of fuzzy set theory, Information and Control, 20:301–312

3. Nalecz M (2003) Obrazowanie Biomedyczne. Biocybernetyka i Inżynieria Biomedy-
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Summary. Many approaches have been proposed so far to tackle computer network
security. Among them, several systems exploit Pattern Recognition techniques, by re-
garding malicious behavior detection as a classification problem.

One of the main problems occurring in real environments is the difficulty in collecting
a representative dataset of traffic traces which is correctly labeled, so that it can be
used for reliably training supervised techniques. To overcome this problem, we present
a self-training architecture based on the Dempster-Shafer theory for automatically
building a database of labeled traffic traces from raw tcpdump packets. We also show
that intrusion detection systems trained on such a database perform approximatively
as well as the same systems trained on correctly labeled data.

1 Introduction

As attack strategies become more and more sophisticated, the task of detecting
attacks or malicious activities in network traffic becomes harder and harder.
Techniques explicitly modeling malicious behavior realize the principle at the
basis of misuse detection [7] approach. Within this category fall also Intrusion
Detection Systems (IDS) that search for well-known attack signatures in network
traffic, i.e. signature-based IDS. The completeness request is actually their major
limit. On the opposite, anomaly-based techniques model the expected normal
behavior of the system. Such technique can detect unknown intrusions (the so-
called zero-day attacks); the difficulty is that they should be general enough to
allow authorized users to work without raising false alarms, but specific enough
to recognize unauthorized usages.

In [7] it is shown how the network intrusion detection problem can be easily
formulated as a typical classification problem: given information about network
connections between pairs of hosts, the task is to assign each connection to
one out of two classes, respectively representing normal traffic conditions or the
attack category. The main advantage of a Pattern Recognition (PR) approach
is the ability to generalize which is peculiar to PR systems. They are able to
detect some novel attacks, without the need of a complete description of all
the possible attack signatures, thus overtaking one of the main drawbacks of

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 705–717, 2007.
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misuse detection approaches, especially those implemented by means of signature
detection techniques. Typically, PR approaches imply the use of IDS based on
a misuse detection approach [7], but also anomaly-based systems implementing
unsupervised techniques have been considered [14]. Anyway, it is worth noting
that an IDS realized by means of a PR approach based on supervised learning
techniques typically performs better than those based on unsupervised learning
techniques [11].

One of the main drawbacks occurring when using PR-based system in real
environments is the difficulty in collecting a representative labeled set of data
for training them. This aspect is often disregarded in papers proposing PR ap-
proaches for coping with the intrusion detection problem, where usually the
well-known KDD 99 [3] database is used for testing [15]. This choice is no longer
accepted in the IDS community, since network traffic is now significantly changed
and some papers (see for example [12]) highlighted many flaws in the construc-
tion of such a database.

Hence, in this paper we propose a general methodology for automatically
obtaining a dataset of labeled packets starting from raw tcpdump traces. Such
dataset can be then used for the training phase of supervised PR algorithms.
As we propose to use multiple detection techniques, it is necessary to employ
some information fusion strategy in order to combine them. Since we have no
prior knowledge about traffic characteristics, we use the Dempster-Shafer [8]
theory. We will also evaluate to which extent a dataset labeled by using our
approach can effectively be used to train a PR-based IDS. Moreover, we will
show that it is also possible to integrate a trained PR-based IDS in the proposed
architecture, in order to obtain a database labeled in a more reliable way. It is
worth noting that our work can be also regarded from the perspective of semi-
supervised classification. Some analogies can be found between the soft self-
training techniques described in [16] and the architecture for automatic labeling
described in the rest of the paper.

The paper is organized as follows: in section 2 we will present the architecture
aimed at allowing the automated labeling of raw packets from tcpdump traces.
Then, in section 3 we will illustrate how an IDS trained on such a database can
be integrated into this architecture in order to give rise to a more reliably labeled
dataset. In section 4 we will describe our tests; we first show that with the pro-
posed architecture it is possible to obtain a reliably labeled traffic dataset. Then,
we will show that systems trained on such dataset perform approximatively as
well as the same systems trained on correctly labeled data. Finally, in section 5
some conclusions are drawn.

2 A Self-training Architecture for Building a Training
Dataset

In network security, there are not too many issues in collecting large amounts
of traffic which might be used to train a supervised classifier. Unfortunately,
such traffic often lacks a reliable labeling. In order to overcome this problem,
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we propose a self-training architecture for automatically building up a traffic
database containing packets each labeled either as normal or as an attack. The
proposed architecture consists of several base classifiers, called Base IDS (B-IDS
in the following). According to the definition of our framework, B-IDS must
not require to be trained on labeled data. Typical examples are signature-based
IDS (such as SnortTM1) or, more in general, any IDS based on unsupervised
techniques. As we propose to use multiple detection techniques, it is necessary
to employ a fusion strategy in order to combine their outputs.

2.1 The Dempster-Shafer Theory for Combining Multiple B-IDS

The theory of Dempster and Shafer (D-S theory) has been frequently applied to
deal with uncertainty management and incomplete reasoning. Differently from
the classical Bayesian theory, D-S theory can explicitly model the absence of in-
formation, while in case of absence of information a Bayesian approach attributes
the same probability to all the possible events. Moreover, D-S theory disregard
any prior knowledge about the data to be classified. The above described char-
acteristics can be very attractive for managing the uncertainties of the network
security domain, due, for example, to the presence of zero-day attacks.

According to the D-S theory, a basic probability assignment (bpa) has to be
associated to each base classifier, which describes the subjective degree of confi-
dence attributed to it.

Each bpa is such that m : 2θ → [0, 1], where θ indicates the so called frame
of discernment. Usually, the frame of discernment θ consists of M mutually ex-
clusive and exhaustive hypotheses. In our case, we only consider two hypotheses
(classes), namely Normal and Attack ; hence, the frame of discernment is θ =
{{Normal}, {Attack}} and 2θ = {{Normal}, {Attack}, {Normal, Attack}}.

If we have n base classifiers, once bpa’s have been assigned to them, we can
use the Dempster’s combination rule [8] for fusing evidences coming from such
classifiers. Note that the combination of several bpa’s by means of the Dempster
rule is still a bpa, so we need a criterion for obtaining a crisp classification of each
packet from the overall bpa. To this aim, we defined an index which allows us to
associate a single crisp label to each packet. This reliability index RI tells us how
much difference is there between the degree of belief the system has in stating
each of the possible hypotheses. Such a reliability index should preferably have
a direct dependency on the difference between the degrees of belief in each of
the two simple hypotheses, and an inverse dependency on the degree of belief in
the composite hypothesis, which explicitly measures the uncertainty associated
to each decision. So, we defined RI as (see also [6] for further details):

RI =
m({Attack})−m({Normal})

1 + m({Normal, Attack}) (1)

In order to reject unreliably labeled packets, the value of RI can be compared
with a threshold τ . If it falls outside the range [-τ ,τ ], then the packet can be
1 http://www.snort.org
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classified; otherwise, the packet will be rejected. Note that the higher the thresh-
old, the more reliable the classification of each packet, the higher the number of
rejected packets.

2.2 Assigning bpa’s to B-IDS

The D-S combination rule is usually referred to as a technique which requires
training at fusion level [10]. In fact, the bpa’s are usually assigned according to the
so-called confusion matrix, which describes the performance of a specific classifier
on a given training set [13]. In our case, we don’t have any training data available,
hence we assign a bpa to each of them according to the typical performance of the
detection technique it implements and according to the category (i.e., anomaly
vs. misuse detection, unsupervised vs. supervised, etc.) it belongs to.

In particular, signature-based misuse detectors are built to correctly detect
the malicious behaviors described by the known signatures. On the other hand,
the absence of alerts by a signature-based misuse detector is not necessarily
related to the absence of any anomalies. So, if we denote with msb

A|A the value
m({Attack}) attributed to the evidence of an attack when a signature-based IDS
attributes a packet to the Attack class, and with msb

N |N the value m({Normal})
attributed to the evidence of normal behavior when the same IDS does not
declare the presence of an attack, we must have:

msb
A|A > msb

N |N (2)

Anomaly based signature detection systems, instead, have a dual behavior with
respect to misuse detectors. Hence, denoting with ad an anomaly-based IDS, we
can assume that:

mad
N |N >mad

A|A mad
A|A <msb

A|A (3)

In section 4 we will show how to assign reasonable value to the bpa of each
chosen B-IDS, according to the above described criteria.

3 Integrating a Supervised-IDS (S-IDS)

As stated in the introduction, the labeling performed by means of the system
described in the previous Section can be used for training supervised PR-based
IDS. Such IDS should perform better in real environment with respect to unsu-
pervised IDS. As a matter of fact, they have a better generalization power, thus
allowing the detection of novel anomalous events, though keeping good perfor-
mance in detecting well known attacks. This section is devoted to show how an
S-IDS can be integrated in the described architecture.

First of all, let us recall that an S-IDS obviously needs a training phase. In
our case, for the training we’ll use the results of the classification performed by
the B-IDS. In the previous Section we introduced the threshold τ on the value
of RI, which determines the degree of reliability of packet labeling. Different
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threshold values give rise to sub-datasets consisting of different fractions of the
whole dataset, which can be considered reliable enough for training. To this
extent, we have to understand how to select the optimal value for τ , which
allows us to obtain the best trade-off between reliability of the labeling and
representativeness of the portion of the dataset selected for training.

Secondly, we must be able to understand how good the training of the S-IDS
is at each stage, i.e how to measure the performance of an S-IDS, since we do
not know the true labels, but only the ones provided by the ensemble of B-IDS.
Furthermore, as we want to integrate an S-IDS in the whole architecture, we
need to find a way to define a degree of confidence for such S-IDS, and then the
corresponding bpa for it.

By using the new assigned labels, then, it is possible to re-train the S-IDS
and to combine it again with the ensemble of B-IDS, in order to further improve
the labeling. The problem here is to understand when to stop such an iterative
process.

The main steps of the procedure for adding an S-IDS to the proposed archi-
tecture, aimed at obtaining a more reliable labeling, can be then summarized as
follows:

• Train the S-IDS using a certain value for the reliability threshold τ
• Evaluate the performance of the trained S-IDS (see Section 3.1)
• Calculate the bpa for the trained S-IDS (see Section 3.2)
• Combine both B-IDS and S-IDS and evaluate their performance in terms of

Estimated Error Rate (EER) (see Section 3.3)

These steps should be executed for each possible threshold value, in order to
select the one which allows to obtain the best performance. Moreover, the in-
sertion process of an S-IDS in the architecture can be re-iterated by using the
newly computed labels. In this case, nothing ensures that the threshold value
selected at the previous iteration (level) will lead to the best possible system
performance. In practice, we have to perform a Breadth-First Search in a tree,
by searching the node which gives rise to the best system configuration.

An exhaustive search of the optimal solution would be NP-hard, hence we de-
cided to pursue a suboptimal, though computationally affordable, search strat-
egy, as described in Section 3.3.

3.1 Evaluating S-IDS Performance

The problem of assigning a bpa to each S-IDS is strictly related to defining the
extent to which we rely on the outcomes of such classifiers, whenever they are
reporting a specific event. Usually, the confusion matrix is a good means of
evaluating how good a classifier performs on a given dataset. In our case, how-
ever, we do not know the true class of a packet, but we have only the guessed
class provided by the combination of the outputs of a set of IDSs. Moreover,
due to the presence of the reliability index RI, all the packets of our dataset
are soft labeled; hence, we have to redefine the confusion matrix. In order to
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do that, each instance I of the data to be classified can be associated to an
element of the set {Positive, Negative}, or {P, N} for the sake of brevity. In
order to distinguish between the actual class labels and those assigned by the
classifier, the former will be indicated as P and N , while the latter will be
indicated as P̂ and N̂ . In our case we have a set of packets, labeled using the B-
IDS part of our proposed architecture; each packet has an associated reliability
index, which we denote with RI. The closer to 1 RI is, the more confident we
are in assigning the packet to the Attack class. On the other hand, the closer
the index is to −1, the more we are confident in saying that the packet can be
assigned to the Normal class. First of all, for each packet, let us assume that it
belongs to the P class if RI > 0 and to the N class otherwise. The same packet
will be attributed to P̂ if the considered S-IDS recognizes it as an Attack, or to
N̂ otherwise. So, we can denote with TP (true positives) the total number of
packets assigned to P̂ by the S-IDS under exam, among all the packets whose
class is P . In a similar way we can also define TN , FN and FP .

Then, let us recall that our aim is to evaluate the S-IDS performance, in order
to assign a bpa to it. We want to have classifiers able to correctly classify all the
packets characterized by a value of RI close to either −1 or 1. On the other
hand, if the system is not able to correctly classify packets whose value of RI
is close to 0, it is acceptable that they are explicitly rejected. In order to assign
different weights according to the value of RI, we introduce the concept of a
Weighted Confusion Matrix. Let RI = (RI1, RI2, . . . , RIm) be the vector of all
the different reliability values associated to the packets. We define in the usual
way [5] the true positive (tp), the false positive (fp), the true negative (tn) and
the false negative (fn) rates:

tp =
TP

P
fp =

FP

N
tn =

TN

N
fn =

FN

P

As an example, we show how to calculate the weighted true positive rate, say
tpRI, which is function of the vector RI. The same considerations can be easily
extended to fp, tn and fn. Let’s first consider how we can rewrite tp:

tp =
TP

P
=
∑m

i=1 TPRIi

P
=

∑m
i=1

TPRIi

Pi
Pi

P
=
∑m

i=1 (tpRIi )Pi

P

where TPRIi represents the true positives having a reliability index equal to RIi

and Pi is the number of the packets whose reliability is RIi.
Now, by substituting tpRIi with tpi = w(RIi) · tpRIi we obtain a true positive

rate weighted by a function of the reliability index, namely w(RIi). So, we finally
arrive at the definition of tpRI:

tpRI =
(w(RI1))(tpRI1 )P1 + ... + (w(RIm))(tpRIm )Pm

P
=

TPRI

P

The choice of the weight function can either slow down or speed up the con-
vergence of the training algorithm for an S-IDS. The weight is supposed to
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increase together with the value of the reliability index. Hence, by recalling that
−1 ≤ RIi ≤ 1, it must be:

RIi =0 ⇒ w(RIi) = 0 RIi =± 1 ⇒ w(RIi) = 1

Since for a reliably labeled packet i it is RIi = ±1, such a piece of information
is worth the maximum relative weight possible. On the other hand, for packets
labeled with very low reliability we know that RIi ≈ 0, hence such a contribution
is supposed not to influence the final decision.

It is reasonable, given these considerations, to choose for our purposes:

w(RIi) = |RIi|.

3.2 From Weighted Confusion Matrix to bpa

The method we adopt to evaluate the bpa starting from the modified version
of the confusion matrix relies on three parameters: the Recognition Rate (r),
the Error Rate (e) and the Rejection Rate with respect to the possible classes
(in our application, just Normal and Attack). Such parameters can be obtained
from the confusion matrix of a classifier. In particular, as shown in [13], given a
generic class C, the corresponding bpa, and the confusion matrix, will be:

m(C) = r m(¬C) = e m(Θ) = 1 − r − e

With respect to a given class C, r is the percentage of samples assigned to class
C by the classifier, and actually belonging to such a class; e is the percentage of
samples belonging to class C but assigned by the classifier to some other class. By
rejection rate we mean the percentage of samples which are not assigned to any
class; however, the S-IDS we are using at the moment don’t implement rejection
explicitly. Yet, by observing the values of the weighted confusion matrix, we can
see that, due to the weighting operation:

tpRI + fnRI ≤ 1 tnRI + fpRI ≤ 1

That stated, the bpa assigned to the S-IDS after its training will be:

• when the S-IDS attributes a packet to the Attack class:

m({Attack}) = tpRI m({Normal}) = fnRI

m(({Normal,Attack})) = 1− tpRI − fnRI

• when the S-IDS attributes a packet to the Normal class:

m({Attack}) = fpRI m({Normal}) = tnRI

m(({Normal,Attack})) = 1− tnRI − fpRI

The values of the weighted confusion matrix are those obtained after training
the S-IDS with the labeled packets computed by the ensemble of B-IDS.
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3.3 Terminating the S-IDS Training Process

After the first training iteration, we obtain new labels for the packets. By com-
bining the outcome of each S-IDS with the outcome the B-IDS ensemble, we
obtain a modified and hopefully more accurate labeling for the dataset. After
the first step, we evaluate the bpa for each of the S-IDS again, in an iterative
fashion. In order to define a termination criterion, we introduce the concept of
Estimated Error Rate (EER):

EER =
FPRI + FNRI

N + P

where N +P is the total number of packets and FPRI = fpRI ·N , while FNRI =
fnRI · P . In order to iterate the training phase, we can decide to use, for each
S-IDS, the configuration associated to the lowest EER (say EERbest). Since this
approach can lead to suboptimal results, we also consider some S-IDS training
configurations which lead to higher EER, since during the following iterations
they might lead to better overall results. In particular, we keep all the training
configurations associated to a value for EER such that:

EERbest

EER
≥ 0.95

At each iteration we use an exhaustive procedure, by training each S-IDS with all
the dataset obtained by rejecting the packets characterized by reliability values
below a given threshold τ .

In order to terminate the iterative process, we evaluate the condition:

EERbest
k ≤ δ

where:

EERbest
k is the estimated error rate for each S-IDS, with respect to the k − th

iteration. More precisely, it is the minimum error rate among all the chosen
configurations for each training iteration.

δ is a threshold value, chosen according to the specific application and the re-
quired reliability level.

4 Experimental Results

In order to test the proposed approach, we used one day of the DARPA 99
traces (more than 1e6 packets; among them about 1, 000 are attacks). Even
if the collection of these traffic traces has been criticized, they still represent
the most widely used public dataset, and then can be considered a significant
benchmark for testing our architecture. To extract representative features from
the raw traffic traces, as required by PR-based systems, we used the preprocessor
plug-in for SnortTM described in [4] and freely available on SourceForge2.
2 http://s-predator.sourceforge.net
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As B-IDS, we chose a signature-based IDS, namely SnortTM, and two PR-
based anomaly detectors, respectively a Rival Penalized Competitive Learning
(RPCL) network and a one-class Support Vector Machine (SVM) [1]. The RPCL
has only two neurons; after the unsupervised learning phase, we associate to the
Normal class the neuron which won the competition the more number of times
for the packets under exam; by doing this, we implicitly assume that normal
packets are in a much higher number than attack packets. It is worth observing
that, since SnortTM works at packet level, we need to use it as a classifier for
unprocessed raw tcpdump traffic. The performance of SnortTMand of the neural
based classifiers on the chosen dataset are reported in table 1.

Table 1. Performance obtained by the chosen B-IDS

FA Rate MD Rate Err Rate
SnortTM 0.129% 21.789% 0.164%
RPCL 1.477% 21.997% 1.510%
SVM 0.924% 74.571% 1.044%

Now, we are required to model the degree of belief associated to each base
classifier reporting each of the observed events. As stated before, we do it by
using the basic probability assignment. First of all, let’s start by assigning a bpa
to SnortTM. As shown in table 2, we assume that SnortTMis very reliable when
reporting malicious activities. The probability that an attack actually occurs
when SnortTMreports it, is very high, due to its signature-based nature. Accord-
ing to that, we assigned the value 0.9 to m({Attack}) when SnortTM raises an
alert. Conversely, aware of SnortTM’s low probability of detecting either a novel

Table 2. bpa’s assigned to
SnortTM

m({N}) m({A}) m({N,A})
A 0 0.9 0.1
N 0.6 0 0.4

Table 3. bpa’s assigned to RPCL
and SVM

m({N}) m({A}) m({N,A})
A 0 0.5 0.5
N 0.6 0 0.4

or modified attack, we don’t really trust it too much when reporting normal
activity. Similarly to the case of SnortTM, we considered the typical behavior
of the neural-based classifiers we chose, in order to decide when and how much
to trust each of them. Such classifiers, due to their unsupervised nature, are
not supposed to perform extremely well on any class of traffic, since they’re not
meant to be too specialized. Yet, on the other hand, they may also be able to
detect novel attacks, thus compensating the lack of such ability for SnortTMand
similar signature based B-IDS. In table 3 we observe the bpa’s assigned to it.
By using such bpa’s, and combining the results for the three considered B-IDS,
we are able to obtain a preliminary labeling of the raw traffic. To this regard,
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we verified that there are no differences in such a labeling if the above reported
bpa’s vary within a 5% range and the constraints of equations (2)-(3) still hold.

By varying the value of the reliability threshold and comparing it to the
indicator defined in eq. (1), we finally obtain the error rates described in table 4.
Here, False Alarm Rate and Rejection Rate are meant in the canonical way.
When computing the Missed Detection Rate, we consider all the attack packets
which were either misclassified as normal, or rejected. In other words, if an
attack packet is rejected, we consider it as missed. When evaluating the Error
Rate, instead, we consider all the packets which are misclassified, regardless the
number of rejections.

It can be noted in table 4 that if we consider only packets with an RI index
greater than 0.3, we are able to obtain a better performance with respect the
one exhibited by the best B-IDS. In this case, anyway, about 3,000 packets are
not classified.

Table 4. Performance obtained by combining the chosen B-IDS as a function of the
threshold τ

τ FA Rate MD Rate Err Rate Rej Rate
0.0 0.278% 21.789% 0.313% 0%
0.3 0.027% 21.945% 0.063% 0.251%
0.6 0.015% 74.623% 0.051% 2.404%
0.9 0.015% 74.623% 0.015% 99.943%

4.1 Training and Integrating an S-IDS

In this section we will describe the evolution of an S-IDS. Here we recall that
such classifiers always need a training phase performed on pre-classified traffic.
In this case, we will first use the traffic labeled by the ensemble of B-IDS for
training, by using certain reliability thresholds.

In the following, we will show an example of S-IDS integration with the rest
of the system. As S-IDS, we have chosen SLIPPER [2], a rule-based learning sys-
tem that creates a rule set by iteratively boosting a greedy rule-builder. To such
extent, we’ll describe how the whole procedure applies to the case of SLIPPER.
In figure 1 we show how different configurations for the threshold are chosen,
according to the value of EER, until the termination condition is met. In par-
ticular, we considered a δ value equal to 1e − 5, which is reached at the third
training iteration. In the figure are also depicted the actual error rate ER and
the estimated error rate EER. The former is evaluated on the reference dataset,
by using the actual labels.

In the proposed example, during the first iteration, we choose two values for
the threshold associated to very similar values for EER, whose ratio is over
the 0.95 threshold fixed in Section 3.3. The results provided by the proposed
optimization procedure will actually lead to the best possible performance (i.e.
the one obtained if the whole tree would be searched).
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Fig. 1. Results obtained by the proposed architecture at different training iterations.
The procedure described in Section 3 is used for searching the configuration leading to
the lowest EER

At this point, we want to show how, through the proposed labeling scheme, it
is possible to obtain better training results than the ones obtained by the com-
bination of the B-IDS alone. This would both justify the increased complexity of
the architecture resulting in increased requested computational power, and the
need for multiple iterations over the same data, in order to improve the knowl-
edge of the whole system. In order to do that, we refer to table 5, where we
show the performance obtained by SLIPPER when it’s trained by using the la-
bels provided by the ensemble of B-IDS and the proposed architecture (first two
rows). For the sake of comparison, also the results obtained by training SLIP-
PER with different fractions of the dataset with the actual labels are reported
(rows 3–6).

In this case, the difference with respect to the ideal training set (i.e., the whole
database with actual labels) in terms of error rate turned out surely accept-
able (only 0.03% with a recognition rate of 99.9%), thus confirming our claims.

Table 5. SLIPPER performance as a function of the dataset used for training

FA Rate MD Rate Err Rate
labels provided

by the bank τ = 0 0.141% 21.997% 0.176%
of B-IDS

labels provided
by the proposed τ = 0 0.035% 21.945% 0.070%

architecture
10% 0.045% 88.820% 0.190%

actual 20% 0.025% 79.407% 0.154%
labels 30% 0.004% 19.345% 0.036%

100% 0.013% 12.117% 0.032%
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Moreover, it has to be pointed out that labels provided by our approach allow
us to train a classifier that performs better than the one trained with the 20% of
the whole database with actual labels, which anyhow exhibits an unacceptable
missed detection rate.

We have also conducted a statistical significance analysis with the t -test, as
suggested in [9]. Within a significance threshold of 1%, the difference between
results obtained by our approach and those obtained by considering the 20% of
the whole database with actual labels resulted significant. This is a very good
result, since such a dataset is composed by over 230, 000 samples that have been
labeled by hand, with a significant waste of time with respect to an automatic
labeling.

5 Conclusions

In this paper we deal with the problem of collecting labeled packets, in order to
usefully train intrusion detection systems. We describe a self-training architec-
ture based on the Dempster-Shafer theory which, by analyzing raw packets, is
able to assign labels to them. It is also able to point out how reliable each of the
labels is, thus allowing to choose only the packets which satisfy a certain level
of confidence. By training a supervised algorithm with data labeled in this way,
we show that it is possible to obtain results which are similar to those obtained
by using the actual class of all the packets.

As future developments, we want to test the whole architecture on other traffic
traces. Furthermore, we think it’d be an interesting development to study the
impact of the choice of different weighting functions such as the ones described
in section 3.1. Of course, such function might impact both the accuracy of the
labeling and the computational resource demand involved in the whole process.
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Summary. The Case-Based Reasoning methodology is used to develop Knowledge
Management Systems (KMS). First, this paper introduces various case-based reason-
ing cycles. Next, the focus is on defining procedures for case indexing. The procedures
are based on multiple-criteria methods supporting a decision-making process, such as
EUCLID and ELECTRE TRI. The indexing procedures form also a knowledge trans-
formation cycle (from implicit to explicit knowledge) known as externalization. The
author developed a subsystem, which supports the implementation of this cycle. The
UML diagrams show the structure of the SOK-P1 subsystem. The author developed
an ontology of enterprise assessment. The subsystem presented uses the taxonomies of
the enterprise potential and business risks, as well as thesauruses, which are a set of
suggestions for assessors.

1 Introduction

The basic structure of an intelligent case-based system in the Case-Based Rea-
soning methodology (CBR) is a CBR cycle. A. Aamodt and E. Plaza [1] were
the first who defined the CBR cycle (the four REs) consisting of the following
four processes:

1. RETRIEVE - the process of selecting the most similar cases to a given one
from a case base.

2. REUSE - the process of adapting the solution developed in selected cases to
the problem presented.

3. REVISE - the process of evaluating and verifying the solution.
4. RETAIN - the process of updating the case base with unprecedented cases.

T. Reinartz, I. Iglezakis and T. Roth-Berghofer [2] divided the CBR cycle into
two phases:

I. Reasoning process implementation phase (Application Phase).
II. Base creation phase (Maintenance Phase).

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 718–730, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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There are three processes included into the first phase: RETRIEVE - selec-
tion process, REUSE - adaptation process, REVISE - evaluation and correction
process. The second phase also consists of three processes: RETAIN - case-base
update process and two new ones:

5. REVIEW - verification process.
6. RESTORE - reconstruction process.

I. Watson [3] presented the CBR methodology as a framework for designing
knowledge management systems. Six processes are mentioned in their proposal
of a reasoning cycle:

1. RETRIEVE - selection of similar cases.
2. REUSE - adaptation of the solution.
3. REVISE - evaluation and correction of the solution
4. REVIEW - verification.
5. RETAIN - entering unprecedented cases to the database.
6. REFINE - capture of tacit knowledge (indexing and feature weight

estimation)

Fig. 1. The case-based reasoning cycle (CBR) as per [3]

The first step in designing intelligent systems with a case-base is to define
the ontology of cases related to a given subject. The nest step is to define the
approach to case representation and the structure of the case-base.

To ensure a proper definition of the case-base structure a list of indices
should be provided and the procedures explaining the index values should be
developed. These tasks are performed by the knowledge refinement process
(REFINE) [3].

Following Aamodt’s and Plaza’s definition of the case-based reasoning cycle
[1] the researchers were searching for a method to integrate the CBR cycle and
the knowledge management cycle. A proposal of such integration, introduced by
S.H. Kang and S.K. Lau in [4], is presented in the Table 1 and on the diagram
below (Fig. 2).
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Table 1. The CBR cycle and the Knowledge Management (KM) cycle

CBR cycle KM (Knowledge Management) cycle

Retrieve - selection Knowledge creation, capture
Reuse - adaptation Knowledge refinement
Revise - evaluation and verification Knowledge refinement
Retain - update Knowledge storage, management,

dissemination

Fig. 2. Integration of the CBR and KM cycles according to [4]

Extensions of the classic case-based reasoning cycle result from two main
problems analyzed in the CBR methodology:

1. Knowledge representation.
2. Case-base development.

The development of an intelligent CBR-based system requires solutions for
representation of tacit knowledge, which may be captured from databases.

I. Watson [4] presented a CBR cycle based on the knowledge management
cycle (Fig. 3). This diagram is suitable for systems capturing knowledge from
experimental databases. Such systems are used in the processes of technical
or medical diagnosis, where it is possible to obtain data using a measuring
equipment.

Another concept of linking the Knowledge Based Systems to the CBR method-
ology was presented by T.R. Roth-Berghofer and J. Cassens [5]. Their proposal
is to associate the explanation processes in the CBR systems with so-called
“knowledge containers”. Four knowledge containers were identified:

1. “Vocabulary” container.
2. “Case-base” container.
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Fig. 3. A CBR Cycle based on the KM cycle [3]

3. “Similarity measure” container.
4. “Solution transformation” container.

2 Case Model- First-Level Indexation

Development of decision support systems depends on the level of precision in
the knowledge capture process. The following levels can be identified:

- certainty- knowledge determined without doubt (deterministic),
- risk- knowledge determined probabilistically
- uncertainty- knowledge determined probabilistically in part,
- ignorance- knowledge not determined probabilistically.

The systems to predict the enterprise situation are usually based on historical
knowledge acquired mainly from the financial statements. That is why most
explanatory variables in econometric models are financial indicators.

The systems to predict the enterprise situation are usually based on historical
knowledge acquired mainly from the financial statements. That is why most
explanatory variables in econometric models are financial indicators.

The author of this paper assumes that predictions of a future situation of an
enterprise may be made on the basis of experts’ opinions, which are subject to an
appropriate formalization. The experts may make assessments of a given variant
(state or situation) by comparing it to the benchmark variant. In benchmarking
systems the average variant is defined. In strategic planning a target variant
results from the parameters of a strategic scenario planned. The experts from
consulting agencies may know benchmark solutions worked out as a part of
their professional experience. Making assessments in relation to the objectives
set is another approach to the problem. Such general objectives may include:
maximization of benefits, profits or revenues, minimization of risks or costs, etc.

In decision support systems the following approaches to the formalization of
assessments are used:
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- linear evaluation scale within a specified range1,
- verbal scale2,
- preference interrelationships [6].

The fundamental issue to be addressed in beginning of decision support system
design is the description of the variants [6]. The assessment of an enterprise
situation requires a specific formal model conforming to the strategy of the
enterprise. In this paper the author adopted a useful formal model first proposed
by M. Tavana and S. Banerjee [7] and then modified by M. Tavana [8]:

Sm =
I∑

i=1

Wi

( J∑
j=1

Fijβij

(
Pm

ij

))
(1)

where:

Pm
ij - assessment of benefit or risk,

Wi- weight of the i-th group of criteria,
Fij - weight of the j-th criterion in the i-th group,
βijε{−1, +1},
0 ≤ Pm

ij ≤ 1,
0 ≤ Wi ≤ 1,∑I

i=1 Wi = 1,
0 ≤ Fij ≤ 1,∑J

j=1 Fij = 1.

The S case (variant) is assessed by means of two opposite groups of criteria:
the benefits criteria (β = +1) and the risk criteria (β = −1).

There are subgroups identified in each group of criteria. Each subgroup is
characterized by a weight W. The expert makes an assessment of the S variant
(case) according to each criterion by providing his/her subjective assessment
P and the weight of the criterion F. The W weight for a group of criteria is
estimated using the AHP method [11].
1 The most commonly used scale is that developed by T.L. Saaty, in the range of [1/9,

9]. Evaluation of different scales is provided by E. Triantaphyllou in [9].
2 Formalization of verbal scales is discussed by Tavana, e.g. in [10]. The authors ac-

cepted the following probability thresholds for particular phrases:
impossible (benefit, risk)- 00,
small possibility (benefit, risk)- 0.10,
small chance (benefit, risk)- 0.20,
somewhat doubtful (benefit, risk)- 0.30,
possible (benefit, risk)- 0.40,
toss-up (benefit, risk)- 0.50,
somewhat likely (benefit, risk)- 0.60,
likely (benefit, risk)- 0.70,
very likely (benefit, risk)- 0.80,
quite certain (benefit, risk)- 0,90,
certain (benefit, risk)- 1.00
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M. Tavana [12] developed an EUCLID model to classify strategy variants.
In this model two indices are calculated: the benefit index Bm and the risk
index Rm.

Bm =
3∑

i=1

Wbi

( Jbi∑
j=1

Fbij

[(
P ∗

bij
− Pm

bij

)2
])

(2)

Rm =
3∑

i=1

Wri

( Jri∑
j=1

Frij

[(
P ∗

rij
− Pm

rij

)2
])

(3)

where:

P ∗
rij

- minimum value of the assessment of the i-th risk, j-th component,
P ∗

bij
- maximum value of the assessment of the i-th benefit, j-th component.

Therefore, the formulas (2) and (3) describe the principle of indexation
through aggregating experts’ opinions. Comparisons are made to extreme as-
sessments, i.e. to the maximum benefit and the minimum risk assessments.

By adopting the model above the author developed an expert system for
enterprise assessment.

A comprehensive assessment of the enterprise situation is made by the experts.
The assess the enterprise strategy in five potential-risk perspectives:

1. B1-R1 perspective: Capital Potential – Risk of satisfying the demand for
capital.

2. B2-R2 perspective: Innovation and Investment Potential – Risk of that the
expenditures on investments and innovation are higher than planned.

3. B3-R3 perspective: Key Stakeholder Potential – Risk of increased costs of
services provided to stakeholders.

4. B4-R4 perspective: Neighborhood Potential – Risk of increase of cost /de-
crease of revenues caused by local tendencies.

5. B5-R5 perspective: Environment Potential – Risk of increase of cost /de-
crease of revenues caused by global tendencies.

In each perspective an enterprise is represented by a pair of indices (B,R)
calculated according to the formulas (2) and (3).

While assessing the strategic position of an enterprise in each perspective
the experts determine the weights of the groups of criteria (types of potentials
and risks) and the weights and assessments of each criterion in the group. The
SOK-P1 systems features useful editors to enter the weights and assessments.

For each enterprise, which is subject to the experts’ assessment, a matrix of
results [yij ] is assigned with the data for the last dozen years. The rows in the
matrix are financial indicators calculated by means of various methods, whereas
the columns represent the consecutive years.

These methods may be classified in the following way:

1. Methods focused on the profit analysis:
a) Net profit
b) EBIT – (earnings before income taxes)
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c) EBITDA – (earnings before interest, taxes, depreciation and amortiza-
tion)

d) NOPAT – (net operating profit after taxes)
2. Methods focused on the cash-flow analysis:

a) FCF (Free Cash Flow)
b) NPV (Net Present Value)
c) SVA (Shareholder Value Added )
d) CVA (Cash Value Added)
e) CFROI (Cash Flow Return on Investment)

3. Methods focused on the value-added analysis.
a) VA (Value Added)
b) EAR (Economic Added Result)
c) VAIC (Intellectual Coefficient Value Added)
d) MVA (Market Value Added)

4. Methods focused on the capital analysis.
a) CE (Capital Employed)
b) EVA (Economic Value Added)

A particular trajectory of the enterprise’s financial situation may be created on
the basis of some parameters only, e.g. income on sales, net profit, employment,
EBITDA, FCF and VAIC in the last ten years.

Using a multiattribute value function [13] a standardized trajectory may be
identified.

Such a trajectory will be subject to adaptation in the course of the process of
predicting a future situation of an enterprise (the REUSE process – adaptation
of solutions in the CBR cycle).

3 Case Indexation- Second Level

Among all key processes in the CBR methodology the process of explanation
plays a crucial role. That is why the aggregation of experts’ opinions leads to a
development of indices determining the assignment of a given case to a partic-
ular class. In the multiple criteria theory of decision making B. Roy [6] defined
the concept of sorting. Following this theory the ELECTRE TRI method and
software were developed [14]. To utilize this method it is necessary to build a
sorting machine model, which contains the definitions of profiles separating the
categories. For each criterion a category limit value “g”should be defined. Since
the profiles are defined as fuzzy numbers, it is required to define an indifference
threshold “q”, a preference threshold “p”and the veto threshold “v”.

In the Tavanas case indexing model a pair of indices (Bm, Rm) is derived
from the formulas (2) and (3).

With M cases in the database the average values are calculated:

B̄ =
M∑

m=1

Bm/M (4)
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R̄ =
M∑

m=1

Rm/M (5)

These values divide the B-R space into four classes as depicted in the Fig. 4.

Challenge Desperation
Strong Benefits and Strong Risks Weak Benefits and Strong Risks

Bm ≤ B̄ i Rm > R̄ Bm > B̄ i Rm > R̄

Exploitation Discretion
Strong Benefits and Weak Risks Weak Benefits and Weak Risks

Bm ≤ B̄ i Rm ≤ R̄ Bm > B̄ i Rm ≤ R̄

Fig. 4. Classes in the EUCLID method [12]

As the aggregation of risk and potential assessments and weights in the EU-
CLID method results in two indices for each case (Bm, Rm), a problem of a
further aggregation arises to determine one index, which could serve as a crite-
rion function.

The author of this paper proposes to define this index as a θ angle measured
between the radius-vector of the enterprise assessment and the Benefit axis (B)
in a transformed set of coordinates, which axes overlap with the average values
of the risks and benefits. The Fig. 5 shows a geometrical explanation of this
index.

Fig. 5. Geometrical representation of the enterprise situation index θ in the (B, R)
space

The θi index is calculated for each (Bi, Ri) criterion. The indices create a
set of criteria (a criterion function) for assessing the situation of the enterprise
in all perspectives. The ELECTRE TRI method and software may be used to
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Fig. 6. Set of indices θi as the criteria for the ELECTRE TRI sorting mechanism

aggregate these assessments. The Fig. 8 shows the criteria and profiles of a
defined sorting machine.

Two indexation stages presented so far lead to the following definition of a
case:

AES3 =< Θ, Θ1, d1, Θ2, d2, Θ3, d3, Θ4, d4, Θ5, d5 > (6)

where:

di- the length of the radius-vector of the enterprise location for,
θi- the angle measured between the radius-vector of the enterprise assessment

and the Benefit axis (B) in the i-th perspective Bi-Pi, i= 1, ..., 5.

4 Tacit Knowledge Capture Process

Apart from knowledge representation the issue of designing a tacit knowledge
capture process is also important in case based systems. While diagnoses of
business processes are available, e.g. from databases of financial statements, audit
reports, ISO audit reports, BI (Business Intelligence) systems reports, in case of
assessments of enterprise development strategy, risk of their future operations
and projects we have to count on experts’ and managers’ knowledge.

I. Nonaka, H. Takeuchi [15] presented a system for knowledge conversion an
distinguish four conversion mechanisms:

1. From tacit to tacit knowledge (socialization).
2. From tacit to explicit knowledge (externalization).
3. From explicit to explicit knowledge (combination).
4. From explicit to tacit knowledge (internalization).

3 Assessment of Enterprise Situation.
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This paper presents a model of conversion of tacit knowledge (possessed by
experts) into the explicit one. The author developed a basic ontology of enterprise
assessment. The ontology consists of:

1. Taxonomy of potentials.
2. Taxonomy of risks.
3. Thesaurus of assessment explanations.
4. Thesaurus of business performance explanations.

Fig. 9 presents the cases of using the 1st stage of tacit experts’ knowledge
capture (the UML [16]) in the SOK-P1 system.

In this system the process of knowledge capture relies on a cooperation of
experts:

1. Assessing Expert who assesses the components of the potentials and risks.
2. Estimating Export who estimates the weights of the assessments.
3. Defining Expert who defines the category limits.
4. Financial Analysis Expert who calculates the financial parameters of an en-

terprise situation trajectory.
5. Manager who manages the early warning system.

The Assessing Expert uses an editor developed on the basis of taxonomies
of risks and potentials. The Expert may refer to the thesaurus of assessment
explanations.

The Estimating Expert is provided with an editor, which allows entering the
weights by a group of experts and then to fix the weights as average values. It is
also possible to use the EXPERT CHOICE system to set the weights with the
AHP method.

Fig. 7. Application diagram for the 1st stage of the Knowledge Capture process in the
SOK-P1 system



728 J. Andreasik

Fig. 8. Application diagram for the 1st stage of the Knowledge Capture- result repre-
sentation

Fig. 9. Application diagram for the 2nd stage of the Knowledge Capture process

The Defining Expert, who defines the category limits for the needs of the
ELECTRE TRI method, sets the values of the p, q, v parameters on the basis
of sorting accuracy assumed.

The Financial Analysis Expert may interpret the results calculated using the
accounting system data through modifying the utility function. The Logical De-
cisions system may be applied here

The Manager of the early warning system may view the whole knowledge
capture process, i.e. he can negotiate particular assessments, which he does not
agree with or finds them doubtful, in an interactive mode. He can make the Ex-
perts provide additional justifications, which extends the thesaurus of assessment
explanations.

5 Summary

The paper presents the first stage of development of an intelligent case-based
system to predict the situation of enterprises. This stage concentrates on cap-
turing the experts’ tacit knowledge on the assessments of enterprises potential
and risks in the future. The experts assess the weights of the single components
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Fig. 10. Sequence diagram for the SOK-P1 system

Fig. 11. General diagram of categories

of the potentials and risks. The structure of the subsystem, which supports the
experts in making and verifying the assessments, is presented on UML diagrams.

The author developed the taxonomies of enterprise potentials and risks. There
are thesauruses available for the experts. They include lists of possible enterprise
policies, rules and trends for each single assessment. The expert may then in-
crease the objectivity of his/her assessments. Next, the paper presents two stages
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of indexation based on assessment aggregation. In the first stage the EUCLID
method is used, so is the ELECTRE TRI method in the second stage. This is an
original approach to determine the case indices, and thus a benchmarked position
of an enterprise in the potential - risk space. This indexation concept is different
from existing ones, which are based on extracting the features from a set includ-
ing all possible ones using statistical methods and data mining. The approach
presented in this paper is based on multiple criteria decision support methods. It
is possible to develop procedures to facilitate the experts’ knowledge capture pro-
cess. In a knowledge conversion cycle the key process is externalization, i.e. from
tacit to explicit knowledge. The paper presents also the structure of the SOK-P1
subsystem, which supports the whole process. Further works shall focus on im-
plementation of models for particular stages of the Case-Based Reasoning cycle.
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Summary. Continuous efforts have been made in searching for robust and effective iris
coding methods, since Daugman’s pioneering work on iris recognition was published.
Proposed algorithms follow the statistical pattern recognition paradigm and encode the
iris texture information through phase, zero-crossing or texture-analysis based meth-
ods. In this paper we propose an iris recognition algorithm that follows the structural
(syntactic) pattern recognition paradigm, which can be advantageous essentially for
the purposes of description and of the human-perception of the system’s functioning.
Our experiments, that were performed on two widely used iris image databases (CA-
SIA.v3 and ICE), show that the proposed iris structure provides enough discriminating
information to enable accurate biometric recognition, while maintains the advantages
intrinsic to structural pattern recognition systems.

1 Introduction

In 1987, Flom and Safir observed the stability of iris morphology over human
lifetime and estimated the probability for the existence of two similar irises at
1 in 1072. Since then, the use of iris-based biometrics has been increasingly
encouraged by both government and private entities. The iris is accepted as
one of the most reliable biometric traits: it has a random morphogenesis and,
apparently, no genetic penetrance.

The published iris recognition algorithms, at least the most relevant, follow
the statistical Pattern Recognition (PR) paradigm (e.g., Daugman [3], Wildes [9]
and Ma et al. [7]). They represent patterns as sets of features and regard them
as points in a d-dimensional space. In this context, effectiveness is determined
by the classes separability that is given by some data projection.

The structural PR approach is based upon the view that each pattern is
composed of simple sub-patterns. The most elementary sub-patterns are the
primitives. A pattern can be expressed in term of primitives and of relation-
ships between primitives. Consequently, symbolic data structures (e.g., strings,
tress, and graphs) are used for pattern representation. Feature sets generated by
structural PR approaches contain a varying number of features. As the relation-
ships between the primitives are also encoded, the feature vector must include

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 731–738, 2007.
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additional components describing them or take an alternate form, such as a re-
lational graph. Further, a pattern can be labeled as belonging to a class if its
graph representation is isomorphic with some prototype graphs of the class [4].

This is intuitively appealing to biometrics because, apart classification, it
simultaneously provides the description of how a given pattern is constructed
from the primitives and the justification for a match/non-match produced in the
comparison between two patterns. However, it is usually considered that may
yields an enormous number of possibilities to be evaluated, demanding large
training sets and very large computational efforts.

Our main goal is to show that structural-based iris recognition methods achi-
eve very low error rates and be used for biometric purposes. Due to their intrin-
sic characteristics, this kind of methods facilitate the human-perception of the
pattern encoding and matching, which can be useful - for instance - for foren-
sic or security purposes. Also, the fact that our proposal does not contain any
user-parameterized thresholds must be enhanced, regarding the dynamics of the
imaging environments and the heterogeneity of the images that are presented to
recognition systems.

The remainder of this paper is organized as follows: section 2 briefly sum-
marizes the most cited iris recognition methods. A detailed description of the
proposed method is given in section 3. Section 4 reports the experiments and
results and, finally, section 5 concludes this paper.

2 Iris Recognition

As previously stated, the most relevant iris recognition algorithms follow the sta-
tistical PR paradigm and share the structure given in figure 1(a). After the seg-
mentation and normalization of the iris images, the iris data is encoded through
one of three major variants: phase-based methods (e.g., [3]), zero-crossing meth-
ods (e.g., [2]), and texture-analysis methods (e.g., [9]). Daugman [3] used multi-
scale quadrature wavelets to extract texture phase information and obtain an iris
signature with 2048 binary components. Boles and Boashash [2] computed the
zero-crossing representation of a 1D wavelet at different resolutions of concen-
tric circles. Wildes [9] proposed the characterization of the iris texture through
a Laplacian pyramid with four different levels (scales). Further, the comparison
between iris signatures is performed and produced a numeric dissimilarity value
that determines the subjects’ identity. It is common to apply different distance
metrics (Hamming [3], Euclidean [5] or weighted Euclidean [7]), or methods
based on signal correlation [9].

Figure 1(b) gives the block diagram of the proposed iris recognition method.
According the structural PR paradigm, it starts by the detection of the primitive
pixels among the iris data, followed by the detection of relationships between
these primitives. This gives us a directed graph that represents the structure of
the iris image and, as our experiments confirm, contains enough discriminating
information to accurately distinguish between individuals.
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(a) Typical stages of statistical iris
recognition

(b) Stages of the proposed recognition
method, according to the structural
pattern recognition paradigm

Fig. 1. Statistical versus structural approaches to iris recognition

3 Underlying Iris Structure and Structural Matching

Due to the pupils’ varying sizes and to different distances, angles and optical
magnifications of the imaging frameworks, the size of the irises in the captured
images will have significant variations. As described by Daugman [3], the invari-
ance to all these factors can be obtained through the translation of the captured
data into a double dimensionless polar coordinate system, in a process known
as the ”Daugman Rubber Sheet”. To each point on the iris, regardless of its size
and pupillary dilation, it is assigned a pair of real coordinates (r, θ), where r is
on the unit interval [0, 1] and θ is an angle in [0, 2π]. The remapping of the iris
image from raw cartesian coordinates (x, y) to the dimensionless non concen-
tric polar coordinate system (r, θ) is given by I(x(r, θ), y(r, θ)) → I(r, θ), where
x(r, θ) and y(r, θ) are linear combinations of both the set of pupillary and limbus
boundary points, detected in the iris segmentation stage.

3.1 Primitives

The rationale behind our proposal is to consider as primitives the centers of the
most homogeneous iris regions. These have lower average differences of intensities
between neighbor pixels and are intuitively visually relevant regions. Let I be
a segmented and normalized iris image. Let G(x, y) be a Gaussian kernel with
dimensions L × L that weights the differences between pixels’ intensity. The
function e(x, y) : N2 → R measures the distinctiveness between the pixel p =
(x, y) and its neighborhood of radius L/2:

e(x, y) =
L/2∑

i=−L/2

L/2∑
j=−L/2

[
||I(x + i, y + j) − I(x, y)||

×G(i +
L

2
, j +

L

2
)
]

(1)
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where I(x, y) is the image intensity at location (x, y) and ||.|| denotes the absolute
value. Based on this function, a pixel p = (x, y) is considered a ”primitive” if it
has minimal e() value in a neighborhood of radius L/2.

pr(x, y) =
{

1 (x, y) = minL
2
e(xi, yj)

0 otherwise
(2)

As illustrated by figure 2, this process gives a set of primitives with vari-
able dimension. These constitute the vertices of the graph that represents the
structure of the iris image.

3.2 Relationship Between Primitives

In this section we describe how the relationships between primitives are estab-
lished, i.e., how to find the graph’s set of edges. The rationale of our method
is to link neighbor vertices with high difference between their e() values. These
directions correspond to regions in the iris image with visible changes in the av-
erage image intensity. Let P = {p1, . . . , pk}, pi = (xi, yi), be a set of primitives
and d() the Euclidean distance. We create an edge from pi to pj if

e(pj) < e(pi) ∧ e(pi) − e(pj)
d(pi, pj)

>
h(pi,

L
2 ) + h(pj ,

L
2 )

2
(3)

where h(p, r) is the image entropy of the window centered at pixel p and with
radius r. As illustrated by figure 2, for each iris image we obtain a correspondent
directed graph used to distinguish between identities. It can be observed the high
similarity between the graphs resultant of images of the same iris (figures 2(a)
and 2(b)). Also, evident differences can be observed in the graph resultant of an
image of a different iris (figure 2(c)), either the number of vertices and the edges
directions.

3.3 Structural Matching

Having analyzed some of the most cited graph matching proposals, we observed
that they commonly enhance the vertices and edges adjacency and do not take
into account the relative position of each vertex in the graph, which is very rel-
evant for our purposes. In this compass, Blondel et al. [1] proposed an iterative
method that measures the similarity between graphs based on the observation
that ”two graph elements are similar (either vertices or edges) if their neighbor-
hoods are similar”.

Our measure of similarity between graphs combines the method of [1] and
the minimal distance between the relative position of the vertices (primitives) in
each graph. Let G1(P1, E1) and G2(P2, E2) represent two directed graphs, with
Pi vertices and Ei edges. The function g() gives the dissimilarity between graphs
and is used to conclude about the identity of the subjects from where the graphs
were constructed.
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(a) Graph representing the structure the iris
image ”1” of subject ”1”

(b) Graph representing the structure of the iris
image ”2” of subject ”1”

(c) Graph representing the structure of an iris
image of subject ”2”

Fig. 2. Graphs that represent the structures of the iris images. The upper two figures
illustrate the structures of different iris images of one subject and their similarity is
evident. Oppositely, the bottom figure represents the structure of an iris image of a
different subject and the dissimilarity is notorious.

g(G1, G2) = α v(G1, G2) + (1− α) e(G1, G2) (4)

where 0 ≤ α ≤ 1, can be used to weight the contribution of each term. Through
trial-and-error, we empirically considered α = 0.6. The function v() gives the
minimal distance between the relative position of the primitives in the graph

v(G1, G2) =
∑
pi

min
d(pi, pj)
|P1| +

∑
pj

min
d(pj , pi)
|P2| (5)

where d() is the Euclidean distance, |P | gives the cardinality of the P set, pi ∈ P1
and pj ∈ P2.

As described in [1], the computation of the dissimilarity between graphs G1
and G2 produces a similarity matrix M with dimension |P1| × |P2|, where each
cell M(i, j) gives the dissimilarity between the ith vertex of G1 and the jth vertex
of G2. The function e() gives the minimal distance between elements of M :

e(G1, G2) = e(M) =
∑

i min M(i, j) +
∑

j min M(i, j) (6)

where i = {1, . . . , |P1|} and j = {1, . . . , |P2|}.
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4 Experiments and Discussion

4.1 Description of Experiments

To compare the result obtained by the above described method, we implemented
the statistical recognition algorithm proposed by Daugman [3]. This method is
usually used as main comparison term for new iris recognition proposals and is
the basis of all the commercially deployed iris recognition systems.

It starts by the the iris segmentation, through the integro-differential opera-
tor maxr,x0,y0

∣∣∣Gσ(r) ∗ δ
δr

∮
r,x0,y0

I(x,y)
2πr ds

∣∣∣. This searches over the image domain
(x, y) for the maximum in the blurred partial derivative with respect to increas-
ing radius r, of the normalized contour integral of I(x, y) along a circular arc ds
of radius r and center coordinates (x0, y0). Further, to compensate the varying
size of the pupil and capturing distances, images are normalized through the
previously described Daugman Rubber Sheet. The coding of the iris data is ac-
complished through the use of bidimensional Gabor filters. These spatial filters
have the form G(x, y) = e−πΦ.e−2πiΨ , with Φ = [(x − x0)2/α2 + (y − y0)2/β2]
and Ψ = [u0(x − x0) + v0(y − y0)]. (x0, y0) defines the position in the image,
(α, β) is the filter width and length and (u0, v0) specify the modulation, having
spatial frequency w0 =

√
u2

0 + v2
0 and direction θ0=arctan(v0/u0). To achieve

invariance to illumination, the real parts of the 2-D Gabor filters are truncated
to zero volume and the sign of the real and imaginary parts from quadrature
image projections quantized into binary values. Finally, the Hamming distance
is used in the computation of the dissimilarity between iris signatures.

Regarding the choused data sets, there are presently seven public and freely
available iris image databases for biometric purposes: CASIA [6], Multimedia
University (MMU), University of Bath, UPOL, Iris Challenge Evaluation [8],
West Virginia University and UBIRIS. According to the characteristics of each
one and to our purposes, we selected two data sets from the most widely used
databases for biometric purposes: ICE and CASIA (third version). It should
be stressed that the selected images, specially those from the ICE database,
contain significant noisy regions, ether due to iris obstructions (eyelids or eye-
lashes) or reflections (specular or lighting). Each data set contains 800 images
from 80 subjects, enabling, respectively, 1800 and 78000 intra- and inter-class
comparisons. Further, we divided each one into two halves. The first data sets -
CASIAtr and ICEtr - were used as training data and the later - CASIAtt and
ICEtt - to evaluate the recognition accuracy.

4.2 Results

Figure 3 contains a comparison between the results obtained by the statistical
Daugman’s method and our structural proposal, in the CASIAtt (upper row)
and ICEtt (bottom row) data sets. The histograms give the probability for the
dissimilarity values between the intra- (bright series) and inter-class (dark series)
comparisons. Also, the τ values correspond to the value of a Fisher-ratio test
(FR) given by (µE −µI)2/(σI

2

tI
+ σE

2

tE
), where µI and µE respectively denote the
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(a) Daugman’s
method, CASIAtt

data set, τ = 191.39

(b) Proposed method,
CASIAtt data set,
τ = 161.80

(c) ROCs obtained in
the CASIAtt data set

(d) Daugman’s
method, ICEtt data
set, τ = 97.11

(e) Proposed method,
ICEtt data set, τ =
91.58

(f) ROCs obtained in
the ICEtt data set

Fig. 3. Comparison between the results (histograms and ROC’s) obtained by the Daug-
man’s algorithm (statistical PR) and our proposal (structural PR) in the CASIAtt

(upper row) and ICEtt (bottom row) data sets

average of the intra- and inter-class comparisons. σI and σE are the respective
standard deviations and tI and tE the total of intra- and inter-class comparisons.
Finally, the figures of the right column (figures 3(c) and 3(f)) are the obtained
receiver operating curves (ROCs) by the Daugman’s method (continuous series)
and our proposal (dashed series).

Both recognition methods achieved complete separability between the intra-
and inter-class comparisons in the CASIAtt data set and presented error rates
equal to 0. Thus, the obtained ROCs fall into the horizontal and vertical axes.
Regarding the noisier data set (ICE), the obtained error rates were similar,
although the (Fr) values indicate a slightly higher separability between classes
by the Daugman’s method. However, our proposal achieved a lower value for
the false rejections (FRR), when the false acceptances (FAR) were minimized
(FRR, FAR=0), which is very relevant, as this is a measure commonly used for
the comfort that recognition systems give to the users. These experiments led
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us to conclude that, with further optimization, our proposal can constitute an
alternative to statistical PR approaches.

5 Conclusions and Further Work

In this paper we proposed an iris recognition algorithm which, singularly, fol-
lows the structural PR paradigm. Our experiments were performed on two widely
used iris image databases (CASIA.v3 and ICE) and show that the proposed iris
structure contains enough information to accurately distinguish between indi-
viduals. The structural pattern recognition approach reveals itself advantageous
essentially to improve the human-perception and description of the PR system’s
functioning, which can be relevant, for instance, for security / forensic purposes.

Our current work is focused in the evaluation of the robustness that structural-
based iris recognition algorithms have to noisy images. We hope to find isomor-
phisms between sub-graphs, in order to perform biometric recognition based
exclusively in the information extracted from small portions of the iris texture,
which will substantially increase the operability of iris recognition within noisy
image capturing environments.
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Summary. In this paper we propose a human detection framework based on an en-
hanced version of Histogram of Oriented Gradients (HOG) features. These feature
descriptors are computed with the help of a precalculated histogram of square-blocks.
This novel method outperforms the integral of oriented histograms allowing the calcu-
lation of a single feature four times faster. Using Adaboost for HOG feature selection
and Support Vector Machine as weak classifier, we build up a real-time human classifier
with an excellent detection rate.

1 Introduction

Human detection is the task of finding presence and position of human beings in
images. Many applications take advantage of it, mainly in the videosurvelliance
and human-computer iteration domains. Thus, human detection is the first step
of the full process of Human Sequence Evaluation [5].

A well known method for detecting and tracking humans in video sequences
is the segmentation of foreground motion blobs. Modeling static background
allows detecting the presence of new objects, as humans, in the scene. This
solution is effective when the camera is stationary and background has gradual
changes in illumination. However, human detection can be required when using
a moving camera (i.e. pedestrian detection in car camera) or in image databases
(i.e. human image retrieval). To tackle these problems, an approach based on
single image human body detection must be used. This leads to detect humans
using appearance-based image features. In practice, a feature pattern learnt by
a classifier is exhaustively searched in the full image.

Detecting human bodies based on appearance is more difficult than detect-
ing other objects such as cars or faces. Human bodies are non-rigid, and highly
articulated. This implies that besides illumination changes, occlusions and per-
spective distortion, we have to deal with a high range of different poses and
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postures. Additionally, in human detection it is not possible to take advantage
of specific textures and color information due to the variability of worn cloths.

This paper is organized as follows: section 2 explains previous work on human
detection, section 3 gives an overview of the human detection framework that we
built and section 4 shows the results we obtained in experimental tests. Finally
section 5 discusses the conclusions.

2 Previous Work

In literature, two main approaches for human detection based on classifiers have
been investigated [3]. The first is the detection of human parts (i.e. head, torso,
legs) while the second is detecting humans as a whole. So far, the latter method
has shown better detection results. On the other hand, the part-based approach
can deal with occlusions and a broader variety of poses.

Regarding body-part based approach, Felzenswalb and Huttenlocher [2] model
the human body as a set of human parts joint with springs, where every part is
detected using Gaussian Derivative filters. Ioffe and Forsyth [6] represent each
body component as a projection of straight cylinders which are then assembled
into a full body. Mikolajczyk et al. [8] use orientation-position histograms as
representative feature of every body part. Once the parts have been detected,
these are assembled with a probabilistic model. Wu and Nevatia [13] introduce
edgelets, a new type of silhouette-oriented features for learning body parts within
a boosting framework.

In the full body detection approach, Papageorgiou et al. [9] use a feature
descriptor based on Haar wavelets and a polynomial Support Vector Machine
(SVM) as classifier. Gavrilla and Philomen [4] calculate edge images and compare
them with a set of learnt exemplar using Charmfer distance. Viola et al. [12]
combine Haar-like wavelets and space-time differences features into an AdaBoost
machine to exploit the additional information given by motion. An effective
human detector is proposed by Dalal and Triggs [1], who describe humans as a
dense grid of Histogram of Oriented Gradient (HOG) and detect them with the
help of a SVM. Zhu at al. [14] enhanced Dalal and Triggs results using integral
of histograms for a fast HOG computation and Adaboost for feature selection.

In this article, following the same approach of Zhu’s, we present a new tech-
nique for feature extraction that improves the calculation speed. Then, we use
the gained speed to add to the HOG features a gaussian weighting mask which
is improving the final detection rate.

3 Human Detection Framework

Human detection can be seen as a classification problem. In practice, an image
is densely scanned by a detection window that moves to any possible position
and with any possible scale, looking for humans. The task is then to construct a
good classifier that can discriminate humans and not humans in a really short
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time and with very low false positive (because an image can contain from 10000
to 100000 detection windows depending on the density of the search).

Two main subjects are fundamental for human classification: features extrac-
tion and classification learning. The first part consists on extracting the most
relevant information from the data available. In our case, we want to find out
an optimal image pixel representation that can underline differences between
human and not human images. The choice of the feature is done throughout an
analysis of the semantic significance of the feature. We choose to use HOG fea-
ture because (i) they provide a good representation of silhouettes and borders,
(ii) are invariant to light contrast changes and small image movements and (iii)
can be computed in a constant time independently of their size.

To learn a specific pattern like a human silhouette, it is necessary to as-
sociate its corresponding feature pattern throughout a classification process. In
our framework, the classification learning is obtained using Adaboost, a boosting
technique based on the construction of a strong classifier as a linear combination
of weak classifiers. In practice, from human images a set of HOG features with
different sizes and positions are extracted and then the best ones are selected
for detection. In the next subsections, a detailed explanation of every step of the
human detection framework is discussed.

3.1 Feature Extraction

Most human detection systems are based on the original idea of Viola and Jones
[11]. They, using an overcomplete set of wavelets features (Haar-like features),
were the first to get a well performing real-time face detection system. The main
contribution of that work is on the ability to build up, throughout AdaBoost, a
cascade of classifiers that give at the same time real-time performance and good
detection rate. Furthermore, they took advantage of the integral of the image
to be able to speed up the Haar-like features calculation. Unfortunately this
solution has been proved to be not good enough for human detection. Haar-like
features has a too little discriminative power, so that in case of high appearance
variability classes, like humans, they can not capture enough information to
allow pattern learning. Alternatively recent works [1, 14] showed that HOG
(Histogram of Gradients) features can give excellent results in human detection
and also that can be calculated in a constant time using the integral histogram
[10]. In this paper we propose a novel method for HOG extraction that relies on
the recursive calculation of square-block histograms. It can be four times faster
than the integral of the gradient.

Figure 1 represents the preprocessing necessary for the feature calculation.
First the image is converted to gray-scale. Then image gradient module and
phase are calculated applying an horizontal and vertical convolution with [-1 0 1]
and [-1 0 1]’ masks. At the next step, a clustering process based on the gradient
module orientation is achieved. In practice the gradient image is split into 8
image bin, each one representing an orientation from 0◦ to 180◦. For every pixel,
the corresponding module of the gradient is stored in the appropriate orientation
image bin. At this point, we calculate recursively the histogram of square-blocks.
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Fig. 1. Image Preprocessing: before calculating HOG features is necessary to prepro-
cess the image to obtain square-blocks of histograms which are used for a fast HOG
calculation

These blocks are the basic components for the following HOG construction. As
it is possible to see in Figure 2, the blocks start to be relevant (in the image it
is possible to distinguish a human silhouette) from a size of 4 pixels. Then, this
is the basic block we compute. Then recursively, square-blocks of 22, 23, 24, 25

size are calculated at steps of 4 pixels. As showed in Figure 3, each block can be
calculated as sum of 4 blocks of the previous scale level or 16 blocks of 2 previous
scale levels. The second case is useful when we want to apply a gaussian mask
to the feature. This will be applied in the experiments.

Fig. 2. Histograms of square-block variance calculated from 100 images of the MIT
human database. From left to right are represented the results using a constant moving
step of 2 and different block sizes: {2x2,4x4,8x8,12x12,16x16,20x20,24x24,32x32}.

After this image preprocessing, the feature calculation can be executed really
fast, and in a time that does not depend on the feature size, but constant. In
fact, the procedure to calculate a feature consists of recollecting the precalcu-
lated histogram blocks belonging to the feature and normalize them. The main
difference of this method with the integral of histogram is that each histogram
can be obtained with only one memory access instead of four (because the value
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Fig. 3. Distribution of features: (a) 4x4 square-blocks: each block is calculated directly
form the gradient image and they are not overlapping (b) 8x8 square-blocks: each block
is calculated from 4 blocks of the previous level and they are overlapping each other of
50% (c) 16x16 square-blocks: each block can be calculated either with 16 blocks of size
4x4 or with 4 of size 8x8. They are overlapping each other of 75%.

is directly read from the memory), making the feature extraction process around
four times faster.

3.2 Classification Learning

Our classification algorithm is based on Adaboost. This is a technique of com-
bining a sequence of weak classifiers (classifier with a classification rate slightly
better than 0.5) into a strong classifier. Given a set of samples X = {x1, x2, .., xn}
and a set of weak classifier ht which assigns every element to -1 or +1 whether
the element belong to a class or not, Adaboost provides a strong classifier

f(x) =
∑T

t=1 αtht(x)

which is a linear combination of ht. Boosting technique is obtained iteratively
assigning importance weight to the samples used for the training session. At
the start all the weight have the same value, but after the first weak classifier
has been added, the weight value is updated. The weight of samples with a
right classification keeps the same value, while the weight of samples with wrong
classification is increased, to give them more importance in the next iteration. In
the same way, at every iteration, the classifier coefficient values αt are calculated
based on the relative goodness of the weak classifier.

In our case, the weak classifiers are Support Vector Machine associated to a
single HOG feature, and these are sorted by their own classification capability.
When Adaboost is called from the first time for every feature a SVM is learnt.
The SVM with the best classification score is selected. At this point Adaboost
update the importance weight associated to every sample and calculate the α1
coefficient. Then, again, for every feature the corresponding SVM is learnt, but
this time with different importance weights and then also with different result.
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This cycle is repeated until a certain detection rate is reached or until the strong
classifier has reached a certain complexity. We considered 50 weak classifiers as
a good trade off between detection rate and complexity.

4 Experimental Results

We tested our detector with the MIT pedestrian database. This database is
composed by 924 full body pedestrian images of size 128x64 pixels. We used 800
of them for the training and the rest for the test. The total training session is
then composed by 800 positive images (humans) form the MIT database and 800
negatives (not humans) taken from random windows cropped from no human
images. For every sample image we extracted 619 features which are the sum of:

• 29 ∗ 13 features of size 16x16 pixels
• 25 ∗ 9 features of size 32x32 pixels
• 17 ∗ 1 features of size 64x64 pixels

This approach is something like a trade-off between Dalal and Triggs approach
which is using a low number (105 per human image), fixed size, computationally
slow HOG features and Zhu et al. who are using a high number (5031), variable
size and ratio faster HOG implementation.

We did two different kind of tests: the first using normal HOG features exactly
as in Zho’s, the second applying a gaussian weighting mask to the features.
The idea of the second experiment is to use the increased speed obtained form
our feature calculation technique to gain better detection performance. In fact,
applying to the feature a gaussian mask of standard deviation equal to a half
the feature size, reduces the effect of small perspective changes, making it more
robust [7]. The gaussian weighted feature can be calculated using 16 square-
blocks (instead of 4) of two inferior scale size features and multiply each of them
for the corresponding coefficient.

Fig. 4. ROC curve of two detectors with different HOG features
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The ROC curves of the two experiments are shown in Figure 4. Both detec-
tors are well performing, with a detection rate at 10−4 false positive per window
greater than 85%. As expected the features with gaussian weighting are perform-
ing better than the others. However, the increment of detection rate in the ROC
curve is varying from 1% to 5%, which is probably a too small gain considering
the loss of 4X of speed necessary for that.

5 Conclusions

In this paper we presented a human detector framework based on a HOG fea-
tures, which are the actual state of art in the field of detection systems. We de-
fined a new way of computing HOG features based on square-block of histograms
which is four time faster than Zhu’s implementation based on the integral of his-
tograms. Finally, we exploited this increased speed to apply an approximate
gaussian mask to the features in order to improve the feature quality and the
corresponding detection rate.

The results described in the previous section show the quality of the approach.
Nevertheless, we did not reach the performances of [1] and [14]. We believe that
this is due to the reduced number of negative examples we could employ because
of the limited amount of memory we could use in our Matlab implementation.
Thus, it can be useful to convert at least part of the code in a more efficient
language, like C or C++. This allows us to experiment more, and with bigger and
more difficult examples. A good testing set could be the INRIA database which
has more, and more difficult human position and situation. Finally, Another
point to improve the framework is a cascade of classifiers. This can provide a
twofold advantage. The speed of the final detector can be highly enhanced using
an approach based on subsequent classification refinements. Moreover, in the
learning phase of the cascade, difficult examples can be selected to feed the next
cascade stage, avoiding the necessity of a high number of negative examples
which slows down the learning process.
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Rhône-Alpes, ZIRST-655, av. de l’Europe, Montbonnot-38334, June 2005.



746 M. Pedersoli et al.

2. P. Felzenszwalb and D. Huttenlocher. Efficient matching of pictorial structures. In
CVPR, pages 66–73, 2000.

3. D. Gavrila. The visual analysis of human movement: A survey. Computer Vision
and Image Understanding: CVIU, 73(1):82–98, 1999.

4. D. Gavrila and V. Philomin. Real-time object detection for “smart“ vehicles. In
CVPR, pages 87–93, Fort Collins, Colorado, USA, 1999.
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Summary. The recognition of human emotions is a very important task towards im-
plementing more natural computer interfaces. A good annotation of the emotional
corpora employed by researchers is fundamental to optimize the performance of the
emotion recognizers developed. In this paper we discuss several aspects to be consid-
ered in order to obtain as much information as possible from this kind of corpora,
and propose a novel method to include them automatically during the annotation pro-
cedure. The experimental results show that considering information about the user-
system interaction context, as well as the neutral speaking style of users, yields a more
fine-grained human annotation and can improve machine-learned annotation accuracy
by 24.52%, in comparison with the classical annotation based on acoustic features.

1 Introduction

Accurate annotation is a first step towards optimized detection and management
of emotions, which is a very important task in order to avoid significant problems
in communication, as for example misunderstandings and user dissatisfaction,
which end up in very low task completion rates. Some studies, e.g. [5], have
shown that once the user is in this type of states, it is difficult to guide him out.
Furthermore, these bad experiences can also discourage users from employing
the system again.

In despite of its benefits, annotation of emotions in spoken dialogue systems
has restrictions that issue some important problems to be faced. For example,
all information must be gathered through the oral modality and in some systems
where the dialogue is less flexible, the length of the user prompts can be too small
to use other knowledge sources like linguistic information. As our aim is to use
context information even with restricted interactions (e.g. with systems that use
system-directed initiatives for dialogue management), we suggest the inclusion
of two new different context sources: neutral speaking style of users and dialogue
history. The former, provides information about how users talk when they are
not conveying any emotion, which can lead to a better recognition of the user
non-neutral emotional states. The latter, involves using information about the
current dialogue state in terms of dialogue length and number of confirmations
and repetitions, which gives a reliable clue about which is the emotional state
of the user in each moment.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 747–754, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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We have applied this contextual information to the annotation of three nega-
tive user emotions: doubtful, angry and bored. The first is useful to know how the
dialogue context influences the user certainty about what to do next; whereas
the second and third must be recognized before the user gets too much frustrated
because of system malfunctions. We consider useful to distinguish between the
three because they would involve different dialogue management strategies once
the recognizer is implemented.

The rest of the paper is structured as follows. In Section 2, we measure the
impact of the proposed contextual information sources over human annotation.
In Section 3, we evaluate the performance of our approach with machine learning
approaches and compare the results to the ones obtained by the human anno-
tators. To automatically classify emotions, we introduce a novel method in two
steps which enhances negative emotion annotation with automatically generated
context information. The first step introduces dialogue context and allows the
distinction between angryORbored and doubtful categories; whereas the second
calculates users’ neutral speaking style, which we use to classify emotions into
angry or bored. Finally, in Section 4 we discuss the conclusions extracted from
the experimental results and point out some future work guidelines.

2 Human Annotation Results

To obtain rigorous annotations the most reliable way is to recruit specialized
annotators, for example psychologists who are trained to recognize human emo-
tions. Unfortunately, in most cases expert annotators are difficult to find and
thus the annotation must be done by non-expert annotators [6]. We employed
nine non-expert annotators, which is much more than what is typically reported
in previous studies [2] [3]. The segment considered for the assignment of emotions
was the whole utterance because it was not useful to employ smaller segmenta-
tion units (i.e. words) in our case, given that our goal was to analyze the emotion
as a whole response to a system prompt, and track its effect on the subsequent
interaction, and not studying the change in the emotion within a user utterance.

The utterances corpus employed in our experiments was collected from real
users interacting with the UAH (Universidad Al Habla - University On the Line)
dialogue system [1]. It is comprised of 85 dialogues, which contain 422 user
turns, with an average of 5 user turns per dialogue. The corpus has a similar
size to other real emotional speech corpora like those used by [2] (10 dialogues,
453 turns) or [4] (391 user turns). The corpus was annotated twice by every
annotator, firstly in an ordered style and secondly in an unordered style. In the
first mode the annotators had information about the dialogue context and the
system’s user speaking style and in the second they did not, so in the unordered
style their annotations were based only on acoustic information. The annotation
result in both ordered and unordered schemes, was the emotion annotated by
more than 4 annotators. If the result was not the same for the ordered and
the unordered annotation, then a non-neutral emotion was preferred as global
annotation result. In the case in which the results were both non-neutral but
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still different, the utterance was discarded. Global annotation results were the
tags used for the machine learning approaches.

Emotional corpora extracted from real users interacting with spoken dialogue
systems, are usually very unbalanced [2]. In our experiments, the 87.28% of the
utterances in the UAH corpus were annotated as neutral in the ordered case,
whereas in the case of unordered annotation, the corpus was even more unbal-
anced: 90.68% of utterances were annotated as neutral. As shown in Figure 1,
the ordered annotation style yielded a greater percentage for the bored category,
concretely 39% more than in the unordered style. In addition, the angry category
was substantially affected by the annotation style (i.e. ordered vs. unordered),
concretely 70.58% more angry annotations were found in the ordered annota-
tion style. On the contrary, the doubtful category was practically independent
from the annotation style: only 2.75% more doubts were found in the unordered
annotation.

Fig. 1. Proportion of non-neutral annotated utterances

The reason for these results is that taking into account context in the ordered
case causes a more stable annotation per dialogue; for example if anger is de-
tected in one prompt then the next one is probably also annotated as angry.
Besides, the context allowed the annotators to have information about the user
speaking style and the interaction history. On the contrary, in the unordered
case, they only had information about the current prompt. Hence, sometimes
they could not distinguish whether the user was angry or he normally spoke
loud and fast. Thus, it is an important fact to be taken into account when an-
notation is carried out by non-expert annotators. Furthermore, when listening
to the corpus in order, the annotators had information about the position of the
current user turn inside the whole dialogue, which also gave a reliable clue about
the user state.

3 Machine-Based Annotation Results

Our first set of experiments was carried out to try to classify emotional prompts
(i.e. not tagged as neutral), considering acoustic information only. This is a
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classification problem that can be solved by different machine learning algo-
rithms that receive as input tuples of features related to acoustic information.
We decided to use 60 features after a literature survey to find the most employed
by authors [3] [4]. These are utterance-level statistics corresponding to the four
groups set out in Table 1.

Table 1. Acoustic features used for classification

Category Features

Fundamental frequency (F0) Min, max, range, mean, median, standard deviation,

slope, correlation coef., regression error, value at first

voiced segment, value at last voiced segment

F1, F2, B1, B2 Min, max, range, mean, median value at first voiced seg-

ment, value at last voiced segment

Energy Min, max, range, mean, median, standard deviation,

slope, correlation coef., regression error, value at first

voiced segment, value at last voiced segment

Rhythm Rate, voiced duration, unvoiced duration, value at first

voiced, number of unvoiced segments

The first group was comprised of pitch features, which are significant indica-
tors for emotional speech when compared to neutral conditions. We calculated
all the pitch features in the voiced portion of speech. All the duration parame-
ters (e.g. slope) were normalized by the utterance duration to obtain comparable
results for all the utterances in the corpus. The second group was comprised of
features related to the first two formant frequencies (F1 and F2) and their band-
widths (B1 and B2). Different speaking styles produce variations of the typical
positions of formants. In the particular case of emotional speech, the vocal tract
is modified by the emotional state. Energy was considered in the third group
of features, it is related to the arousal level of emotions. The variation of en-
ergy of words or utterances can be used as a significant indicator for various
speech styles, as the vocal efforts and ratio (duration) of voiced/unvoiced parts
of speech changes. For these features, we only used non-zero values of energy,
similarly as what we did for pitch. Finally, the fourth group was composed by
rhythm features. Rhythm and duration features can be good emotion indicators
as the duration variance decreases for most domains under fast stress conditions.

In our case the most frequent emotion category was angry, so the first machine
learning approach that we used for comparison purposes was a baseline that
always annotated user turns with this label. Secondly, we used the feature vectors
as an input to a multilayer perceptron (MLP) classifier, which we used for our
experiments following a 10-fold cross-validation strategy.

3.1 Classification Based on Audio Features

When we used the traditional classification based on audio features, the emo-
tion recognition rate was 51.62% for the baseline, whereas for the perceptron
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was 35.48%. These results are comparable to the case where human annotators
labeled user turns unordered.

It was possible that not all the features employed for classification (60 in
total) were very informative. As using irrelevant features makes the learning
process slower and increases the dimensionality of the problem, we carried out a
feature selection. Three methods were employed for feature selection: a forward
selection algorithm, a genetic search, and finally a ranking of the features (instead
of finding a subset) using the information gain as a ranking filter. The optimal
subset, as it appeared with non zero gain in all the three approaches, seemed to
be comprised of B1 in the last voiced segment, and energy maximum. However,
we obtained no improvements using only the selected features as the accuracy
was again 35.48% for the multilayer perceptron.

3.2 Classification Based on Normalized Audio Features

When humans annotated the corpus in ordered style they had information about
previous user turns. Therefore, they could know e.g. that user ’A’ always speaks
very fast and loudly, whereas user ’B’ always speaks relaxed. Therefore, some
acoustic features may be the same for ’A’ neutral as for ’B’ angry. Hence, if
the algorithms automatically learn that these features values correspond to the
angry category, the classification will fail for user ’A’.

To solve this problem we had the user context into account, and normalized
the features around the neutral voice of the user. To do this, we calculated
the user’s neutral voice features in each dialogue and subtracted those from
the feature’s values obtained in the rest of the utterances. In the experiments
we considered that the first utterance of the user was neutral, assuming that
he was initially in a non-negative emotional state. This assumption is feasible
as employing other approaches like average value of utterances is impossible to
calculate in an emotion recognizer working on real time. Thus, the first utterance
of each dialogue was not taken into account for the classification experiments,
that is why the baseline accuracy obtained is different across them, even when
we used the same dataset. In this case we obtained 45.45% correctly classified
utterances for the baseline and 54.54% with MLP.

Using the features selected in the previous section (B1 in the last voiced seg-
ment and energy maximum) we obtained 68.18% correctly classified utterances
(13.64% more compared to no feature selection). In the non-normalized case the
feature selection did not introduce any improvement. Thus, using normalized
acoustic features (68.18% success rate) yielded an improvement of 16.56% com-
pared to the best case in non-normalized classification (51.62% success rate),
which is achieved with the baseline algorithm (Figure 2).

A study of the confusion matrices of all the described experiments showed that
the doubtful category is often confused with the angry or bored categories, with
percentages above 20% in most cases. Thus, automatically learned annotations
are affected by the context information in the same way than human annotations,
as for them ordered annotation did not improve the annotation of the doubtful
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Fig. 2. Percentage of correctly annotated turns with normalized vs. non-normalized
acoustic features

emotion. In contrast, for human annotators adding context information (ordered
case) lead to better results in the annotation of angry and bored.

To confirm that better results can also be obtained with automatic approaches
by deciding only between angry and bored categories, we classified only bored
and angry utterances with the multilayer perceptron and obtained 71.42% of
correctly classified utterances. To improve these results we carried out a new
feature selection using the forward algorithm and obtained a subset comprised
of three features: F0 median, energy maximum and duration of the longest voiced
segment. The classification accuracy was 85.71%.

With these experiments we have shown that normalized acoustic features are
preferable to non-normalized, as these yield 16.56% improvement (68.18% vs.
51.62% success rate). This is due to the information about the neutral style
of the speaker. Besides, these results can be improved by 17.53% if we only
distinguish between bored and angry emotions (85.71% with bored and angry
after feature selection vs. 68.18% with three emotions). Thus, we have 85.71%
correctly annotated utterances in the best case (MLP classification of bored and
angry with information about the acoustic neutral after feature selection) and
35.48% in the worst case (MLP classification of non-normalized acoustic features
regardless of feature selection).

3.3 Dialogue Context Annotation

We carried out dialogue context annotation considering two labels: depth and
width. The former indicates the length of the dialogue, whereas the second de-
notes the number of user turns necessary to obtain a particular piece of infor-
mation. To obtain the information about the dialogue context we employed the
dialogue history, using the system prompt to automatically calculate the value
for depth (D) and width (W).

The following annotation scheme was employed: D was initialized to 1 (0
would mean that the user hangs up the telephone before he says anything) and
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incremented by 1 for each new user turn and each time the interaction went
backwards (e.g. to the main menu). W was initialized to 0 and incremented by 1
for each user turn generated to confirm, repeat data, disambiguate input or ask
the system for help. For classification purposes we used an accumulated width
(A), so that in dialogue turn i, A(i) was the summatory of the W values from the
first utterance to i. This way, confirmation and repetition subdialogues in which
the user had been involved through the dialogue had always a negative impact
on the user emotional state, even if he was not currently in these subdialogues.

An exhaustive study of our corpus showed that in the corpus the distribution
of the angry and bored emotions regarding depth and width was rather random,
e.g. we find users angry or bored with a high depth value. Because of this rea-
son, we decided to take into account only two emotion categories: doubtful and
angryORbored, and for classification we implemented an algorithm based on a
threshold. The classification algorithm was calculated using the equation: T = D
+ A, where D denotes depth and A the accumulated width. A value of T greater
or equal than the threshold indicated angry or bored emotional states, whereas
a smaller indicated doubtful. Several values for the threshold were studied, ob-
taining that T = 4 was the optimal, for which 70% utterances were correctly
annotated.

4 Conclusions and Future Work

We have carried out several experiments to study the annotation of human emo-
tions in a corpus collected from real (non-acted) interactions with a dialogue
system. This is a very difficult task, as even human beings may consider differ-
ent emotions for a particular utterance. Because of this, may previous studies
have focused on the recognition of emotions expressed by actors, who tend to
emphasize them.

The experiments consider both a manual annotation from nine human anno-
tators, and automatic annotation with different machine learning approaches.
The results show that traditional annotation methods, based solely on acoustic
features, yield to worse results in terms of classification error (in the case of au-
tomatic annotation) and decrease by 3.4% the number of non-neutral emotions
annotated (in the case of human annotation). For machine-learned classification
methods, the experimental results show that similarly as what happened with hu-
man annotators, the emotion annotation is substantially improved when adding
information about the user neutral voice and the dialogue history. The dialogue
context is useful to distinguish between doubtful and angryORbored categories
with a 70% success rate. Once an utterance is classified as angryORbored, the
normalized acoustic features let us distinguish between bored and angry with
85.71% success. Thus, 60% classification rate can be attained for the three emo-
tions (angry, bored and doubtful), which is 24.52% better than the case in which
no context information was used for the annotation.

As our classification method is automatic and can be employed during the
running of a dialogue system, main future work guideline will be the design of
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an emotion recognizer following this scheme for the UAH system, as an attempt
to better adapt automatically its behavior considering the recognized emotional
state of the user.
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Summary. Big rocks are an important problem in the mining industry. They could
block machines and cause high costs of preservation equipment. This problem reduces
the tonnage productivity and increases the machine down-time. This paper utilizes
marker based watershed algorithm for detecting big rocks. First, an inverted binary of
the original picture is created. Then the regional ma imum distance function of this
image is used to mark the rocks in the image. Finally, image fusion on decision level
is used to improve rate of big rock detection. Proposed algorithm is e amined with a
data set that involves 40 big rocks and calculated rate of big rock detection. Result
indicated multiple images fusion could decrease error in big rock detection.

1 Introduction

Big rock detection is a problem in the mining industry. Identify big rock is in-
creasingly becoming important issues in the materials mining, comminution, and
in construction industries utilizing stone products because big rocks can block
crushers, vibrator feeders or conveyor belts. Such situations lead to high costs of
preservation equipment, reduction of tonnage productivity, increase down-time
and may be dangerous for human operators [1, 2, 3].

Visual inspection and sieving are traditional approaches that apply to identify
big rock. Image processing techniques provide a quick, non-contact and inexpen-
sive method to determine big rock. Information of the rock surface images can
be used to detect the big rocks. Problem of big rock detection can be divided to
three stages:

• perform a segmentation of the surface rock to determine the individual
regions

• calculation surface of regions
• Identification of big rocks.

Different algorithms apply to identify big rock. Maerz Has applied image clas-
sification algorithms to calculate size distribution and shape of rock fragments
[2]. Cabello mixed image processing techniques and neural network to identify
big rock [3]. In this paper, big rocks are detected using a hybrid of watershed
algorithm and multiple image fusion.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 755–762, 2007.
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In the next section watershed segmentation algorithm is introduced. Then
implementation of watershed is described in section 3. Section 4 deals with im-
age fusion that applied on decision level to improve rate of big rock detection.
Experiment results described in section 5. Conclusions are drawn in the final
section.

2 Watershed Segmentation

Image segmentation is one of the pre-processing steps of image analysis. Main
goal of segmentation is extracting objects from image. Proposed algorithms can
categorized to region-based and histogram-based methods [4].

Overlap and touch of rocks are two important features in the images. Surface
of rocks which produce in blasting process, involve various edges and don’t have
particular shape. Also texture and colour of rocks are similar (fig. 1). So algo-
rithms such as edge detection, thresholding are not suitable for segmentation
of these kinds of images. On the other hand, shadow is a parameter that can
useful in segmentation but it is a source of error too. Watershed segmentation

Fig. 1. Original image

is a famous algorithm and is very useful and powerful tools in many different
application fields [4]. The concept of watershed is well known in topography and
is based on visualizing an image in three dimensions. Third component of third
dimension space is gray level of pixel. In this space, points classified to three
types:

1. Points belong to a regional minimum.
2. Points which if a drop of water placed on them, the drop fall down to a single

minimum. Set of these points is termed the catchment basins.
3. Points which if a drop of water placed on them, the drop can fall down to

several minimum. Set of these points are called divide line or watersheds or
crest line (fig. 2).

The classical idea for building the watershed is illustrated Figure 3. Pro-
cess begin by punched each regional minima of the surface. Then immerse the
surface into a lake at a uniform rate. The water progressively floods the basins
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Fig. 2. Regional minima, catchment basins and watershed lines

Fig. 3. Building watershed

corresponding to the various minima (fig. 3.a). To prevent the merging of two
different waters originating from two different minima, a dam between both lines
is built (fig. 3.b). Once the surface is totally immersed, the set of the dams are
the watershed of the image. In one dimension, the location of the watershed
is straightforward: it corresponds to the regional maxima of the function (Fig-
ure 3.c). In two dimensions, dam boundaries correspond to the ridge of high lands
dividing areas. So, boundaries extracted by watershed segmentation algorithm
are continuous.

Digabel and Lantuéjoul [5] introduced watershed transformation for segmen-
tation of binary image in 1983. Then Lantuéjoul and Bucher apply it on gray
level images. Many algorithms that proposed to calculate the watershed transfor-
mation were slow or inaccurate. So, this transformation didn’t apply in practical
application. At 1991, Vincent and Soile introduced another algorithm based on
immersion process. It was very fast and flexible approach [6]. Performance of
Vincent’s algorithm was good therefore effort to improve algorithms stopped
and researchers look for application of algorithm in industries, medicine, and
other fields.

The existence of four regional minimum in Figure 3 cause the surface is di-
vided to four regions using watershed algorithm. In general, watershed algorithm
created independent region for each minimum. Note that presence noise and un-
desirable minimums lead to over-segmentation of the image.

Several methods have been proposed to overcome the over-segmentation such
as region-growing techniques and Marker-based method [6]. The later method is
based on the concept of markers. Marker is a connected component belonging
to an image that characterized with features of object (e.g. size, shape, location,
brightness, color Ě) in image. In other words, marker image is binary image
which there are connected components for each object that must be segmented.
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Maximum (minimum) regional is a feature that many literatures used to created
marker image but this marker is suitable for images that objects surrounded with
thin dark (light) region. Since shadow is critical feature in rock images, maximum
(minimum) is not a suitable criterion to mark this type of images.

As an alternative distance function is used to mark objects this type of images.
In a binary image, the value of distance function for each pixel is defined as the
Euclidean distance of the pixel to closest light pixel. Therefore, value of distance
function of light pixels is zero. The distance function maps binary images to gray-
level images [7]. Regional maximum distance function of binary image can be
applied to mark the objects in the image. Touching and overlapping objects can
separate with this function. So marker extracting procedure needs the creation of
binary image from gray-level image. Next subsection describes method of binary
image creation.

2.1 Binary Image

One important stage in marker extraction procedure is the creation of a binary
image from a gray-level image. Several methods such as threshold technique,
k-means clustering and Gaussian mixture model are proposed to produce binary
image from original image [9]. Threshold technique gives better result than other
methods in this research. Therefore, threshold technique is choose to create bi-
nary image. In binary image, regions which belonging to stone cluster labeled
with one and non-stone cluster labeled with zero value.

Threshold Technique

Threshold technique is a famous technique in image segmentation algorithms
because of intuitive properties and simplicity of implementation. Suppose f(x,y)
correspond to gray-level of pixel (x,y) in gray-level image and g(x,y) correspond
to value of pixel (x,y) in thresholded image (binary image). g(x,y) is defined
as:

g(x, y) =
{

1 if f(x, y) ≥ T
0 if f(x, y) T

(1)

Threshold level (T) is essential parameter in threshold technique. In this re-
search, value of T determined empirically based on data set of image.

Fig. 4. Binary image of figure 1
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3 Implementation of Watershed Segmentation

Watershed algorithm is a powerful tool for image segmentation but over-
segmentation is a critical problem in this algorithm. Marker based watershed
segmentation is a solution to overcome to this problem. In this algorithm, each
rock must be uniquely marked. Regional maximum distance function of inverted
binary image is suitable feature to marked stones in image (Fig. 5).

(a) (b)

Fig. 5. (a) Binary image created with threshold method. (b) Distance function of the
inverted binary image.

Then marker image superimposed on base image. Superimpose of marker
image on base image implemented with geodesic reconstruction that proposed
by Vincent . The regional minima of final modified image are exactly located
on the connected components of marker image and others minima of base im-
age were removed. The watersheds of final modified image provide the desired
segmentation.

In many literatures, base image was original image or gradient of original
image. Distance function of binary image is used for base image at this research.

Watershed algorithm is applied on final modified image. Big rocks are de-
tected by calculation of the area of segmented region. In this investigation, rocks
identified as big rocks if their area are more than 4500 pixels. The results of
segmentation and Detected big Rocks are shown in Figure 6. In next section,
image fusion and fusion on decision level are described. Then a new algorithm
is proposed which uses these techniques on the result of segmentation in order
to improve big rock detection rate.

(a) (b)

Fig. 6. (a) Segmentation result. (b) Detected big rocks.
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4 Image Fusion

Data fusion techniques combine data from different sources together. The main
objective of employing fusion is to produce a fused result that provides the
best detailed and reliable information. Also fusing multiple information sources
produces a more efficient representation of the data. Data fusion techniques can
categorized to three levels: signal level, feature level, and decision level. Decision
level fusion combines the results from multiple algorithms to yield a final fused
decision. Image Fusion produces a single image by combining information from
a set of source images together. The fused image contains greater information
content for the scene than any one of the individual image sources alone. Image
fusion requires that images are registered before they are fused [10].

Three images are provided by 3 cameras from a scene on different viewpoint:
master image and two slave images. Slave images covered at least 60% of mas-
ter image (figure 7). Each slave image contains complementary information to
master image. So the reliability of the master image increases and accuracy of
identified big rocks is inclined.

Fig. 7. Scheme of master and slave images

The new algorithm works as follows: three images are segmented by watershed
method and big rocks candidate are determined in all three images. Then result
of segmentation fused on decision level. Big rocks Candidate in an image are
identified as a big rock if they are found in two of images. Flowchart of proposed
algorithm is shown in fig. 8.

5 Experimental Result

The inspection of segmented image reveals that an object that identified as a
big rock has one of the following states:

a. It is a big rock and it is identified as a big rock in segmentation procedure
(Correct Detection).

b. It is big rock but it is divided to small rocks in segmentation procedure (No
Detection).

c. It is a collection of small rocks but it is identified as a big rock in segmentation
procedure (False Detection).
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Fig. 8. Flowchart of proposed algorithm

States a and c are recognized as segmentation error.
The main aim of this research is big rock detection. Therefore, rate of correct

big rock detection is a suitable criterion for evaluation of proposed algorithms.
Also rate of correct detection and rate of incorrect (false) detection must be
measured for evaluation of procedure.

The proposed algorithm where examined by a data set that contains 60 gray-
level images and Ground Truth of them. Images of data set contain 40 big rocks
that characterized with ground truth. Ground Truth is a binary image that
created manually (fig. 9). Rate of correct detection and false detection for two
methods are shown in table 1.

Fig. 9. Ground truth of big rocks in figure 1

Table 1. Rate of correct and false detection

method correct detection( ) false detection

big rock detection with single image 85 24
proposed algorithm 92.5 8

Results indicate that image fusion on decision level can improved rate of cor-
rect detection. Slave images involve extra information. So image fusion decreased
rate of false detection.

In future work, boundary of detecting big rocks in proposed algorithm will be
used as initial contour for an active contour (snake) algorithm to reduce rate of
false detection [11].



762 M.T. Al Modarresi, M.S. Tabatabaei, and M.T. Sadeghi

6 Conclusion

Big rock detection is a challenging problem in mining industry. A novel algorithm
is proposed which fused information of three images on decision level. Images
are registered before they are fused. Results indicate image fusion on decision
level can increase the rate of correct detection and decreases the false detection
rate.
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Summary. This paper deals with problems of knowledge-based decision support de-
sign systems. A new method of transformation the design knowledge into a computer
internal representation is proposed. The presented approach is illustrated on examples
of designing floor-layouts, where a layout internal representation is generated step by
step during the design process. Such a representation in the form of a hypergraph is a
data structure allowing for automatical processing of the design project. The prototype
software to translate layouts into hypergraphs written in Java is used.

1 Introduction

It is well known that there exist a lack of consistency between the given do-
main knowledge (architecture, construction, machine building) and its internal
representation in a computer programme. In order to fill this gap the interme-
diate tools should be built [2]. On the input they should take data about the
designed object in the given domain oriented language and give on the output
data structures suitable for automatic processing. This paper can be seen as an
attempt to solve the problem of transformation the design knowledge into a com-
puter internal representation for computer-aided design systems. The proposed
approach is illustrated on examples of designing floor-layouts, where a layout
internal representation is generated in an automatic way.

In this paper we develop a layout language, which supports innovative design-
ing of floor-layouts. This language is called a diagram language and its elements
are named design diagrams. The syntactic design knowledge of the diagram
language is defined by means of hierarchical hypergraphs [1], which constitute
internal representations of design diagrams. Hypergraphs are a specific type of
graphs which allow for expressing multi-argument relations between components
of design diagrams.

All modifications of the design diagram made by the user are reflected in the
hypergraph representation, which is correspondingly changed using operations
defined on hypergraphs. When the designer decides to divide a chosen area of the
layout into smaller parts the operation called hyperedge development is used. In
this paper we also propose a reverse operation on hypergraphs called hyperedge
suppression. It is useful when the designer wants to redesign the chosen area.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 763–770, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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The data structure in the form of a hypergraph can be useful in a knowledge-
based decision support system. Based on the syntactic analysis of solutions being
created the system can support the designer by suggesting further steps and
prevent him/her from creating designs not compatible with specified restrictions
or criteria.

2 Design Diagrams and Hierarchical Hypergraphs

In our approach two representations of layout are considered. The first one is a
simplified architectural drawing called a design diagram. It is composed of rect-
angles representing components of a floor-layout, like functional areas or rooms.
Dashed lines separating rectangles denote the accessibility relations between ar-
eas, while continuous lines shared by rectangles denote the adjacency relations

Fig. 1. a) Two parts of the attic, b) the corresponding layout hypergraph
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Attic

2

3

4

1

Fig. 2. a) The initial hypergraph, b) the hierarchical layout hypergraph obtained by
nesting the hypergraph h1 in the hyperedge of h0

between them (Fig.1a). The second representation of layout, which is a design
diagram internal representation, has a form of a hierarchical layout hypergraph
(Fig.2b). This hypergraph contains two types of hyperedges, which can represent
components and spatial relations on different levels of details. Hyperedges of the
first type are non-directed and correspond to layout components like rooms which
elements on the lower level of detail can be treated as walls, doors, windows etc.
Hyperedges of the second type represent relations among components.

In this paper the proposed representation [1] is extended to contain also hier-
archical nodes (Fig.3b). While a hypergraph node corresponds to a single wall,
a hierarchical hypergraph node corresponds to a wall which is created during
design by connecting consecutive collinear walls, which are represented as hy-
pergraph nodes nested in a hierarchical one. Hyperedges of the layout hypergraph
are labelled by names indicating the corresponding components or relations. A
sequence of source and target nodes is assigned to each hyperedge and express
potential connections to other hyperedges. Moreover, for each hierarchical hy-
pergraph a sequence of external nodes is determined.

3 Operations on Hierarchical Layout Hypergraphs

Operations acting on hierarchical layout hypergraphs enable to express changes
which take place during the design process. They allow to create and modify
hypergraphs representing structures of objects being designed.



766 E. Grabska, G. Ślusarczyk, and M. Glogaza

Fig. 3. a) The attic with the living area divided into two flats layout, b) the hypergraph
representing the divided area

The hyperedge development operation, which enables to represent a model
structure on a more detailed level, takes two hierarchical layout hypergraphs G
and H as arguments. As the result of this operation the hypergraph H is nested
in one of the component hyperedges (ẽ) of G. The nodes connected to a developed
hyperedge in G are substituted by the corresponding external nodes from the
child graph H (Fig.3b). The correspondence among nodes is established on the
basis of the design constraints represented by the design diagrams corresponding
to hypergraphs G and H . The development labelling function is defined in such
a way that the reverse operation, namely suppression, is possible.

The reverse of a development operation is a hyperedge suppression. The pos-
sibility of suppressing a hyperedge contents is specially useful in modelling
complex objects as it enables to consider some object parts on a higher level
of abstraction. A suppression operation takes as an argument a hierarchical
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Fig. 4. a) The attic with the divided flats, b) the hierarchical layout hypergraph
representing the divided area

layout hypergraph and removes the nested contents of one of its earlier devel-
oped component hyperedges.

As the result of the hyperedge suppression operation the nested hypergraph
H is removed from its parent component hyperedge ẽ of a hypergraph G. The
external nodes of H are substituted by the new corresponding nodes which
become new source nodes of the hyperedge ẽ. The suppression labelling function
is defined in such a way that source nodes of ẽ have the same labels as before
development operation on ẽ. The example of using the development and the
suppression operations is presented in the next section.

4 Case Study

The program called Hypergraph Generator Supporting Layout Design (HGSLD)
is written in Java 5. The first module of this program enables the designer to
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Fig. 5. a) The attic with the one flat divided, b) the corresponding hierarchical layout
hypergraph

edit the design diagram and reflects the made modifications using operations on
diagram’s hypergraph representation. The next module will prompt the designer
solutions based on knowledge stored in the hypergraph representation.

Let us consider an example of designing two flats in the rectangular area of an
attic. Firstly the designer draws the initial rectangle with the use of the editor
module of the program HGSLD. At the same time the initial hypegraph h0
representing this shape is automatically generated (Fig.2a). This hypergraph is
composed of one hyperedge connected with four external nodes representing sides
of the area. The nodes are numbered in a clock-wise manner. In the next step the
designer separates the living area from the floor landing (Fig.1a). The program
generates the new hypergraph h1 (Fig.1b) corresponding to the modified area.
We can have two relations between rooms: adjacency (adj) and accessibility
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Fig. 6. a) The final project of the attic, b) the hierarchical layout hypergraph repre-
senting the divided area

(acc). The first one is denoted by the continuous line, while another by the
dashed one.

Then, the hypergraph h1 is nested in the hyperedge of h0 (Fig.2a). The re-
sulting hypergraph h2 is shown Fig.2b. As the result of the nesting operation
the nodes of the initial hypergraph were substituted by corresponding external
nodes of the nested hypergraph. The labels of new external nodes are a con-
catenation of the initial hypergraph node labels with labels of the nodes of h1.
The node 1 of h0 is replaced by the node 1.1, the nodes 2 and 4 are replaced
by nodes 2.2 and 8.4, respectively. The node 3 is replaced by three following
nodes: 3.3 and 7.3 which represent two walls of the living area and the node 3.3
which represents a wall of the landing. Although there are two nodes labelled as
3.3, they can be unambiguously identified as they are numbered differently as
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external nodes of h2. Nodes 4, 5, 6 of the living area and nodes 1, 2 and 4 of the
landing are internal nodes of the hypergraph h2.

In the next step the designer divides the living area into two separate flats
(Fig.3a). The resulting hypergraph contains a hierarchical node which represents
a wall obtained by connecting two collinear walls of flat M1 corresponding to
nested nodes 2 and 3.6. Then the designer creates the layout of both flats. The
flat M1 is divided into the living room, kitchen, bathroom and hall, while the
flat M2 is divided into the living room, sleeping room, kitchen and bathroom
(Fig.4a). The resulting hypergraph is shown in Fig.4b.

Let us assume that the designer is not satisfied with the layout of the flat M2
and he decides to change it. Therefore he removes the division of the area M2
in the diagram (Fig.5a). As a consequence the hyperedge suppression operation
on the layout hypergraph is invoked automatically. As the result of this operation
the layout hypergraph nested in the hyperedge labelled M2 is removed. The ob-
tained hierarchical layout hypergraph is shown in Fig.5b. The nodes which were
divided by the development operation are merged again. For example two nodes
with labels 1.1.1.1 representing north walls of the sleeping room and leaving
room, respectively, are merged into one node with label 1.1.1 representing the
north side of the area M2. The design diagram which is obtained as a result of
a new division of M2 and the corresponding hierarchical layout hypergraph are
presented in Fig.6.

5 Conclusions

The next problem of the knowledge-based decision support system is connected
with reasoning about design solution features and suggesting design modifica-
tions. To this end we intend to equip hypergraphs with attributes reflecting
characteristics of designs. The semantic design knowledge stored in an attributed
hypergraph representation will allow for reasoning about layouts.
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Summary. This works concerns the problem of the application of artificial neural
networks in the modelling of the hearing process. The aim of the research was to
answer the question whether artificial neural networks are able to evaluate speech rate.
Speech samples, first recorded during reading of a story with normal and next with
slow articulation rate were used as research material. The experiment proceeded in two
phases. In the first stage Kohonen network was used. The purpose of that network was
to reduce the dimensions of the vector describing the input signals and to obtain the
amplitude-time relationship. As a result of the analysis, an output matrix consisting of
the neurons winning in a particular time frame was received. The matrix was taken as
input for the following networks in the second phase of the experiment. Various types
of artificial neural networks were examined with respect to their ability to classify
correctly utterances with different speech rates into two groups. Good examination
results were accomplished and classification correctness exceeded 88%.

1 Introduction

Speech rate and other coefficients such as the pith, the formants, the mel-
frequency cepstral coefficients, the intensity of speech signal etc, are features
mainly used in speaker recognition. Speakers are alternately speeding up and
slowing down speech production, using pauses and using variations in speech
tempo [1] causing changes both in spectral characteristic and in word pronun-
ciation that affect automatic speech recognition systems [2]. Although articu-
lation rate allows for identifying a particular speaker, it is one of the major
factors in emotion recognition [3]. Rate of speech is interpreted as the rate at
which individual speech elements are uttered. The universal method of speech
rate measurement does not exist. Articulation rate measures vary in the choice
of the speech units that are used in calculation for example phone rate, syllable
or word rate [4]. Additionally, rate of speech is one of the features taken into
account in non-fluent speech diagnosis, prediction, and in creation of disfluency
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recognition systems [5, 6]. At present, neural networks play an important role
both in speech [7] and in speaker recognition [8] and are an irreplaceable tool
in the case of the necessity to distinguish between very similar signals. The au-
thors of the following article applied artificial neural networks to recognize and
classify utterances with normal and slowed rate of speech. The first stage of the
hearing process projection was an acoustical examination where spectral analy-
sis was used in order to recreate in approximate way the processes which take
place in human ear. Next Kohonen network (SOM) was applied, which allows for
obtaining the amplitude-time relationship for speech signals. The former stage
could be compared to data collection by neurons in the inner ear and in cochlea
nerve. The latter phase, which was equivalent to the processes taking place in
the brain, consisted in speech classification and recognition. It was realized by
two various types of neural networks: MLP and RBF.

2 Research Materials

Five people participated in the experiment. They read a short story twice: first at
a normal rate and then at a slow rate. The slowing-down of the rate was forced by
the application of a delayed auditory feedback whose delay time equaled 200ms.
The research material was recorded in a sound booth with the use of a Sound-
Blaster card controlled by the Creative Wave Studio application. The signal was
transformed from an analogue form into digital with the sampling frequency of
22,050 Hz and sampling precision of 16 bits. From among the recorded files 50
four-second utterances at a normal rate and 50 utterances at a slow rate were
chosen. The 4-second fragments were selected from the recorded utterances with
the use of the Creative Wave Studio, which allows us to observe the speech sig-
nal in the form of an oscillogram and to listen to it simultaneously. The samples
were analysed by FFT 512 with the use of the SpectraLAB application with the
time resolution of 23ms. A-weighting filter and digital 1/3-octave filters were
applied. A-weighting filter makes it possible to transform a speech signal, in-
cluding the specific features of human hearing. The examination with digital
1/3-octave filters reflects the physical sense of the frequency analysis, which is
carried out on a basement membrane in the inner ear. In that experiment, 21
digital 1/3-octave filters of centre frequencies between 100 and 10,000 Hz were
used. Resulting from the analysis, 100 utterances were obtained. The parameters
of the utterances were similar to the signal which goes from the inner ear to the
brain. These samples were used as input for SOM network.

3 First Artificial Neural Network Layer

The first network, a Self-Organizing Map, was used to reduce the dimensions
describing the input signals. The input data of the SOM were vectors obtained
in the former analysis. The influence of the structure and learning parameters
on the network working abilities was checked. The analysed networks had a



Articulation Rate Recognition by Using Artificial Neural Networks 773

Fig. 1. SOM with 171 inputs and 25 neurons in output layer

Fig. 2. Utterance with normal (a) and delayed (b) speech rate representation with
corresponding oscillograms

rectangular shape, since that structure permits us to project and visualize high-
dimensional signal into two-dimensional space [9] and consisted of different num-
bers of output neurons. The results of their work were evaluated for various
learning parameters. Since the only way to assess the work of the network was
to define the correctness of description of the examined samples on the basis of
the syllabic structure reflection of the sample on the chart of the winning neu-
rons’ relation to time, the required analysis was conducted. Finally, Kohonen
network, built with 21 inputs and 25 neurons in the output layer (Fig. 1), was
taught in 100 epochs, with the stable learning rate which equalled 0.1 and with
neighbourhood decreasing from 3 to 0.
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The application of the network caused a notable reduction of the dimensions
describing the examined signals as well as made it possible to model the syllabic
structure of utterances and obtain the amplitude-time relationship for speech
signals. All the samples, both with normal and delayed speech rate, were rep-
resented by figures showing the dependence of the winning neurons on time
(Fig. 2).

4 Second Neural Network Layer

The result of previous analysis was a chart consisting of winning neuron numbers
in a particular time frame. That chart was used during the second network
training. It consisted of 100 four-second utterances, which were divided into
three classes: teaching, verifying and testing. The aim of that network layer,
where the speech rate perception process occurred, was to group samples into
two groups. MLP and RBF networks were used and next evaluated as classifiers.
Those networks were supposed to act as of a part of the nervous system, assessing
the examined feature.

MLP and RBF networks had 171 neurons in the input layer due to receiving
171 time points for each sample, and 1 neuron in the output because the answer
”normal” or ”low”(which means that an output neuron was activated or not)
was expected. The architecture and learning parameters for each network were
chosen in the experimental way.

Table 1. Quality and teaching error statement for teaching, verifying and testing data
for table with 100 samples

Network Teaching Validation Testing Teaching Validation Testing
quality quality quality error error error

MLP 0.69 0.51 0.49 0.76 1.15 1.11
RBF 0.64 0.51 0.46 0.43 0.49 0.54

Due to the fact that the networks did not achieve acceptable results (Tab. 1),
sensitivity analysis was applied and showed that 4-seconds utterances were too
long. In relation to that, the speech samples were cut into 1-second fragments and
taken as 400 individual utterances (200 with normal and 200 with slow speech
rate). As a result of the undertaken input data transformations, MLP and RBF
networks finally had 42 inputs (one-second utterance) and, as in the previous
case, 1 output neuron. MLP had two hidden layers, both built with 20 neurons
and was taught using Back Propagation algorithm in 100 epochs and with Con-
jugate Gradient algorithm in 500 epochs, with the learning rate decreasing from
0.7 to 0.1 and 0.3 momentum. The logistic function was used as an activation
function. Error was calculated using cross-entropy error function, which is used in
particular with classifying networks. RBF hidden layer consisted of 92 neurons.
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In that case, sampling (drawing of random samples) and K-nearest neighbour-
hood algorithms were applied. Error was also cross-entropy error function. All
networks were assessed using the following test precision parameters based on
the error matrix: accuracy, sensitivity and specificity [10, 11]. In the conducted
calculations, sensitivity and specificity changes during displacing their boundary
value were represented by ROC (Receiver Operating Characteristic) curves.

5 Results

The extension of teaching data had a positive influence on the obtained results.
Both MLP and RBF managed to classify correctly more than 70% of utterances
(Tab. 2).

Table 2. Quality and teaching error statement for teaching, verifying and testing data
for table with 100 samples

Network Teaching Validation Testing Teaching Validation Testing
quality quality quality error error error

MLP 0.80 0.70 0.70 0.64 0.67 0.71
RBF 0.95 0.84 0.78 0.25 0.35 0.36

Table 3. Evaluation coefficients values for MLP and RBF networks

Network RBF MLP
Speech rate normal slow normal slow

All 200 200 200 200
Correctly classified 177 175 152 155
Incorrectly classified 23 25 48 45
Unknown 0 0 0 0
Classification correctness (%) 88.5 87.5 76 77.5
Classification error (%) 11.5 12.5 24 22.5
Unknown (%) 0 0 0 0

Correctness of the studied networks could be considered with respect to er-
ror made by each network during teaching, verifying and testing, which, in the
majority, informs about network’s appropriate performance. The errors made by
MLP during classification, in teaching and verifying groups were close (respec-
tively 0.64 and 0.67) and higher than in residual cases (Tab. 2). Testing error was
slightly higher in this case, however, it did not differ to a large extent from others,
which showed that the network is able to generalize. RBF made some mistakes
in teaching and verifying data; additionally error during testing was significantly
lower than in MLP case. Data set error level was rather stable, thus, as in the
previous example, the network was able to generalize input data correctly.
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Fig. 3. ROC curves for RBF (continuous line) and MLP (broken line) networks

Table 4. Evaluation coefficients values for MLP and RBF networks

Network Accuracy Sensitivity Specificity

MLP 0.76 0.76 0.78
RBF 0.88 0.89 0.88

If we take into consideration the number of mistakes which were made by the
networks, the best was RBF. Network incorrectly classified 48 utterances, 23 of
which had been uttered with normal and 25 with slow speech rate, which brings
88% of the categorizing correctness (Tab. 3). RBF achieved accuracy, sensitivity
and specificity respectively at the levels: 0.88, 0.89, 0.88 (Tab. 4). Additionally,
the area under the ROC curve totalled 0.94 (Fig. 3), which means, that this
classifier achieved impressive results.

MLP network incorrectly allocated 93 utterances (48 with normal and 45 with
slow speech rate) - classification correctness was about 76.75% (Tab. 3) while
area below ROC curve 0.80 (Fig.3). MLP accuracy was 0.76, sensitivity 0.76 and
specificity 0.78 (Tab. 4).

6 Conclusion

Our research has shown that artificial neural networks can be a useful tool in
speech analysis. The application of the first network has allowed us to reduce the
dimensions describing the input signals, obtain the amplitude-time relationship
for a speech signal and made it possible to claim that Kohonen network can
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be used in describing speech. As it can be observed, Kohonen network reflects
the syllabic structure of utterances very well. Next, the networks were examined
for correct recognition and classification of samples into two groups. The best
RBF network managed to classify correctly 88% of the samples. The values of
the obtained test precision parameters - accuracy (acc), sensitivity (sensi) and
specificity (speci) - point to the good quality of the examined classifier and
encourage its further development.
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Summary. Recognition possibility of expositions (cycles) on the basis the respiratory
response to repetitive hypoxia in experimental model (named as the intermittent hy-
poxia model) was the aim of the study. Variables of a breathing pattern: respiratory
frequency, tidal volume, duration of inspiration and expiration (F, VT , TI , TE , re-
spectively), and phrenic nerve activity (Aphr) were measured in one-minute periods
in biological experiments. The data set was analyzed using k -nearest neighbor deci-
sion rule (k-NN ). It was found that the variables, measured after sequential hypoxic
exposures for the recovery phases, allow recognizing cycles with 6.5% of misclassifi-
cation rate. However, the recognition based on two selected variables {F,VT } offered
significantly lower error rate of 2%. The obtained results have shown the usefulness of
pattern recognition approach to diagnosis of the changes that reflect the respiratory
plasticity developing on short-term exposures of the intermittent hypoxia, such as that
simulated in the biological model.

1 Introduction

Repeated hypoxic episodes are frequently observed in our life and in different
pathological situations, e.g. in human subjects during obstructive and central
apnea particularly during sleep at high altitude [5], [8]. Experimentally, this
phenomenon is defined as the intermittent hypoxia (IH). Two kind of phases oc-
curs in IH: repeated exposures of hypoxic stimulus, named as a stimulus phase
(S ), which are interspersed with episodes of normoxia or hyperoxia, termed as a
recovery phase (Rec). Such successive hypoxic-reoxygenation episodes, consisted
of S and Rec, are defined as cycles. It has been shown that chronicity of cyclic hy-
poxic exposures has an influence on elicited hypoxic ventilatory responses (HVR)
to the acute hypoxia and on ventilatory long-term facilitation (LTF), in animal
models of the respiratory diseases. Recent data point to a key role of reactive
oxygen properties in the development of respiratory plasticity in chronic inter-
mittent hypoxia-evoked augmentation of LTF [6], [7]. Carotid chemoreceptors
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also respond to the cyclic hypoxia [11]. It seems that the function of neural sero-
tonin receptors also determines LTF as their blockade in the spinal cord abolishes
LTF [1], [2]. Serotoninergic pathways are the critical mediator of this form of neu-
ral plasticity in respiratory system. Furthermore, the neurotrophic factor BDNF
(brain derived neurotrophic factor) is important because it implicates the initi-
ation and consolidation of LTF phenomenon [3]. It is worth to understand the
appearing changes and mechanisms underlying IH-induced ventilatory plasticity,
if one is interested in developing of supporting and therapeutic methods. In the
subchronic form, trainings of cyclic periods of hypoxia are part of a variety of
intermittent hypoxic exercises use in recreative sports (mountaineers, bicyclists,
and runners), in aircraft and cosmonautics. Moreover, these approaches are used
as therapeutic methods in sport medicine and clinic of system’s disorders [4],
[9], [12]. There are following reasons of studying IH: to evaluate its destructive
factor, to propose suitable treatment of diseases and to propose suitable train-
ing for healthy subjects. Statistical methods are considered as basis of computer
diagnosis system for recognition of observed early respiratory changes in animal
model with repeated hypoxia. The results might be applied in training protocols
of sport physiology or therapeutic programs used in diseases.

2 Materials and Methods

2.1 Biological Experiments and Measurement of Respiratory
Variables

The biological experiments were performed on 8 adult’s male rabbits, which
were anesthetized and spontaneously breathing. These experiments were char-
acterized as an experimental set Ex = {Ex1, Ex2, Ex3, Ex4, Ex5, Ex6, Ex7,
Ex8} = {Ex(i)}, where i=1, 2, .., 8 is number of the experiment. Detailed de-
scription of biological procedure was presented in the previous paper (e.g. [10]).
Variables of a breathing pattern: respiratory frequency (F ), tidal volume (VT ),
duration of inspiration and expiration (TI and TE , respectively), were recorded
in the experiments. The output of the respiratory centre or neural drive is the
best expressed in the phrenic neurogram, so a signal of phrenic nerve activity
(Aphr) was also recorded, and maximal amplitude of the integrated activity of
the nerve was calculated. Finally, in each independent experiment multidimen-
sional variable vectors consisting of five components Var(Ex(i)) = {F(Ex(i)),
VT (Ex(i)), TI(Ex(i)), TE(Ex(i)), Aphr(Ex(i))}, i=1, 2, .., 8, were observed.
They were used in the statistical analysis. The experiments obtained approval
of local Ethics Committee.

2.2 The Repeated Hypoxia Procedure (The Intermittent Hypoxia
Model, IH)

Researchers used different protocols of repeated hypoxia (e.g. [5]). In our exper-
iments, we chose a medium duration of hypoxic episodes of 1-min and moderate
intensity of hypoxia of 14%, so animals breathed hypoxic mixtures of 14% O2
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in N2 in the stimulus phase. The normoxic recovery phase lasted 3-min, and
was divided in three 1-min periods. So, the 1st, 2nd and 3rd minute of the
corresponding normoxia phase, Rec1, Rec2, Rec3, was considered. We applied
five-trial hypoxic (stimulus) - normoxic (recovery) of cyclic repeated hypoxia,
and in each minute the measurements of five breaths were recorded. The time-
conditions of the intermittent hypoxia are shown on fig. 1. Thus, the exposures
consisted of 5 successive hypoxic-normoxic cycles. Each cycle of IH was deter-
mined by five following minutes: (1) before hypoxia (B period, before given an
actual stimulus), (2) during hypoxia (S period, it is the stimulus phase), (3) 1st

minute recovery (Rec1 period), (4) 2nd minute recovery (Rec2 period), (5) 3rd

minute recovery (Rec3 period), i.e. there were 3 intervals of the normoxic re-
covery phase. Measurement vectors of all 1-min periods, P(Ex(i)) = {B(Ex(i)),
S(Ex(i)), Rec1(Ex(i)), Rec2(Ex(i)), Rec3(Ex(i))}, where i=1, 2, .., 8 is number
of the experiment, were gathered for each of 5 variables.
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Fig. 1. The short-term intermittent hypoxia model

2.3 Statistical Methodology

The values of variables of breathing pattern and phrenic nerve activity were
considered as the experimental data set. A possibility of recognition the cycles
(treated as classes) during successive episodes of repeated hypoxia according
with one-minute periods (see previous paragraph) was analyzed.

Two questions - important from a point of view of the respiratory biology are
interesting: (1) which of one-minute periods differentiate the most the considered
hypoxic-normoxic cycles of IH, (2) which combination of the variables is most
informative to recognize the cycles. To answer these questions the features were
gathered in two manners: according to the one-minute periods (fig. 2, left bottom
square) and in accordance with the single variable (fig. 2, right bottom square).
To answer these questions the methods of statistical pattern recognition were be
applied.

The data analysis was performed with the use of pair-wise classifier based on
the k-NN rule and the leave one out method. The k-NN rule can be used for ar-
bitrary number of classes, but decomposition of multiclass decision problem into
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two decision ones offers usually lower error rate, i.e. misclassification percent-
ages. The pair-wise classifier is a multiclass classifier that consists of two-class
k-NN classifiers. The final decision of the pair-wise classifier is formed by vot-
ing of all component classifiers. Numbers k are being established experimentally
separately for each of the component classifiers.

According with the respiratory variables

Var={F,V T,TI, TE, Aphr}:

F={BF, SF, Rec1F, Rec2F, Rec3F}

VT={BVT, SVT, Rec1VT, Rec2VT, Rec3VT}

TI={BTI, STI, Rec1TI, Rec2TI, Rec3TI}

TE={BTE, STE, Rec1TE, Rec2TE, Rec3TE}

Aphr={BAphr, SAphr, Rec1Aphr, Rec2Aphr, Rec3Aphr}

According with the phases of the IH

P={B, S, Rec1, Rec2, Rec3}:

B={BF, BVT, BTI , BTE, BAphr}

S={SF, SVT, STI , STE, SAphr}

Rec1={Rec1F, Rec1VT, Rec1TI , Rec1TE,

Rec1Aphr}

Rec2={Rec2F, Rec2VT, Rec2TI , Rec2TE,

Rec2Aphr}

Rec3={Rec3F, Rec3VT, Rec3TI , Rec3TE,

Rec3Aphr}

ANALYSIS of biological data set:

Ex={Ex1, Ex2, Ex3, Ex4, Ex5, Ex6, Ex7, Ex8 }

Fig. 2. Scheme of analysis of the experimental intermittent hypoxia (IH), description
in the text

Some features available in the reference set can be redundant or not related
with the considered classes and they may cause increasing of the error rate.
So, feature selection is recommended. Determination of k nearest neighbors and
feature selection requires error rate estimation for different k and different feature
combinations for each of the component classifiers. The leave one out method
was chosen for an error rate calculation.

3 Results and Discussion

Every out of 8 experiments was analyzed individually, and then the analysis was
done for all experiments together. The analysis was carried without and with
selection of features (vectors) for 5 cycles and also for the two extreme cycles, i.e.
for the first and the last cycle of repeated hypoxia. These results are described
below.

In experiment no.1, the great misclassification rates (Er) with range of 32%-
52% were received in 1-min minute periods. After selection of features the rate of
mistakes decreased to 4%-28%. Two vectors, frequency F and tidal volume VT ,
offered the lowest error rate that was equal 8%. The extreme cycles, the first and
the last, were recognised correctly by all variables except for inspiration time TI .
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The global error rate Er for recognizing cycles without selection of features was
equal 12%, and the extreme cycles were correctly recognised.

In experiment no.2, like as in experiment 1, large rates of mistakes with range
of 20%-36% were received. After selection of features the mistakes decreased to
4%-12%, and the extreme cycles 1st and 5th were recognized with 0%-10% of
mistakes. The lowest misclassification rates were received for the 2nd and the 3rd

minute of the recovery phase. The vectors F, VT , TE and Aphr gave the lowest
Er for recognizing 5 cycles, what was established after selection of features. The
cycles 1st and 5th were recognized quiet correctly (Er=0%), except for inspiration
duration and activity of phrenic nerve (Er(TI(1,5))= Er(Aphr(1,5))=10%). The
global misclassification rate for 5 cycles without feature selection as well as for
the extreme cycles was equal 0%.

In experiment no.3, the classificator gave the good recognition quality except
the stimulus phase (S ). Feature selection in this experiment permitted the correct
recognizing of all cycles for every minute of intermittent hypoxia. The three
ventilatory components F, VT and TE enabled correct classification of 5 classes.

In experiment no.4, the error rates were equal from 4% to 36%, and after
feature selection they decreased to 4%-16%. The most effective in cycle recogni-
tion was the 1st minute of the recovery phase. The recognition between cycle 1st

and 5th was quite correct. It was established that each of the vectors F, VT and
Aphr also offered the zero misclassification rates. The global Er without feature
selection was equal 0%.

In experiment no.5, the all cycles were recognized with great error rates of
32%-60%, which decreased to half of their values, when feature selection was
done. The extreme cycles, after selection of features, were correctly recognised.
The Rec2 of recovery phase was the most effective in cycle recognizing. None of
the considered respiratory vectors gave the correct classification of the repeated
hypoxia cycles. However, it was possible to distinguish correctly the first and
the last cycles with the use of vectors F, VT and Aphr (even without feature
selection). The global error rate was equal 24% and it was the greatest (without
feature selection) among all experiments, however extreme cycles were recognised
correctly.

In experiment no.6, the Er for recognizing 5 cycles were equal between 4%
and 16%. After feature selection, the 5 cycles during stimulus as well as in
recovery phases were differentiated correctly. The extreme cycles were recognised
correctly in every 1-minute periods. The vectors F, VT and TE allowed the
correct recognition of 5 cycles. The cycles 1st and 5th were correctly recognised
with exclusion of TI . The global error rate was 0%.

In experiment no.7, the rate of wrong classification of 5 cycles varied between
20% and 44%. However, using only Rec3 period this error rate decreased to
zero. The extreme cycles were correctly recognised in all cycle minutes except
the stimulus phase (Er(S(1,5))=10% after the feature selection). The global Er
was equal 0%.

In experiment no.8, the cycles of IH weren’t recognised correctly in no phases;
however first cycle and last one were distinguished well. The vector F permitted
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5 classes:

Er(P) = 6.5%

Er(Var) = 2.0%

Extreme classes:

Er(P(1,5)) = Er(Rec2(1,5)) = 0%

Er(Var (1,5)) = Er(VT (1,5)) = 0%

The best recognition for

recovery phase after

hypoxic exposure:

P = {Rec1, Rec2, Rec3}

The best set of variables:

Var = {F, V T}

According the variablesAccording the phases of IH

k-NN ANALYSIS WITH FEATURE

SELECTION

Error rate

(Er)

Fig. 3. Results of k-NN analysis with feature selection in biological model of the
intermittent hypoxia

the correct recognizing of 5 cycles. After feature selection, the vectors F, VT

and TE also allowed the correct recognize cycles. The extreme cycles were rec-
ognized correctly by the vectors F, VT , TE , but not by TI . The global Er was
equal 0%.

The analysis of the data gathered jointly from all the eight experiments indi-
cated the great error rates for every minute of intermittent hypoxia, i.e. for the
stimulus as well as for recovery phases. The Er for recognizing 5 cycles without
feature selection were of the range 32%-39%, and after feature selection they
were 23%-30%. Differentiation between the first cycle and the last one was bet-
ter in the recovery phase with 2.5%-6.2% in comparison with the stimulus phase
with 12.5% of errors. These mistakes were decreased almost twice after feature
selection. The recognition between 1st and 5th cycles was faultless for Rec2
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recovery period and tidal volume VT in all single experiments. The vectors F
and VT gave the lowest error rates for recognizing 5 cycles. Both these vectors (F
or VT ) and expiration time (TE) offered the most effective recognizing the cy-
cles of 1st and 5th (Er(F(1,5))=6.2%, Er(VT (1,5) )=2.5% and Er(TE(1,5))=6.2%,
without feature selection). The global misclassification rate for recognizing 5 cy-
cles, without feature selection, was equal scarcely 11%, and the extreme cycles
were recognised perfectly. When only a recovery phase of IH was analysed (rep-
resented by vector {Rec1, Rec2, Rec3}), then the error rate for recognizing 5
cycles decreased to 6.5% (fig. 3). The use of two components of the pulmonary
ventilation {F, VT }, diminished the misclassification rate even to 2%, as it is
presented on fig. 3. The global error rate for 6 out of 8 experiments equaled to
0% for the all 5 classes, but for the extreme cycles this error rate always was
equal 0%.

Analysis of the ventilatory components {F, VT } and the recovery phase
{Rec1, Rec2, Rec3} allowed for the best recognition of early respiratory effects
on repeated hypoxic exposures. The time of expiration (TE) enabled the bet-
ter recognition of the cycles than the time of inspiration (TI). The activity of
phrenic nerve (Aphr) has given worse recognition than the ventilation compo-
nents and breathing times. Faultless recognition of extreme cycles points on dif-
ferent breathing states as an effect of functional plasticity abilities of respiratory
system.

In conclusion, the performed analysis of data indicates on possibility of diag-
nosis of observed changes that reflect plasticity of respiratory output developing
on short-term cycles of hypoxia. This approach may be applied in preparation
of training protocols in sport physiology and therapeutic program used to com-
pensate for respiratory pathologies.
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cal Research Center and Institute of Biocybernetics and Biomedical Engineering
of the Polish Academy of Sciences. The authors are thankful to Mrs. Ewa Wi-
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Summary. The uniqueness of a fingerprint allows to build systems that can recognize
personal fingerprint feature automatically. In practice, fingerprint recognition and clas-
sification based on two techniques: the reference point location and the Gabor filtering
or the fingerprint ridge characteristics (called minutiae). In this paper a new method
of the reference point alignment has been presented. A new approach of reference point
localization is based on so-called identification filters, which have been composed on
the basis of analysis of biometric characteristic of human fingerprint. In this paper
construction of such filters has been precisely explained. Proposed method with other
methods was compared.

1 Introduction

A fingerprint is the reproduction of a fingertip epidermis, produced when a fin-
ger is pressed against a smooth surface. The most evident characteristic of a
fingerprint is a pattern of interleaved ridges and valleys in image of fingerprint.
Ridges are dark whereas valleys are bright (see 1a). Fingerprint identification is
one of the most important biometric technologies especially in Fingerprint Iden-
tification System (AFIS). A fingerprint is the pattern of ridges and valleys on the
surface on a fingerprint. Each human has unique fingerprints. The uniqueness of
a fingerprint allows to build systems, which can recognize personal fingerprint
feature automatically. Unfortunately it is a difficult task, because fingerprint
images have very poor quality very often. In practice, due to variations in im-
pression conditions, ridges configuration, skin condition, acquisition devices, etc.
many restrictions have to be considered. The ridge structures in poor-quality fin-
gerprint images are not always well defined, therefore they cannot be detected.
Fortunately a fingerprint experts are often able to correct such corrupted images
as long as the ridges and valleys structure is not corrupted completely. Each an-
alyzed digital fingerprint image should have area, where structure of finger will
be visible. Generally, fingerprint images can be divided into three types: well-
defined region, recoverable corrupted region and unrecoverable region [1]. In the
first region ridges and valley are clearly differentiated, in the second region ridges
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and valleys are corrupted by a small amount of creases or smudges but are still
visible. In the third area ridges and valleys are strong corrupted - such image is
rejected. In our paper only two first areas are analyzed and each of them can be
used to fingerprint recognition.

2 Estimation of Local Ridges Orientation

An orientation field represents

Fig. 1. The values of the mask h for the λ = 0O

angle

local orientations of fingerprint
ridges, which occur on finger-
print surface. This field repre-
sents an intrinsic property of
a genuine fingerprint obtained
from finger imprint image. Let
p(x, y) be a pixel in a finger-
print image. The local ridge ori-
entation at p(x, y) is the angle
βxy that the fingerprint ridges
crossing through small neigh-
bourhood centered at p(x, y),
form with the horizontal axis
[3]. The orientation field of the
fingerprint image pixels has

been divided into directions z = (0, 1, ..., 7) in a 9 × 9 window, where the pixel
p(x, y) in the center of the window if located [5]. Idea of the pixel orientation
computing by means of mask is presented in Fig.1. Each element of the mask
from Fig. 1 corresponding to the pixel p(x, y) located over fingerprint image.
The orientations are restricted to eight numbered directions: dz = z × 22.50,
z = {0, 1, 2, 3, 4, 5, 6, 7}. Hence, z → dz .

In the first step, by means of the mask from Fig.1 the gray-level fingerprint
image values in the eight directions (at positions marked by numbers 0,1,...,7)
are determined. For example, for pixel p(x, y) from Fig.1 appropriate values have
been computed:

s0 = p(x − 2, y) + p(x − 4, y) + p(x + 2, y) + p(x + 4, y)
s1 = p(x − 2, y + 1) + p(x − 4, y + 2) + p(x + 2, y − 1) + p(x + 4, y − 2)

.

.

.

s7 = p(x − 2, y + 1) + p(x− 4, y + 2) + p(x + 2, y − 1) + p(x + 4, y − 2)

Finally, the values si are added according to index i. The sums Si are equiv-
alent to convolving the image with 9× 9 masks, where each mask has value of 1
at positions where 9× 9 window block has values i and 0 elsewhere.

In the next stage, the min/max value of each i is estimated:
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i =

⎧⎪⎨⎪⎩
sd = arg

i={0,1,..,7}
{max(Si)} for p(x, y)bin = 1

sl = arg
i={0,1,..,7}

{min(Si)} for p(x, y)bin = 0 (1)

where: p(x, y)bin is a pixel value at point p(x, y) in fingerprint image.
The orientation at pixel is defined by means of sd value if the central pixel

is located on a ridge (black area), and by the sl value if the central pixel is
located in a valley. Unfortunately, obtained values, treated as pixels orientation,
are usually noisy, therefore they should be smoothed and averaged in a local
neighbourhood. In our application, the angles between the blocks 9 × 9 are
smoothened by passing the image through a mode function [5].

In the next stage background is eliminated and only foreground is used. If
in a given 9 × 9 block at least one black pixel can be found, then whole block
creates part of orientation field, otherwise such block is treated as background
and is rejected. After calculations, appropriate directions are stored in the table
TG[x, y] as numbers z. The table of the orientation field can be presented as
image (although it is not necessary, where each value is performed as appropri-
ate line section. For example, if element TG[x, y] = 0 - then horizontal line is
performed, for element TG[x, y] = 4 - vertical line is drew, and so on for re-
mained directions. Above mentioned operations are presented by Fig. 2, where
fingerprint image, orientation field and fragment of such field were shown.

2 2 1 1 7 6 6
2 2 1 7 7 6 6
2 2 2 7 7 5 5
3 3 2 7 5 5 5
3 3 3 4 5 5 5
3 3 4 4 4 4 5
3 3 4 4 4 4 4

a) b) c)

Fig. 2. a) Image of fingerprint. b) Appropriate orientation field of analyzed fingerprint
as image and its selected fragment. c) Fragment of the orientation field from 70:fig:b
performed as table.

3 The Reference Point Determination by Means of the
Neighbourhood Influence Filter

Reference point location is very important task in analysis of fingerprint image.
Several fingerprint-matching algorithms align fingerprint images according to a
landmark, called the core [3]. In practice, the core point corresponds to the cen-
ter of the point of the north most loop type singularity. For fingerprints that
do not contain loop or whorl singularities (e.g. belonging to the so-called arch
type fingerprint class), it is difficult to define the core. For this reason the core
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is usually associated with the point of maximum ridge line curvature [3, 5]. In
this paper the new method of the fingerprint reference point location has been
proposed. These methods are still investigated and developed [2, 4, 5, 6].

3.1 Filter Description

In the proposed method the filter Mr will be used. Additionally, this filter will be
called as filter of neighbourhood influence. Elements of the filter Mr have been
experimentally determined, and depend on direction of fingerprint ridges. These
directions are appropriate selected and are different in different filter area. The
graphic, structural characteristic of the filter is depicted in Fig.2a. Distribution
of values in the filter elements presents Fig.2b.

P1

P2 P3 P4

Fig. 3. a) Graphic representation acceptable fingerprint ridge directions in the filter
Mr. b) An adequate numeric values for the fingerprint ridges.

The appropriate elements Px, x = {1, 2, 3, 4} of the filter Mr are the sets:

P1 = {1, 2, 3, 4},P2 = {0, 1, 2, 3, 4},
P3 = {0, 1, 2, 3, 5, 6, 7},P4 = {1, 4, 5, 6, 7}.

In practice, except the filter Mr, two additional auxiliary tables TRi, i =
1, 2, ..., 7 and TA are needed. The values ri

x, x = 1, 2, 3, 4 are stored in tables
TRi were experimentally established. Fig.3b presents selected values for each
table TRi. Fig.3a presents adequate distribution of the fingerprint ridges.

The auxiliary table TA[x, y] has dimension of the table TG[x, y], x =
1, 2, ..., X , y = 1, 2, ..., Y . At the beginning, all elements of the table TA has
values of 0 for image background and of 1 for fingerprint area.

The filter Mr is simultaneously moved in to the right inside of the areas of
the tables TG and TA, beginning from the left upper corner and successive is
moved down to the lower right corner of the tables. Current value of the element
C of the auxiliary table TA is successive changed in calculation process. The
influence of the neighbouring cells of the table TA on the cell C is located in
this cell as value vC. If some element TG[x, y] has the same value as one of the
set Px, then the vC value in the cell C of the auxiliary table TA is determined
on the basis of another cells of the table TA and the appropriate values ri

x of
the table TRi.
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TR0

TR1

TR2

TR3

TR4

TR5

TR6

TR7
0

0

0

00

0

0

0

0

0

0

Fig. 4. Selection of the values rx in the tables TRi

4 Calculations by Means of the Filter Mr

Let the elements z1, z2, z3, z4 are elements of the table TG, zi =∈ {0, 1, 2, 3, 4, 5,
6, 7}. For these conditions, the new value of the cell C is determined from
equation:

if in the table TA condition:
ai �= 0 (2)

for i = 1, 2, 3, 4 is fulfilled, then:

vCnew =
4∑

i=1

ri
zi∈Pi

× ai (3)

where ai is the value of the appropriate cell of the table TA Fig.4b.
If above mentioned condition is not fulfilled, then value (2) is not calculated

and filter Mr is shifted to the right, to next position. After shifting, the value
(3) located in the cell C of the table TA can be computed again but condition
(2) should be always fulfilled.

Example 1

Some fragments of the tables TG and TA presents Fig.4a and Fig.4b, respec-
tively. The table TG includes numbers treated as numeric fingerprint ridge
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directions. In this example the values of the table TA were randomly gener-
ated. For these conditions the new value vCnew of the cell C can be computed.

z1 = 4 → z1 ∈ P1, a1 = 1.5

z2 = 3 → z2 ∈ P2, a2 = 0.8

z3 = 4 → z3 /∈ P3, a3 = 0.5

z4 = 7 → z4 ∈ P4, a4 = 2.0

vCprev = 1

vCnew =
∑4

i=1 ri
zi∈Pi

× ai = (r1
4∈P1

× a1) + (r2
3∈P2

× a2) + (r3
4/∈P3

× a3) +
(r4

7∈P4
× a4) = (0.5 × 1.5) + (0.4 × 0.8) + (0× 0.5) + (o.4 × 2) = 1.87

a1

a2 a3 a4

C

Fig. 5. a) fragment of the table TG. The values of the table cells result from fingerprint
ridge directions, b) the current values of the auxiliary table TA.

After filter Mr relocation in whole area of the table TG, the auxiliary table
TA will be populated. The largest value in the table TA[x, y] determined where
fingerprint reference point is located. Place where fingerprint reference point
has been found was indicated in Fig.6. In Fig.6a this place is marked as cross.
Fig.6b presents the results of the neighbourhood influence method on reference
point determination, where appropriate gray-scale values form the image. The
brightest point in this image indicate also reference point of the fingerprint. The
coordinates (x, y) of such point correspond to the same coordinates localised

a) b)

Fig. 6. a) Fragment of the table TG. The values of the table cells result from fingerprint
ridge orientations. b) The values of the auxiliary table TA.
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fingerprint reference point at the image Fig.6a. Hence, fingerprint reference point
coordinates rp(i, j) can be immediately obtained from the table TA:

max
i,j

(TA[i, j]) → {i, j} → rp(i, j) (4)

5 Conclusion and Investigation Results

Proposed method of the fingerprint reference point location was compared to
the method described in [2, 5, 6, 7], where reference point was also searched.
In mentioned works some filters called masks were additionally compared with
method, which was prepared on the basis of [3]. Hence, described in this paper
investgations compared these two methods. Because these methods indicate the
same point, methods can be immediately compared. The reference point has
pixel coordinates x, y. For this reason the A, B and E sets of the data have
been gathered. The set A includes reference points indicated by our method, the
second set (B) includes points collected by means of method [5]. Additionally,
the set E of reference points is accessible, where the police expert’s coordinates
are gathered. Finally, the Euclidean distance between appropriate coordinates
can be formed: [(xa − xe)2 + (ya − ye)2]0.5 or [(xb − xe)2 + (yb − ye)2]0.5. In the
next stage, the sets A and B with the set E have been compared. From Fig.7
follows clearly that proposed method of reference point determining gives results
closest located to the police expert assessment.

Fig. 7. Accuracy of the two methods of the reference point determination compared
to police expert assessment
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Since human experts may not be able to locate the pixel wise accurate ref-
erence point, we propose the new method which allow to determine such point
more accuracy.
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Summary. This paper presents a method for optimal frequency search with the use
of Gene Expression Programming (GEP). It includes a brief summary of material of
analogue circuits fault diagnosis and introduction to GEP. Developed method belongs
to SBT diagnosis routines’ group. Frequency responses for chosen hard faults of a
circuit under test as well as for an intact circuit are simulated before test. There are
ambiguity sets provided to avoid a fault tolerance masking effect.

1 Introduction

An ongoing miniaturization and an increasing complexity of analogue electronic
circuits (AEC) cause a necessity of developing reliable and efficient diagnostic
and testing methods. There are well known testing procedures of digital circuits
and devices. However, methods of testing analogue and mixed circuits have not
been developed, yet. There are several problems to solve in the aim of developing
a standardised AEC diagnosis methods. The most important of them are a vari-
ety of analogue signals and elements, a larger set of possible faults in comparison
to digital circuits, a limited accessibility to the measurement points, and a fault
tolerance masking effect [1].

Generally, there are three aims of diagnosis a fault detection, a fault localiza-
tion, and a fault identification. A fault detection is the most basic diagnosis test.
The aim of it is to determine whether the circuit under test (CUT) is damaged
or intact, the ”GO/NO GO” test. The other question is to find a source of a
fault. Answer to this problem is obtained with the fault localization procedure.
Once the fault is localized it may be important to identify the fault (determin-
ing a type and a value of the fault). Taking under consideration used diagnosing
tools, three groups of diagnosis procedures can be distinguished: simulation be-
fore test (SBT) methods, simulation after test (SAT) methods, and a built-in
self-test (BIST). The SBT methods are based on simulations of a certain and
previously chosen set of CUT faults before the explicit test phase. It allows for
shortening the diagnosis total time. An aim of the SAT methods is in most cases

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 794–801, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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an identification of faults. These methods are efficient in soft faults identifica-
tion. A disadvantage of these routines is high computing cost and long analyses’
time. The methods using boundary path require designing a whole circuit in the
way that allows for independent diagnosis of chosen test blocks (often test blocks
are chosen in the way they are equal to functional blocks) [2].

A circuit testing may be performed in a time domain, a frequency domain
(AC testing) and a direct currents domain (DC testing). The DC testing makes
it possible to obtain results with high reliability level. The AC or time domain
testing, though, allows for gathering more information about the CUT state than
DC testing without a need of measurements in more than one test point.

The presented procedure of finding optimal frequency set for purpose of AEC
testing is a dictionary (signature) method. The method may be implemented as
a preparation for signature dictionary constructing in SBT routines. A very im-
portant asset of presented method is a self-adapting size of optimal frequencies’
set.

2 Gene Expression Programming

The Gene Expression Programming (GEP) is an evolutionary algorithm (EA).
GEP integrates features of genetic algorithm (GA) and genetic programming
(GP). In following parts of this chapter a brief introduction to GEP is presented,
implementation issues and a fitness function described [3].

2.1 Individuals Coding

Gene Expression Programming individuals are built with chromosomes (genes
strings) of fixed length. The chromosomes are decoded to phenotypes of tree
structure, i.e. expression trees (ET). There is not requirement of using all genes
of chromosomes in the process of expressing individuals. Therefore, chromosomes
of the same length code ET of different structure and complexity level.

Genes that chromosomes are coded with may be divided into two groups
functions set H, and a terminals set T.

The functions set may contain any functions possible to describe over the
elements that belong to the terminals set. It may be arithmetic operations, set
operations, logic operations, etc. Both, variables and constants may be elements
of T.

There was a set of frequencies coded with each individual of a population in
the presented method. It was decided that set H will contain only one element,
that is a sum of sets. With this operator it was possible to add a new frequency
to the set F’ (an optimized frequencies set).

H = {′∪′} (1)

Where ∪ is a sum of two sets.
Terminals set was described as a sum of set F and an ”empty” element which

did not add any frequency to F’.
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T = F ∪ {′∅′} (2)

Where ∅ is an empty terminal that does not code any frequency.
There is a head and tail of a chromosome distinguishable in the body of

chromosomes. There are no limits that would determine the length of the head.
It is important, though, that the head is started with an element of the set H.
The rest of the head elements may belong to either H or T sets. The tail of
chromosome may be built only with elements of the set of terminals. Its length
is given with equation:

‖tail‖ = ‖head‖ · (n − 1) + 1 (3)

Where: ‖tail‖ is a length of the tail; ‖head‖ is a length of the head; n - is a
maximum number of arguments of the used functions set elements.

Such dependency is required to

Fig. 1. An exemplary GEP chromosome

ensure the consistency of an ET
(i.e. all branches of ET ending
with a T set element).

In the presented works the n=2
(a sum of two sets). In the Fig. 1.

there is an exemplary GEP chromosome presented.
There is also an encoded expression

Fig. 2. A phenotype - ET - of the ex-
emplary chromosome from the Fig. 1

tree presented in the Fig. 2. The set F’
described with the chromosome has 3 el-
ements (frequencies): {11, 34, 56}. In our
research all individuals have been built
with 4 chromosomes. The chromosomes
head length was decided to be equal to 7.
Therefore, one individual allows for cod-
ing up to 32 different frequencies. The
population size equals 40 individuals.

2.2 Genetic Operations

References [3] and [4] suggest there is no difference between different selection
methods. It is strongly advised to use a simple elitism in any GEP implementa-
tion. The elitism means copying the best (or few best) individual to the offspring
population without modifying them. There are a few genetic operators used in
GEP a mutation, crossovers, transpositions.

There is an uniform mutation implemented usually. It is important, though, to
keep a functions set element on the first chromosome position. In the presented
implementation mutation possibilities were as listed: function to frequency (and
vice versa), function to empty terminal (as above), and frequency to empty
terminal (as above).

A crossover in GEP is not different from a crossover operator in regular genetic
algorithm. The crossover does not add new genetic material to the gene pool of
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population. There are 3 different types of crossover implemented a single point
crossover, a two point crossover, and a chromosomes crossover.

A transposition operator causes copying the part of chromosome of certain
length to the other position of the same chromosome. The transposition opera-
tors with mutation add a new genetic quality to the population’s genetic pool.
Transpositions that are used in GEP are an insertion sequence (IS) transposition,
a root insertion sequence (RIS) transposition, and a chromosomes transposition
[3],[4].

2.3 Fitness Function

A fitness function (FF) is the most important part of any EA application. As
it was previously mentioned a FF choice determines a proper AE work. In the
presented approach the task for FF was to find such a F’ set that the healthy
circuit is separated (obligatory condition), find such a F’ set that the most hard
faults are localized and a distance between each two of them maximized, and
find an F’ of least possible power (additional condition).To cover above points
the FF has been designed:

Ffitness = 20(U + 1) + 10P (4)

Where: U - a number of correctly localized CUT states; P - a penalty modifier.

P = A
[
a
(
1 − e−∆min

)
+ b
(
1 − e−∆avg

)] ∧ a + b = 1 (5)

∆min = min
i

(∆mi ∧ fi ∈ F′) (6)

∆avg =

K∑
i=1

(∆mi ∧ fi ∈ F′)

‖F′‖ (7)

Where a, b are coefficients (in our approach a=1 and b=0 ).

A =
{

Z if S0 localized
−0.5 if S0 not localized

(8)

In case of not localizing S0 (the non-faulty circuit) the value of Y (Y=-0.5 )
has been chosen heuristically. The value of X is computed basing on a num-
ber of frequencies coded with being assessed individual. The value was chosen
heuristically.{

Z : 1.00 0.70 0.65 0.50 0.30 0.10
D : D ≤ 2 D = 3 D = 4 5 ≤ D ≤ 7 8 ≤ D ≤ 12 13 ≤ D

(9)

Where D is a number of F’.
Fitness function given with above equations allows for fulfilling all of the

set conditions. Is the faulty-free CUT localized properly the number of F’ is
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decreasing and the distances between localized faults maximized. If the intact
CUT is not localized the number of F’ is increasing and the distances between
localized faults minimized. Therefore, with the more frequencies S0 state is more
likely to be separated correctly [3],[4].

3 Optimal Excitation Choice Strategy

The procedure of choosing testing signal frequencies may be divided into two
stages. Both of them are presented in the following paragraphs.

3.1 Before Test Stage

At this stage a new diagnostic system is created. The system should allow for
obtaining maximum information about the CUT with the use of a minimal set
of frequencies. It was assumed that the CUT has N test points Mi. Amplitude
responses have been measured at all accessible nodes N. The set of test points
is represented by a vector M:

M = {M1, M2, . . . , MN} (10)

The most common strategy is measuring a characteristic on the CUT output
(N=1). Hence, CUT states set is given by a vector:

S = {S0, S1, . . . , SL} (11)

where S0 represents an intact circuit state. The latter states (S1, . . . , SL) repre-
sent hard faults. Short elements has been simulated by the parallel conductance
of 1000 [S] and open elements with serial resistance of 1 [TΩ]. The amplitude
characteristic have been measured in chosen test points Mi. The single step be-
tween two following frequencies has been set to 1 [Hz] (frequency shift) over the
range fmin and fmax:

fmin = 10X ∧ fmax = 10Y ∧ X, Y ∈ C ∧ X < Y (12)

A total points number of amplitude characteristic is as follows:

K =
fmax − fmin

∆f
∧ ∆f = 1 [Hz] (13)

Hence, frequencies set may be given with a vector:

F = {f1, f2, . . . , fK ; ∧ ‖fi+1 − fi‖ = ∆f ∧ f1 = fmin ∧ fK = fmax} (14)

For the exemplary circuit considered in section 4 X=0 and Y=4 (Eq. 12). So,
fmin=1 [Hz] and fmax=10 [kHz]. The total number of frequencies is K=10000.
A task and an aim of the method is to choose such a subset F’ ∈ F that a fault
separability and detectability remain at the same levels as with the use of full
set F.
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To determine an influence of elements tolerance on CUT amplitude charac-
teristic a number of Monte Carlo analyses (MCa) has been computed. Tolerance
value of resistive elements is tolR and reactive elements (capacitors and coils)
tolX . For the circuit considered in chapter 4 tolR = 2% and tolX = 5%. A
result of MCa simulation were envelopes, top and bottom, of amplitude CUT
answers on parameters’ values changes. A difference of above values is determin-
ing an ambiguity areas set. This set for each of K frequencies may be given with
equation:

∆M = {∆m1, ∆m2, . . . , ∆mK} (15)

Two states are separable if for a frequency fi the distance (amplitude response)
between them is greater than mi. Dictionary is created based on optimal fre-
quency selection.

3.2 After Test Stage

A quality of proposed method is valuated. A series of tests is provided. An
analysis of their results may lead to answers: whether the method is correct, what
a test construction computation cost is, and what possibilities of implementation
of the algorithm are. An assessment of found solution bases on a fitness function
(presented in following chapter) that takes into account the previously calculated
margin as an ambiguity regions set [5].

4 Exemplary Circuit Diagnosis

The presented method has been tested with the use of an exemplary circuit
(Fig. 3) [1]. Chosen discrete elements have been taken into account (see Tab. 1
for details). Based on 16 elements 33 states of CUT are created (healthy circuit
and short and open faults of each element). The number of set F was K=10000
frequencies with the coefficients X=0 and Y=4. Hence, fmin = 1 [Hz], fmax = 10
[kHz]. A global solution (with the use of all possible frequencies) allowed for
localization of 26 hard faults. The rest of faults were grouped into 3 ambiguity
sets. There are amplitude characteristics of all CUT states presented in the Fig.
4.A. The ambiguity region over the predefined range of frequencies (the distance
between envelopes) is shown in the Fig. 4.B.

Fig. 3. The diagnosed exemplary circuit [1]
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Table 1. The selected test circuits’ elements1

Element R1, R2,. . . ,R8, R12, R13, C2,. . . , C7
1 Odd states represent short elements, even

state -open ones. State S0 represents faulty-
free circuit.

Fig. 4. The intact and damaged CUT amplitude characteristics (A); the ambiguity
region (B)

Table 2. The results of CUT (Fig. 4.1) testing with the use of all possible frequencies

Correctly localized CUT states S0,S1,S4,S5,S7,S10,. . . ,S14,S16,. . . ,S19,S21,. . . ,S32

Found ambiguity sets {S2,S3},{S6,S9},{S8,S15,S20}

Table 3. The results of GEP based method

No. Used frequencies [Hz] Number of localized
CUT states Time2

1 93.0;518.0;1528.0;3492.0 26 2.76
. . . . . . . . . . . .
10 106.0;350.0;1530.0;3271.0 26 2.61
2 Time [sec] of 100 generation proceeding.

Tab. 2. presents diagnosis’ results if all frequencies have been used. The
method presented in the previous section should minimize the number of fre-
quencies while the diagnosis’ results must remain on the same level.

There have been run 10 independent processes for finding minimal F’ set
with a limit of 1000 generations set. The time of 100 generation proceeding was
measured. In the Tab. 3 there are chosen results of such works submitted. Found
frequencies vector F’ consist of 4 elements allow for localizing 26 hard faults in
each case. The results are the same as with the use of all possible frequencies.
The average 100 generation processing time has been 2.67 second.
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It is important that GEP based method allowed for finding the minimal F’
sets composed of small number of elements. Moreover, GEP allows on automatic
changing the number of F’ set without changing the length of individuals (i.e.
chromosomes). A computation cost of the presented method is low. Hence, it
should not influence total diagnosis costs.

5 Conclusions

The new method for the finding an optimal frequency set for purpose of analogue
circuits’ fault diagnosis has been presented. The GEP is used as a search engine.
The aim of the paper was not to compare the procedure with existing ones. The
proposed method was tested with the use of the exemplary circuit. The results
may lead to a conclusion that employed algorithm may be used to create an
efficient tool for optimal frequency set finding. The algorithm assets are: an ease
of implementation, a short proceeding time (which may suggest that there is a
sense of developing a GEP based industrial applications), and a self-adapting
optimal frequencies’ set.
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Summary. The structure of a belief network model for predicting the economic situ-
ation of small and medium enterprises in the Lubelskie and Podkarpackie provinces is
discussed. The direction of further scientific research in order to improve performance
of a belief network model is additionally presented.

1 Introduction

Various analytical and knowledge acquisition methods were used to develop
models for assessment of the enterprise’s economic and financial situation. The
Bayesian networks, further referred to as BN, are one of them. The research on
BN applications to predict the situation of enterprises were conducted among
others by Sarkar [4] and Sun [2].

2 Scope and Objective of the Research

This research is aimed at development of a Bayesian belief network model for
predicting the financial situation of small enterprises from Lubelskie and Pod-
karpackie provinces. For the needs of research two states of enterprise were spec-
ified: “good situation” and “poor situation”. Enterprises of poor economic and
financial condition, in which at the same time the values of the three parame-
ters: of the financial gross result, the sale exchange rate, and the employment
rate changes are negative. The enterprises of good financial condition are such,
in which at least one of these parameters is positive. Economic and financial
conditions are described Y using two-state variable, which assumes the value:

– 0, if the enterprise is in a poor economic and financial condition,
– 1, if the enterprise is in a good economic and financial condition.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 802–807, 2007.
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The statistics data used to build the model come from the Regional Statistics
Centers in Lublin and Rzeszów. The research covered small and medium-sized
enterprises up to (from 10 to 49 persons) in two provinces Lubelskie and Pod-
karpackie, in the years of 1999-2004. Due to the fact that usually the character of
the applied the descriptive attributes is represented by relative values related to
the previous year, to the research were chosen only enterprises, that submitted
financial statements, and were active in the subsequent years starting from 1999
year.

The research was conducted on a sample of 380 cases - enterprises registered
under the heading no. 51 of the Business Register “Wholesale trade and consign-
ment services, excluding trade in cars and motorcycles”. For their description 13
attributes were chosen to present various aspects of its activity and the mezzo-
economic situation in the year t-1 (Table 1), and decision variable Y describing
the financial and economic condition of the company in the year t.

Table 1. Descriptive attributes in the Bayesian models

Type of parameter Symbol Name of parameter

Financial wsk12 Current ratio
liquidity

Parameters wsk2 Share of inventory
describing in total assets
enterprise’s property wsk18 Productivity of total assets

wsk8 Net worth to fixed assets
Parameters describing wsk10 Share of working capital
the capital structure in total assets

wsk11 Share of working capital
in current assets

Parameters describing wsk19 Labor productivity
effectiveness wsk20 Value added
of resources intellectual coefficient

wsk21 Productivity of fixed assets

Parameters wsk24 Gross profit margin
of profitability wsk26 Return on total assets

Macroeconomic z6 Rate of export
variables z7 Average rate of exchange ($)

3 Description of the Experiment

The research was conducted using the Belief SEEKER system [3] applying of
the 10-fold cross validation method.
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In the first phase of research for each of 10 learning subsets were generated
for Dirichlet parameter [1] changing from 1 to 100 with a step 10. In this way for
each of the examined 11 sets generated networks a number of different models
of different structure were developed. Depending on the acceptance parameter
(PA) different sets of belief rules were generated for each network model on
the basis of the most significant attributes. All sets of rules were tested on
the subsets and the best results were achieved for PA=0.5 [3]. The necessary
classification statistics were calculated for each network including Type I error
(wrong classification of “good situation” enterprises) and Type II error (wrong
classification of “poor situation” enterprises). For each subset the network with
the lowest classification error was chosen. In this way 10 training models were
finally identified.

In the second phase of the research the belief networks were tested on the full
data set. The average Type I and Type II errors were also calculated.

In the third research phase a voting method was applied. The following clas-
sification approach was adopted: the cases classified correctly by at least six net-
works were considered to be “correctly classified”, while the cases classified incor-
rectly by at least six networks were considered to be “incorrectly classified”; all
other cases were considered to be “unclassified”. The results are presented below.

4 Results

Among all subsets the best classification result was achieved with the Dirichlet
parameter α =60 (Fig.1). Two attributes showed direct impact on this result,
namely, ‘Return on total assets’ (wsk26) and ‘Gross profit margin’ (wsk24). The
networks generated for different training subsets reveal slight differences between
each other. These differences are not related with the attributes, which have a

Fig. 1. A belief network generated with the Dirichlet parameter of α = 60
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Table 2. Classification statistics all networks for the testing subset

Model Class Quantity % share
Correct Incorrect Correct Incorrect

1. Poor 12 6 60.00 30.00
Good 15 4 83.33 22.22

2. Poor 12 8 57.14 38.10
Good 13 4 76.47 23.53

3. Poor 13 8 61.90 38.10
Good 10 7 58.82 41.18

4. Poor 13 9 59.09 40.91
Good 14 2 87.50 12.50

5. Poor 18 1 81.82 4.55
Good 10 6 62.50 37.50

6. Poor 8 4 57.14 28.57
Good 21 2 87.50 8.33

7. Poor 13 4 76.47 23.53
Good 16 4 76.19 19.05

8. Poor 13 5 68.42 26.32
Good 16 2 84.21 10.53

9. Poor 10 6 62.50 37.50
Good 21 1 95.45 4.55

10. Poor 17 2 85.00 10.00
Good 15 3 83.33 16.67

Avg. Poor 13.00 5.00 66.95 27.76
Good 15.10 3.50 79.53 19.60

Table 3. Classification statistics of selected networks for the data set

Network Class Quantity % share
Correct Incorrect Correct Incorrect

S.10 – Single Poor 134 52 70.53 27.37
network Good 160 29 84.21 15.26

Avg. for 10 Poor 131.30 56.20 69.11 29.58
networks Good 152.60 35.90 80.32 18.89

Voting Poor 129 61 67.89 32.11
method Good 166 24 83.27 12.63

direct impact on the classification result. The classification statistics for these
networks are presented in the Table 2.

The Table 3 presents the classification results for the best belief network,
selected in the first phase of the research and an average result for 10 networks
calculated for the full data set.
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5 Discussion

The analysis of the belief network with the Dirichlet parameter α =60 leads
to a conclusion that two parameters have direct influence on the financial and
economic situation of an enterprise: ‘Return on total assets’ (wsk26) and ‘Gross
profit margin’ (wsk24). An indirect impact on the enterprise situation can be
revealed in case of the following parameters: ‘Net worth to fixed assets’ (wsk8),
‘Value added intellectual coefficient’ (wsk20) and ‘Share of inventory in total
assets’ (wsk2). In some networks additional impact have attributes: ‘Share of
working capital in total assets’ (wsk10) and ‘Share of working capital in current
assets’ (wsk11). On the other hand, ‘Current ratio’ (wsk12), ‘Labor productivity’
(wsk19), ‘Productivity of fixed assets’ (wsk21) and ‘Average rate of exchange ($)’
(z7) have no influence on the decision node.

The average value of an error for all networks was 19.60% in case of Type I
error and 27.76% in case of Type II error (Table 2). The value of Type II error
is considerably higher than Type I error. The network no. 10 shows distinguish-
ing results: the classification error for “poor situation” is 10% and for “good
situation” is 16.67%. This network was selected as the best one.

The Table 3 shows the test result for the best network (full data set) and
the average result for all 10 belief networks. The classification error of a single
network for the full data set increased significantly for “poor situation” cases
(from 10% to 27.37%) and improved slightly for “good situation” cases. Simi-
lar trends were observed for the average error values, although the differences
are lower. The average Type I error decreased from 19.60% to 18.89% and the
average Type II error increased from 27.76% to 29.58%.

In the chart (Fig.2) the results have been summarized obtained with the voting
method compared with the self-sufficient network (S.10). In case of Type I error
the voting method shows advantage over the self-independent network model.
But in case of Type II error this method did not bring the expected effects.

Fig. 2. Classification error for Bayesian models



Prediction of Economic Situation of Small and Medium Enterprises 807

The voting method requires modification. The weights related to the classi-
fication error in individual networks (ranging from 4.55% to 41.18%) should be
taken into account.

All training models and their combinations show considerably worse perfor-
mance in case of poor financial situation. The approach to discretization of
continuous attributes used in model development. Earlier research showed that
discretization has a significant influence on the models generated.

Further research on belief networks will focus on the improvement of mod-
els’ ability to classify “poor situation” cases correctly through a change of the
approach to discretization of the primary data and modification of a set of at-
tributes describing the economic situation of an enterprise. In addition to that
a work will be undertaken to develop a methodology of the Bayesian network
ensemble using the voting method.
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Summary. Results of predicting an economic and financial situation of small and
medium size enterprises from Lubelskie and Podkarpackie regions are presented. As
opposed to other research in this field, the micro-macro (mezzo-) modeling concept was
used. The results of prediction using neural perceptrons and two types of ensembles of
artificial neural networks were compared. Some conclusions and directions of further
research aiming at improving quality and extending the functionalism of enterprises
being investigated are dealt with.

1 Introduction – Research Scope and Objectives

Initially, models for assignment the economic situation of small and medium-
sized enterprises developed with the use of various analytical methods, focused
on the search for one only parameter being the basis for this assessment [4].
However, since the assessment of the same enterprise but based on of different
parameters can lead to contradicting results, attempts were made to apply a
multidimensional analysis. A particular attention should be paid to the following
models: logit [7], discrimination with a k-Nearest-Neighbor method [9], decision-
tree classification [5], Bayesian belief network [8] or artificial neural networks [2].
Comparative analyses of these models frequently provide ambiguous conclusions,
depending on the prediction horizon, type of enterprises or their location [3].

However, available literature on the subject provides many examples of high
effectiveness of neural models for predicting enterprise bankruptcy. For this rea-
son, a research project was dealt with to obtain reliable and effective prediction
models, based on multilayer perceptron architecture, for predicting the economic
and financial situation of the enterprises in the Polish economy. The analysis

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 808–815, 2007.
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covered two types of artificial neural network ensembles. Their performance was
then compared to those generated by the best single artificial neural network
developed in the course of the experiment.

Most of the researchers in this field attempt to predict the bankruptcy of enter-
prises. Usually, the court’s decision announcing the initiation of the bankruptcy
proceedings or the bankruptcy itself are accepted as the bankruptcy criteria.
Such approach has a good foundations but is not free of important disadvan-
tages. This was inter alia the reason why the concept of prediction of enterprise’s
economic and financial situation was a matter of our interest.

The term of “economic and financial situation of an enterprise” is not defined
unambiguously in the literature yet. For the needs of this research we follow the
approach that distinguishes between two states: “good” or “poor economic and
financial situation” [6]. The analyses presented in the paper mentioned above
suggest that an enterprise in a poor situation should be defined as an enterprise,
which reports three parameters to be negative, namely, the gross profit, the rate
of turnover and the rate of employment. On the other hand, if at least one
of these parameters is positive, it is assumed that the economic and financial
situation of the enterprise is not jeopardized.

The research covered 1866 cases of small and medium-sized enterprises em-
ploying from 10 to 49 employees, registered under the heading no. 51 of the
Business Register “Wholesale trade and consignment services, excluding trade
in cars and motorcycles” in the region of Lubelskie and Podkarpackie.

2 Description of the Experiment

2.1 Description of the Informational Database

The concept of the economic and financial situation adopted in the previous
chapter allows to describe it as a binomial variable, which may take on the
following values:

– 0, if an enterprise is in a poor economic and financial situation,
– 1, if an enterprise is in a good economic and financial situation.

The decision table was built on the basis of the data reported in financial
statements of the enterprises. A set of economic and financial attributes was
calculated for each enterprise.

It should also be taken into account that in each year the enterprises operate
in different environment defined by the general macroeconomic situation of the
country, as well as the mezzo-economic specifics of the regional economy and
the social situation. This is why the set of variables describing the individual
situation of an enterprise include a number of macro- and mezzo-economic vari-
ables, identical for all enterprises in the region. Such approach, based on micro-
macro (mezzo-) modeling, enjoys increasingly higher interest of socio-economic
researchers.

All cases in the decision table are described by a vector of numbers, which com-
ponents are real values representing various aspects of the enterprise’s business
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operations and the macro- and mezzo-economic situation in the year t-1. The last
component of the vector is equal to 0 or 1 and represents the economic and fi-
nancial situation of the enterprise in the year t. This approach to data collection
enabled the development of a model with one-year prediction horizon.

2.2 Selection of Cases

Among 1866 cases obtained from the Regional Statistics Centres for the period
of 1999-2004 only 190 (88 in the Lubelskie region and 102 in Podkarpackie)
turned out to be in poor economic and financial situation, as defined in the
Section 1. To ensure a well-balanced sample a subset was created comprising all
these cases. Then, the “good situation” cases were randomly selected and added
to this subset (proportionally to the total number of cases in both regions). In
this way the primary data set C 380 33 was built and comprised 380 cases
described with 33 explanatory variables and one dependent variable (binomial),
namely, the economic and financial situation of an enterprise.

2.3 Selection of Attributes

Among the various methods for input space minimization in a neural model, ana-
lyzed in our previous research, the best results were achieved in case of the model
sensitivity analysis. To ensure better performance of the process the selection of
variables was divided into two phases. The first phase aimed at preliminary eval-
uation of the usability of descriptive variables. For this purpose the correlation
between all 33 attributes and the dependent variable Y was determined.

In real sets of financial and economic data some data points may deviate
significantly from the trend. Since the presence of such data points may affect
the analysis of Pearsson correlation, the Spearman’s rank correlation was used.
This method provides good results even in the presence of a large number of
outliers, which is not the case for the Pearsson’s correlation.

In this phase all variables, which were not correlated significantly with the
dependent variable Y or for which the correlation coefficient did not exceed
0.15, were excluded.

The descriptions of selected attributes and the corresponding Spearman’s rank
correlation coefficients are shown in the Table 1. As a result of this analysis
a reduced data set (C 380 13) was created including 13 input variables (11
microeconomic and 2 macroeconomic indicators) and one output variable Y.

The second phase was implemented in the course of the network training
process by means of a network sensitivity analysis [1].

2.4 Description of the Research

The Statsoft’s Statistica 7.1 software was used in the research. The process of
training a 3-layer perceptron (two hidden layers, 8 neurons each) was conducted
for the C 380 13 data set using a 10-fold cross validation method in a supervised
mode.
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Table 1. Descriptive attributes in the neural model

Type of parameter Symbol Name of parameter Correlation
with Y

Financial wsk12 Current ratio 0.2267
liquidity

Parameters wsk2 Share of inventory 0.1501
describing in total assets
enterprise’s property wsk18 Productivity of total assets 0.2648

wsk8 Net worth to fixed assets 0.2555
Parameters describing wsk10 Share of working capital 0.1685
the capital structure in total assets

wsk11 Share of working capital 0.2145
in current assets

Parameters describing wsk19 Labor productivity 0.2440
effectiveness wsk20 Value added 0.5419
of resources intellectual coefficient

wsk21 Productivity of fixed assets 0.2414

Parameters wsk24 Gross profit margin 0.5295
of profitability wsk26 Return on total assets 0.5608

Macroeconomic z6 Rate of export 0.1649
variables z7 Average rate of exchange ($) 0.1937

Ten independently classifying networks, trained by means of the cross vali-
dation method (NN 1÷ NN 10), were configured into two network ensembles,
thus creating so-called combined models: the Ensemble I (ENN I), which output
value was generated through “voting” and the Ensemble II (ENN I), which out-
put was an average value of output neuron activation in all component networks.
This value, assuming the normal distribution of the input variables, may be in-
terpreted as the probability of that the case belongs to a particular class. With
two classification thresholds set up (0.49 as the upper limit of the input signal
for the enterprises in a poor economic and financial situation and 0.56 as the
lower limit for the enterprises in a good economic and financial situation), the
Ensemble II cannot recognize objects in the range between these two thresholds.
Analogously, the Ensemble I does not recognize objects at voting equilibrium.

For each network and for both ensembles, the necessary classifying statistics
were calculated and two types of error were distinguished: Type I and Type II
errors. It is worth mentioning here that Type II error (wrong classification of
“poor situation” enterprises) is more dangerous, which is due to its costs.

The classification error for the sample was adopted as the criterion for selec-
tion of the best-performing independent network. In case of comparable error
values (within 1%) the network with the lowest error of second type was selected.
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2.5 Test Results

The network sensitivity analysis resulted in reducing the number of inputs by
from eight to ten variables. The Table 2 shows the influence of particular pa-
rameters on the quality of the model.

Table 2. The influence of particular parameters on the quality of the model

NN wsk2 wsk10 wsk11 wsk12 wsk18 wsk19 wsk21 wsk26 z6 z7

1. 1.01 1.00 1.01 1.02 1.00 1.01 1.00 1.10 1.00 1.01
2. 1.18 1.13 1.11 1.07 1.08 1.14 1.51 1.29 1.30
3. 1.16 1.09 1.09 1.20 1.13 1.45 1.25 1.10
4. 1.18 1.08 1.13 1.20 1.16 1.53 1.25 1.18
5. 1.38 1.33 1.36 1.44 1.46 1.69 1.52 1.58
6. 1.12 1.07 1.08 1.11 1.13 1.45 1.31 1.36
7. 1.35 1.24 1.23 1.18 1.21 1.65 1.47 1.44
8. 1.15 1.13 1.11 1.13 1.14 1.41 1.34 1.26
9. 1.19 1.13 1.16 1.09 1.06 1.67 1.36 1.08

10. 1.31 1.21 1.23 1.29 1.32 1.56 1.45 1.51

An image of network classification created by means of the 10-fold cross vali-
dation method shows differential values. The Type I error was in the region 6%
to 44% and the Type II error from 11% to 39%.

The Table 3 includes classification statistics for two types of network ensem-
bles described in the Subsection 2.4 and for the best single network, chosen on
the basis of the criterion adopted in this chapter. To enable a comparative anal-
ysis of the models a modified NN 8 model was introduced (NN 8a), in which
one classification threshold was replaced with two thresholds set at 0.44 and
0.51. A percentage share of non-recognized cases is a complement of the sum
of shares presented in the Table 3 to 100%, while the quantity of such shares a
complement of the sum of quantities to 190.

3 Discussion

The neural models developed in the research, as assumed in Subsection 2.1, are
designed to predict the economic and financial situation of selected enterprises
within the prediction horizon of 1 year.

The analysis of data confirms the thesis that combined models show much
better prediction quality than their single component networks. The average er-
ror value for the component networks was 24.46% (Type I error) and 27.53%
(Type II error). These errors are much lower for network ensembles - 12% and
about 7%, respectively. It is worth mentioning that the Type II error, which leads
to especially dangerous consequences, dropped significantly. The comparisons of
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Table 3. Classification statistics for the network ensembles for C 380 13

Model Class Quantity % share
Correct Incorrect Correct Incorrect

NN 8 Poor 164 26 86.32 13.68
Good 160 30 84.21 15.79

NN 8a Poor 159 25 83.68 13.16
Good 158 26 83.16 13.68

ENN I Poor 162 14 85.26 7.37
Good 159 24 83.68 12.63

ENN II Poor 174 12 91.58 6.32
Good 154 23 81.05 12.11

network ensembles (Table 3) to the best-performing single network NN 8a are
depicted on the Fig.1. They also prove that the network ensembles have clear
advantage over the single perceptron models, particularly in relation to the error
of second type.

The prediction quality of both types of neural network ensembles fluctuates
within similar boundaries. A slight difference lies in the fact that the Ensemble II
returned significantly higher percentage (91.58%) of correct classifications while
the level of errors was similar. It resulted from a huge reduction of non-recognized
cases.

The analysis of incorrectly recognized cases for all models showed that 66%
of them were assessed similarly by all models. It may suggest that these

Fig. 1. Classification errors for neural models
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cases are strongly noised or biased with the errors already described in the
literature.

The coefficients representing the influence of individual attributes on the net-
work quality (sensitivity quotients), although subjected to a high variance, show
that practically all networks based on the cross-validation method used the same
eight input parameters. It should be noted that the dominant role is played by
the ‘Return on total assets’ (wsk26) and two macroeconomic variables: ‘Rate of
export’ (z6) and the ‘Average rate of exchange ($)’ (z7). On the other hand,
the parameters showing high correlation to the dependant value (such as: ‘Value
added intellectual coefficient’ and ‘Gross profit margin’) were excluded in the
course of the analysis of network sensitivity. All mezzo-economic variables were
rejected due to a low Spearman’s rank correlation coefficient with the dependent
value Y.

It should be mentioned here that the available literature on the generation of
neural learning models for predicting the bankruptcy of Polish enterprises does
not provide examples of a utilization of mezzo- and macro-variables.

4 Conclusions

The analysis of the results presented in the previous section confirms the us-
ability of neural perceptrons for predicting the economic and financial situation
of the enterprises registered under the heading no. 51 of the Business Register
“Wholesale trade and consignment services, excluding trade in cars and motorcy-
cles” in the region of Lubelskie and Podkarpackie. The advantage of the network
ensembles over the single neural networks encourages the use of such models.
As the effectiveness of both types of ensembles is similar, it is recommended
to use the Ensemble II type, a because they provide additional information on
the probability that the enterprises belong to a particular class of good or poor
enterprises.

The level of prediction errors may suggest that some significant factors af-
fecting the prediction were not taken into account. A crucial element of the
further research shall be a deeper analysis of a full set of factors, including their
combinations and, possibly, new ones.

Therefore, further research on the neural models for predicting the economic
and financial situation of the enterprises will be continued through extending it
with ensembles of other architectures and learning modes, such as: radial base
function networks (RBF), probabilistic neural networks (PNN) and linear net-
works. Further improvement of the prediction quality may be achieved through
continued work on optimization of a heterogeneous combined model utilizing
various methods of benchmark classification.

Acknowledgement. This research was financed under the EQUAL project
No. F0086 implemented by the College of Public Administration and Man-
agement in Zamość.
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Summary. Recently we have presented the hierarchical face and eye detection sys-
tem based on Haar Cascade Classifiers. In this paper we focus on the optimization
of detectors training. Moreover, we compare the performance of Lienhart’s face detec-
tors [1] and Castrillon-Santana’s eyes detectors [2] with those which have been trained
by us.

1 Introduction

The serial way of information processing in such face recognition systems results
in cumulating errors of consecutive processing steps. Campadelli et al. [3] discuss
the influence of the eyes localization error on face recognition (FR) ratio of some
methods. He also concludes that some published FR results do not clearly report
the fact of manual initialization performed, which results in better than average
recognition rates reported by particular authors.

Anyway, in order to develop an automatic face recognition system, one has to
design an efficient face and eye localization method.

In [4] we have presented hierarchical face and eyes detection system based on
Viola’s Haar Cascade Classifiers (HCC) [5] augmented by some knowledge-based
rules.

Our main goal was to train the reliable face and eyes detecting HCCs and to
use them in the above mentioned hierarchical system. Therefore, two different
strategies for creating the training sets were tested. Moreover, the influence of
weak classifiers complexity and the desired detection ratio of particular stage
classifier on the overall performance of the detection system were assessed.

As neighboring positive responses of HCC are merged into a single detec-
tion, the influence of constraining minimum number of neighbors on the systems
efficiency was investigated.

In this paper we present results of our tests. Firstly, we describe a new
database of 10000 face images with manually marked face and eyes positions
for reference. Secondly, we compare the results of face detection by using orig-
inal Lienhart’s detectors [1] with those which were trained on our image base.
Then we compare the results of eye detection using Castrilon-Santana’s HCC [2]

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 816–823, 2007.
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with our custom eye HCCs. The trials have been performed for eyes detection
on both manually selected and automatically detected ROIs of the faces.

2 The Environment

In order to get statistically significant results, our classification method perfor-
mance evaluation was conducted on a set of face images consisting of almost
10000 images of 100 people . The images were acquired in partially controlled
illumination conditions, over uniform background, and stored as 2048x1536 pix-
els JPEG files. Each person’s pictures were taken in the following sequences,
while:

• turning their head from the right to the left,
• nodding their head from the raised to the lowered position,
• turning their raised head from the right to the left,
• turning their lowered head from the right to the left,
• moving their head without any constraint on the face pose.

The main purpose of creating such an image base was to provide an exten-
sive and credible data for the systematic performance evaluation of the face
detection, facial features extraction and face recognition algorithms. The num-
ber of gathered pictures guarantees sufficient inter- and between-class variabil-
ity to obtain statistically reliable performance estimates of tested algorithms.
In order to provide ground truth for the face detection and eyes extraction
tasks the rectangle ROIs containing face and eyes were manually marked on
each image in the base . The coordinates and dimensions of the rectangles cir-
cumcircling face and eyes were saved in OpenCV Storage files in the YAML
format.

We implemented our system in the Visual C++ 6.0 by using the OpenCV [6]
with Lienhart’s implementation of the HCC. All detectors were trained using
tools included in the OpenCV.

3 Detectors Training

The training a HCC involves the application of large and diverse sets of posi-
tive and negative samples (images ). With our new image base it was easy to
get faces and eyes examples. However, creating a set of ”non-faces” is a tricky
task, because what does it mean to represent every possible non-face object?
As all images in our base were taken with the same background, we wanted to
check whether the negative set built from the same images with hidden faces is
sufficient enough to distinguish between faces and non-faces. Another negative
training set was created by randomly gathering about 3500 diverse pictures not
containing any faces. Negative example sets for eyes detector were created by
hiding left or right eye on the avaible face image. The following face detectors
have been trained:



818 A. Schmidt and A. Kasiński

• C1 - hidden faces negative set, 20x25 window, level min hit rate 0.995 and
stump as a weak classifier

• C2 - hidden faces negative set, 20x25 window, level min hit rate 0.995 and
2-split CART as a weak classifier

• C3 - hidden faces negative set, 20x25 window, level min hit rate 0.995 and
4-split CART as a weak classifier

• C4 - rich negative set, 20x25 window, level min hit rate 0.990 and 4-split
CART as a weak classifier

• C5 - rich negative set, 20x25 window, level min hit rate 0.995 and 4-split
CART as a weak classifier

• C6 - rich negative set, 20x25 window, level min hit rate 0.999 and 4-split
CART as a weak classifier

Only single parameter at a time was changed during the experiments . The
variant giving best results was used in the subseqent tests. The C1, C2 and C3
detectors differ in the complexity of weak classifiers used. The C3 was trained
with the hidden faces negative set, while the C4 was trained using the rich
negative set. The C4, C5 and C6 HCCs vary in the required TP ratio of a single
stage classifiers.

Their performance was compared to the following Lienhart’s detectors already
avaible in the OpenCV:

• L1 - stump based, 24x24 window, Discrete AdaBoost
• L2 - stump based, 20x20 window, Gentle AdaBoost
• L3 - 2-split CART based, 20x20 window, Gentle AdaBoost
• L4 - 2-split CART based, 20x20 window, Gentle AdaBoost, with a tree made

of stage classifiers instead of a cascade

Independently, the following eyes detectors were trained and the results com-
pared with Castrillon-Santana’s detector results (S):

• E1 - level min hit rate 0.995, with 4-split CART as a weak classifier
• E2 - level min hit rate 0.999, with 4-split CART as a weak classifier

Each of our detectors was trained with the Gentle AdaBoost to the theoretical
FP ratio of 10e-6.

4 Results

4.1 Face Detection Results

We applied Lienhart’s and our detectors to the whole image base. Minimal de-
tection window’s size was 400x500 pixels for our detectors and 400x400 for Lien-
hart’s. As Lienhart’s detectors were trained on square windows, their outputs
aspect ratio was reduced to 4:5 for compatibility. If intersection area of both
the detected and ground truth rectangles was greater than 80% of both rectan-
gles’ areas a TP was claimed, otherwise the case was considered to be a FP. If
no face was found on a whole picture, it was declared as false negative (FN).
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Table 1. Average time of face detection on a PC with Intel Celeron 2800 MHz processor
and 512 MB RAM

Detector Average detection time [ms]

C1 246.07
C2 230.09
C3 227.49
C4 227.26
C5 214.15
C6 221.29
L1 503.93
L2 281.57
L3 237.87
L4 492.72
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Fig. 1. The influence of weak classifier’s complexity on face detection ratios
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Fig. 2. The influence of the training set diversity on face detection ratios

Influence of a minimum number of the neighbors on the face detection ratio
was tested. The average time of the image processing with each detector was
measured.
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Fig. 3. The influence of the desired stage classifier’s TP ratio on face detection ratios
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Fig. 4. The comparision of Lienhart’s face detectors with our best HCC

4.2 Eyes Detection Results

We compared the results of the Castrillon-Santana’s detectors with ours on the
manually marked faces and the faces detected with C3, C6, L1 and L4 detectors.
Error metric used here was the same as that of Campadelli[3]:

error =
max(‖Cl − ClGT ‖, ‖Cr − CrGT ‖)

‖ClGT − CrGT ‖ (1)

Where Cl stands for the center of the left eye found, Cr stands for the center of
the right eye found, ClGT and CrGT for the centers of ground truth eyes.

||C -C||lGT l

||C -C ||lGT rGT

||C -C ||r rGT

Fig. 5. Distances used in calculating the eye detection error
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Table 2. Average detection time for eyes on a PC with Intel Celeron 2800 MHz
processor and 512 MB RAM

Detector Average detection time [ms]

E1 NR 377.35
E1 R 105.83
E2 NR 337.59
E2 R 100.06
S NR 2171.08
S R 625.07
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Fig. 6. Eyes detectors performance while face ROIs have been manually marked
beforehand
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Fig. 7. Eyes detectors performance while face ROIs have been determined with the
C6 face detector

Detections with relative error below 0.1 were treated as TPs, the others were
considered as FsP. Pictures without any positive eyes detection were counted as
false negatives (FNs).

Subsequently, the influence of minimum neighbors constraints of both face
and eyes detectors on the eyes detection rate was tested. The average processing
time of eyes detectors in both regionalized (R) and non-regionalized (NR) search
was measured.
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Fig. 8. TP ratio vs FP ratio of E2 R detector while face ROIs have been determined
with different minimum neighbors constraint set

5 Conclusions

Our tests proved that using more complex weak classifiers pays off resulting in
much more reliable detections. By increasing the number of splits in CARTs
used as weak classifiers, higher TP ratio and lower FP ratio w.r.t the face detec-
tion were obtained. Many of FPs could be removed by restricting the minimum
number of merged detections. However, it should be pointed out that only in-
creasing it to the number of 5 produced positive results. Further increase of
required neighbors resulted in the quick deterioration of the TP ratio without
any significant change in the FP ratio.

Detectors trained on the plain background images turned out to be less ef-
ficient than those trained on rich negative set. This suggests, that in order to
build a reliable classifier it is recommended to use as diversified negative set as
possible.

By using 4-split CART as a weak classifier and setting the required TP ratio
of each stage for 0.999 we were able to train the detector which outperformed all
Lienhart’s detectors both w.r.t. the detection ratio and computational efficiency.
By using solely the face detector we were able to detect 90% of the faces, getting
the FP ratio of 11%.

Our results confirmed the hypothesis that using the regionalized search results
in a significant reduction of the FP ratio and the processing time. Castrillon-
Santana’s and our detectors reached comparable TP ratio, however our proposal
turned out to have a several times lower FP ratio. It is worth to admit that
processing time with our detectors was also 6 times shorter.

The eyes’ detection ratios, while restricted only to the face ROIs, were com-
parable despite various face detectors involved. It’s worth noting, that the best
results were achieved with no restrictions on the minimum neighbors number
of the face detector. This can be explained by the hierarchical nature of our
system. Reducing the selectiveness at the first level (face detection) results in a
propagation of dubious candidates. Thus more regions have to be evaluated at
the second stage (eyes detection), which subsequently would discard face can-
didates with no eyes found. As the overall detection ratios of such a cascade
are multiplicative, the TP ratio stays close to 100%, while the number of FP is
reduced greatly. By using the combination of both our face and our regionalized
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eyes detector we were able to fully automatically detect eyes in 94% of images
still keeping the FP ratio of 13%. By applying minimum neighbors constraint
solely to the eyes detector the TP ratio of 88% was achieved with less than
1% FP.
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Summary. In this paper evaluation issues of an FPGA implementation of the feature
extraction gradient adaptive lattice (GAL) filter are presented. Two different hardware
architectures for implementation in the Virtex family of FPGA devices were proposed,
namely a single GAL section coprocessor of Virtex PowerPC, and a pipeline architec-
ture. Both of them show significantly higher performance comparing to their software
implementation.

1 Introduction

The application of digital signal processing algorithms to real world problem
often requires implementing them in embedded systems. Current technological
progress in the area of microcontollers, general-purpose processors, DSP pro-
cessors and programmable logic device allows more and more complex DSP
algorithms to be implemented in real-time systems.

One the classes of algorithms commonly used in modern signal processing
are adaptive lattice filters. These filters can be applied to various applications:
e.g. for speech enhancement (noise and echo cancellation) in speech recognition
system [1, 2], as echo cancellers in passive airport surveillance radar with au-
tomatic target recognition or for feature extraction of speech signals in speech
recognition systems [3]. In this latter approach the speech signal is the input to
the adaptive lattice filter which estimates parameters (reflection coefficients) of
the input signal.

In this paper we deal with an FPGA implementation of one type of adaptive
lattice algorithms, namely gradient adaptive lattice (GAL) for feature extraction
in the embedded recognition system.

2 AR Signal Model

In our work we assume that the input signals can be modeled as an autoreggres-
sive process:

M∑
m=0

am(n)x(n) + σ(n) = 0 (1)

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 824–830, 2007.
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where M is the model order, n denote time instant, am(n) are time varying
autoregressive parameters, σ(n) is a white noise and x(n) is the signal of in-
terest. Given the set of am(n) parameters, one can obtain LPC coefficients in
other representations (autocorrelation sequence, reflection coefficients, poles of
the transfer function) [4, 5]. In the rest of this paper term “feature” or “param-
eter” denotes the reflection coefficient.

This model is commonly used, for instance, in processing of digital communi-
cation signals, speech signals or EEG recordings. The model order M depends
on a signal to be modeled. For speech signals the size of the model M is usually
assumed to be in range < 8..12 > [6]. In the case of the analytic speech signal
(with original input signal as a real part and its Hilbert transform as an imagi-
nary part) it will be sufficient to estimate only half M =< 4..6 > of the number
of coefficients. [5, 7]. For communication signals the model order depends on the
type of modulation.

3 Gradient Adative Lattice Algorithm

The gradient adaptive lattice (GAL) algorithm is a type of stochastic gradient
algorithm used for estimating reflection coefficients of the lattice predictor shown
in Fig.1.

Fig. 1. Lattice filter structure for feature extraction

The internal architecture of the stage (section) m of the lattice predictor is
presented in Fig.2.

Outputs signal of the section m can be expressed as follows

fm(n) = fm−1(n) + k∗
m(n)bm−1(n − 1)

bm(n) = bm−1(n− 1) + km(n)fm−1(n)
(2)

where fm(n) and bm(n) denote forward and backward prediction errors at the
output of stage m, fm−1(n) and bm−1(n) are forward and backward prediction
errors at the input of the stage, bm−1(n − 1) is the delayed input backward
prediction error, and km(n) is the reflection coefficient.

The adaptation rule of reflection coefficients is given by

km(n) = km(n− 1) − µ [fm−1(n)b∗m(n) + bm−1(n− 1)f∗
m(n)] (3)

This rule is depicted in Fig.2 by the gray dashed lines.
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Fig. 2. Internal architecture of section m

4 GAL Algorithm in an FPGA

Because of its structure, the GAL algortihm is well suited for pipelined imple-
mentation in an FPGA. In our research we chose the Virtex-II Pro family from
Xilinx as the implementation platform. The main reason for such choice were
additional hardware resources of Virtex-II Pro devices i.e. embedded PowerPC
blocks and up to 444 hardware 18 bit x 18 bit multipliers, which allows efficient
implementation of DSP embedded systems.

Prior to the FPGA implementation we implemented and tested the GAL
algorithm in 16-bit fixed-point arithmetic in C++. This program was our point
of reference for verification of correctness and the operation speed of the FPGA
GAL filter. The benchmarks of this reference program are presented in Tab. 1.

Table 1. Computation time/frequency of one filter section

t [ns] fmax [MHz]

Pentium Celeron 2.40GHz 0.963793 1.037
AMD Athlon64 3500+ 0.516528 1.936

In order to evaluate resources needed by a single section of the GAL filter and
its performance we implemented the complex-valued, fixed-point GAL section
in VHDL. The real and imaginary parts of the input and ouput signals are 16-
bit numbers in I1Q15 notation (bit 15 is a sign bit, then there is a dot and a
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fractional part), the real and imaginary parts of the reflection coefficients are
stored as 32-bit numbers in I1Q31 notation.

The synthesis results of the filter section for Virtex-II Pro XC2VP100 device
are presented in Tab. 2.

Table 2. Synthesis results of one filter section synthesised on Virtex-II Pro XC2VP100,
with speed grade -6

Minimum period 25.076 ns (Maximum Frequency: 39.879 MHz)
Number of Slices 436 out of 44096 0%
Number of Slice Flip Flops 316 out of 88192 0%
Number of 4 input LUTs 760 out of 88192 0%
Number of bonded IOBs 355 out of 1040 34%
Number of MULT18X18s 26 out of 444 5%
Number of GCLKs 2 out of 16 12%

The maximum clock frequency for the filter section is about 40 MHz. It means
that our FPGA GAL section is about 20 to 40 times faster then its reference
C++ implementation.

Following the above synthesis results, showing the allocated FPGA resources,
one can observe that the FPGA utilization of logic resources is quite low. This
means that one can consider employment of the remaining resources for an ad-
ditional processing. The main issue is the utilization of the hardware multiplier
blocks of the device - a single section of the GAL filter requires 26 multipli-
ers. It means that for example XC2VP100, the biggest device of Virtex-II Pro
family can contain up to 20 sections of the GAL filter. For more demanding
real-world applications it could be possible to overcome this limitation by the
cascade connection of a number of FPGA devices. In that approach, the Virtex-
II Pro embedded RocketIO MultiGigabit Transceivers (which may operate at
baud rates from 622 Mb/s to 3.125 Gb/s per channel) could be used.

The synthesis results obtained for a single section of the GAL filter allow two
different hardware architectures of the GAL filter to be proposed. In the first
one a single section acts as a coprocessor of the PowerPC embedded core. The
second proposed architecture is the fully pipeline GAL filter.

4.1 Single GAL Section Coprocessor

In the first approach we considered using a single section of the GAL filter algo-
rithm as a coprocessor for the embedded PowerPC CPU (available in the devices
of the Virtex-II Pro family). The input and output samples can be transferred
to and from the processor via the Processor Local Bus. The block diagram of
this solution is presented in Fig.3.

PowerPC program initializes section m with two input complex values fm−1,
bm−1 according to the dataflow presented in Fig.2. Then the section is executed
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Fig. 3. Section of the GAL feature extraction filter used as a coprocessor

and the CPU receives the section’s output values fm, bm and the reflection
coefficient km. The maximum section clock frequency is about 40 MHz. Assuming
300 MHz clock frequency of the PowerPC, processing time of the single filter
section is about 8 PowerPC clock cycles. This means that at the same time the
PowerPC CPU can be used to perform initialization data and storing the results
in RAM.

The GAL filter section as a coprocessor would have to be examined more
carefully to verify its properties, nevertheless, it seems that it has the following
main advantages:

• low complexity (simplicity of handling the problem, allowing for further
VHDL code optimization),

• flexibility - the filter order can easily be modified, as the filter length is
controlled by a program executed on the PowerPC, and this value can be
changed at any time-instant during the filter operation

• low resource usage of the FPGA device

The main limitation of this approach is that it can’t be pipelined. It means
that for instance the GAL filter of order M can operate at maximum frequency
fclk = 40/M MHz.

4.2 Pipeline Architecture of GAL

In order to overcome the limitation of the solution presented in previous section
we implemented fully pipeline architecture presented in Fig. 4. This architecture
utilizes the fact that outputs signals of section m depend only on the section
reflection coefficient and output signals of section m−1 as shown in (2) and (3).

This architecture works as follows: At the time instant n = 0 the first sample
x(0) arrives at the input of the section m = 1, then the section computes values
f1(0), b1(0), k1(0). At the next time instant n = 1 (after one clock period) section
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Fig. 4. Pipelined structure of the feature extraction lattice filter

m = 2 uses f1(0), b1(0) for computing values f2(0), b2(0), k2(0) but at the same
time the section m = 1 can compute the f1(1), b1(1), k1(1) and so on. Hence
the first feature vector K(n) = [k1(n), k2(n), ..., kM (n)] will be available after
M clock periods. After this initial startup time the pipeline is filled up so the
feature vector K(n) for n > M will be updated at each clock period. The result
is that, the M-sections filter data processing speed is equal to the processing
speed of a single filter section.

The main advantage of the pipelined GAL architecture over solution presented
in Sec. 4.1 is the fact that features vector K(n) can be estimated M times faster.
Hence the maximum clock frequency for this architecture is fclk ≈ 40 MHz on
the Xilinx XC2VP100 device. The main drawback here is necessity of allocation
of much more FPGA resources. This follows from the fact that, for the pipeline
algorithm, all its sections have to be physically implemented in the FPGA struc-
ture. For example up to 20 GAL sections can be placed in Xilinx XC2VP100
but for XC2VP30 device the maximum filter order M = 4.

5 Conclusions

In this paper we presented FPGA implementation issues of the gradient adap-
tive lattice filter in the context of applying it for feature extraction in embedded
recognition systems. We proposed two hardware architectures of an FPGA im-
plementation of the GAL feature extractor. One of them consist in implementing
a single GAL section as a coprocessor of the embedded PowerPC processor block.
Such solution offers low usage of FPGA resources but the operation speed is a
function of the filter order: GAL of order M can operate at maximum frequency
fclk ≈ 40/M MHz. In the second approach we implemented the fully-pipeline
architecture of the GAL filter. In this case the filter can operate at full speed
fclk ≈ 40 MHz at the costs of usage of FPGA resources. It should be noted that
the operation speed of both proposed architectures outperforms the speed of the
software implementation of the same GAL algorithm running on PC computers



830 B. Szlachetko and A. Lewandowski

with clocks greater then 2 GHz. Obtained results show that proposed architec-
tures perform computions about 20 to 40 times faster then their PC software
counterpart.
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Summary. This work tackles a problem of building predictive models from results of
DNA microarray experiments. Data analysis challenges related to high dimensionality
of data and small number of samples usually available from such experiments are
discussed. A method is proposed to adaptively select the right number of genes to
be used as features for a predictive model in order to avoid overfitting which seems
to be the major risk in microarray studies. The approach proposed is illustrated by a
numerical example based on a gene expression profiles from two types of acute leukemia
(data originally published by Golub).

1 Introduction

Recent developments of DNA microarray or RT-PCR technologies allow to study
relationships between expression of virtually all genes of tested cells and factors
such as disease, response to treatment, response to changing environmental con-
ditions etc. [1], [7]. Several specific data analysis problems have been formulated
based on results of microarray studies, ranging from class discovery, through
class comparison to class prediction. Class discovery involves clustering studies
whose aim is to discover groups of genes with similar expression profiles across
the samples tested (i.e. co-regulated genes) [3], [16], [10]; or, alternatively, it in-
volves discovery of groups of samples similar in terms of their expression profile
[1]. Class comparison studies assume that class membership of samples tested
is known prior to analysis (e.g., samples related to some disease vs. controls).
The purpose of these studies is to identify genes with different expression across
classes compared. These results allow to identify genes whose expression is most
strongly related to classes and which possibly account for the difference between
the classes compared. The purpose of class prediction studies is to build a clas-
sifier capable of predicting class membership of future, yet unknown samples
based on their gene expressions. The classifier is to be built based on results of
a microarray experiments in which samples of known classes are examined. It is
important to note that the goal of this task and its real criterion of success is
high predictive accuracy of the classifier demonstrated for new samples.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 831–837, 2007.
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This work concentrates on the problem of class prediction. This is a challeng-
ing task considering that microarray data usually contains relatively few samples
of very high dimensionality. In the following section problems related to build-
ing a classifier from very high dimensionality data are discussed with particular
emphasis given to the risk of overfitting and the problem of verification of pre-
dictive performance for future data. Next, a method is proposed to adaptively
control dimensionality of the classifier feature set in order to hit a balance be-
tween classifier complexity and simplicity thus minimizing expected prediction
error for future data. This is later illustrated by a numerical example based on
acute leukemia microarray study, originally published in [7].

2 Problems of Classification in High Dimensionality
Spaces

Trying to build a successful class prediction model based on data from microarray
experiments is a difficult task due to very high dimensionality of data obtained
and relatively small number of samples available. The challenges related to this
are discussed in this part.

Let us introduce the following notation to represent results of a microarray
study. Let xi, yi, 1 = 1, 2, ..., n denote data related to the n samples tested in
a microarray study, where xi ∈ Rd represents gene expressions from sample
i and yi ∈ C = {c1, c2, . . . , cg} denotes class membership associated with the
sample i. Note that in the problem of class prediction outlined before the class
membership yi for each xi is known prior to analysis. Often a binary problem
is considered where yi ∈ {c1, c2}. It should be noted that microarray studies
typically produce data sets with d ∼ 103 to 104 (which is the number of genes
observed in one DNA chip), while the number of samples tested n ∼ 102 or
even fewer. In other words, microarray studies define an ill-formulated problem
of classification, where d + n, while standard approaches to predictive modeling
require that d � n.

Looking at this problem through the eyes of statistical decision theory [8],
we can see data points {xi, yi}, i = 1, 2, . . . , n as n samples from random vari-
ables X ∈ Rd and Y ∈ C, with the joint probability distribution P (X, Y ). The
problem of class prediction formally means that we are looking for a prediction
model f : Rd ,→ C minimizing the expected prediction error

EPE = E[L(Y, f(X))] (1)

where L denotes the loss function penalizing wrong classifier decisions, which
can be defined e.g.:

L(Y, f(X)) =
{

1 for Y �= f(X)
0 for Y = f(X) (2)

Obviously, in reality P (X, Y ) is not known and hence the expected prediction
error has to be approximated by empirical risk defined as 1

n

∑n
i=1 L(yi, f(xi)).
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Considering the well know fact [8] pertaining to binary classification that in
d dimension d + 1 points can be always perfectly separated by a simple linear
classifier, we can realize that for microarray data ({xi, yi}, i = 1, 2, . . . , n where
d + n), one can always obtain zero empirical risk for the training data. How-
ever such models will not guarantee good predictive performance for new data.
This illustrates the major challenge related to classification given small number
of points in high dimensional space, which is overfitting: meaning small predic-
tion error for the training set of samples and high prediction error for test (i.e.
new) data. These ideas justify the following key requirements that a successful
procedure to build a predictive model from microarray data will have to meet:

• The method will have to significantly reduce dimensionality of points xi in
order to reduce the effect of overfitting and thus allowing for better general-
ization of the model for new data. However, dimensionality reduction which
is a means to simplify the model can bring another risk related to the model
being too simple to capture the relationship between X and Y [13]. Thus the
right dimensionality of the vector of features obtained from vectors xi will
have to realize the balance between (over)complexity and (over)simplicity of
the model. The objective function should measure predictive performance of
the classifier for the test (new) data.

• The model building procedure will have to rigorously estimate expected per-
formance of the predictive model for independent data. This problem is es-
pecially acute for microarray studies where the overall number of samples
tested is relatively small. Thus data reuse methods such as cross-validation
techniques have to be used in order to estimate expected prediction error for
new samples.

The next section outlines an approach to class prediction using data driven, adap-
tive selection of the right dimensionality of the model, maximizing the predictive
performance for new data, as measured by the means of data reuse techniques.

3 Adaptive Selection of Feature Set Dimensionality

In order to reduce dimensionality of points xi prior to teaching a classification
model, probably the most widely used method is gene selection. It typically
involves one of two following approaches:

• An arbitrarily chosen number of genes which exhibit the most different ex-
pression across classes compared are selected as features. To do this, genes
are first ranked using some statistic (such as t- or Wilcoxon-statistic, or
F-statistic for the case of more than 2 groups) or heuristic (such as signal-
to-noise ratio) measure of dissimilarity of expression across group. Then e.g.
50 top genes are used as features (see e.g., [7]).

• Alternatively, in order to avoid an arbitrary choice of the number of genes,
one can select these genes as features that pass a statistical test of dissimilar-
ity of expression across classes compared. More specifically, genes for which
the p-value of a corresponding t- or Wilcoxon-test (or F-test for multi-class
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problem) falls below, say, 5% threshold are used as features, the remaining
genes are discarded. Often, in order to reduce the high risk of false positive
outcomes related to the multiple tests effect, family-wise correction is applied
(such as e.g. Bonferroni correction, [2]).

Both approaches (and their variants) imply that gene / feature selection is done
independently of the classifier building stage of analysis.

We now formulate an approach that aims to use performance of the predictive
model as a measure of informative value of the set of features used for building
the model. This can be later used to select the optimal feature set. Details of this
are given in the following procedure. We use notation introduced in Section 2,
and concentrate on the binary classification problem (C = {c1, c2}), which can
be extended to multi-class problems by using F-statistic in Step 2.

• Step 1. Select a candidate dimensionality of feature set d : 1 ≤ d ≤ n− 2.
• Step 2. Select the top d genes using Wilcoxon test of similarity between

groups. Specifically, for each gene k, showing expression xk
i in sample xi

compute the value of the Wilcoxon rank test comparing the groups {xk
i :

yi = c1} versus {xk
i : yi = c1}; select d genes that realize the d highest

values of the test statistic.
• Step 3. For i = 1, 2, . . . , n, compute the classification model f−i by fitting it

to data with the jth sample removed. Compute the following cross-validation
estimate of the classifier prediction error EPE under d features as: [Hastie]

CVd
 =
1
n

n∑
i=1

L(yi, f
−i(xi)) (3)

• Step 4. Repeat steps 1-3 for (all) different values of the candidates d in the
range [1, . . . , n − 2]. Choose the value d that minimizes the CVd
 (denote
dmin). In case the minimum value of CVd
 is realized by more than 1 value
of d , select the smallest winner (along with Occam razor machine learning
paradigm).

• Step 5. Train the model f by fitting it to complete data of dmin dimensions.
This model minimizes the estimated EPE.

It should be noted that the cross-validation scheme used in Step 3 realizes ap-
proximately unbiased estimate of EPE ([8]), while possible alternative approaches
of k-fold cross-validation are biased, but possibly realize smaller variance. How-
ever, it seems that for microarray studies with very small number of samples (be-
low 50?), bias in k-fold cross-validation due to even smaller number of training
samples can lead to overestimates of prediciton error [8]. This justifies the choice
of the cross-validation scheme used in Step 3, despite its computational cost (i.e.
model needs to be fitted to data n times for each fixed value of d).

Although the method most widely used of ranking genes according to dis-
similarity of their expression between classes seems to be the t-test (or similar
means-comparison methods), in Step 2 application of rank-test has been pro-
posed. Our studies have shown that rank-tests outperform means-comparison
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tests in terms of informative value of genes selected (see e.g., [11]); some
other arguments againts application of t-tests have been reported in literature
(see e.g. [12]).

4 Numerical Example

The method presented in the preceding section will be illustrated by a numerical
study performed on the data originally published by Golub [7]. The task is to
build a classifier to distinguish between two types of blood cancer: acute myeloid
leukemia (AML) and acute lymphoblastic leukemia (ALL) based on patient’s
gene expression pattern. The data contains 72 samples, 25 samples of AML and
remaining 46 of the ALL class.

Before the procedure described in the preceding section can be applied, data
preprocessing has to be done, which involves:

• Normalization of samples from microarray in order to control / remove sys-
tematic variability related to different experimental conditions (such as un-
equal average brightness of chips). To do this, all samples xi were multiplied
by rescaling factors provided by Golub.

• Removing genes with mostly missing signal according to oligo microarray de-
tection indicators (Absent, Present, Marginal) of quality of expression (sig-
nal) for each gene. In this study, we removed genes for which the number of
Absent indications exceeded 30 out of 72 samples analyzed. After this pro-
cedure, 1707 genes remain for further analyis (out of the original 7071 genes;
these numbers do not include Affymetrix house keeping probes, which were
earlier removed from the study).

For the purpose of this example, the procedure shown in Section 3, has been
repeated for the candidate set of feature set dimensions d ∈ {5, 10, 20, 50, 70}.

For example, for d = 20 the following genes were selected in Step 2 (identi-
fied here by Affymetrix gene accession number): X62654_rna1_at, L09209_s_at,
M16038_at, M11722_at, X61587_at, M31523_at, M92287_at, M22960_at,
M62762_at, X17042_at, X07743_at, J05243_at, M31211_s_at, M11147_at,
X64072_s_at, M93056_at, X59417_at, HG3494-HT3688_at, M63959_at,
HG1612-HT1612_at.

The classification model fitted to data was multilayer perceptron, with d

input neurons and 1 hidden layer with 1 neuron (the tool used to train the
model was SAS Enterprise Miner neural network). For each value of d the total
number of misclassification errors was observed for test data over n runs of
the cross-validation procedure (this gives the sum in the expression (3) defining
CVd
). Also, training data errors were recorded. Results are shown in Table 1.

Note that for a given d, TestALL−AML + TestAML−ALL gives the sum term
(numerator) in formula (3), hence we can directly estimate the EPE (1) by (3),
e.g., for d = 20 the CVd
 = 0.028, and is the best model out of the tested models.

These results also clearly illustrate the problem of model overfitting (large
values of d), and the effect of a too simple model, not able to reflect the rela-
tionship between Y and X (small values of d).
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Table 1. Prediction errors vs. number of genes selected as features (dimensionality
of model). Train column gives number of errors for training data, Test columns give
number of errors observed for test data over n runs of cross-validation.

Features (d�) Train TestALL−AML TestAML−ALL

5 0 2 4
10 0 1 2
20 0 1 1
50 0 2 1
70 0 6 2

5 Conclusions

It is important to note that the goal of class prediction task and its real crite-
rion of success is high predictive accuracy of the classifier built demonstrated for
new samples. Considering high dimensionality of microarray data together with
small number of samples available, the task of building a predictive model which
generalizes well to new data seems very challenging. In this work, we discuss a
method to adaptively select right dimensionality of the feature set that offers a
compromize between overfitting and over simplifying the model by gene selec-
tion. The method may help build models based on limited experiment data that
have known predictive performance for new data. Although no numerical data
reuse procedures can give more trustworthy estimates of predictive performance
for new data than new data itself (possibly from another experimental site), re-
sults such as shown here can contribute to building more robust class prediction
models. Being able to achieve this will help turn microarray technology a into a
practical tool for medical diagnosis, determination of risk groups or prediction
of response to treatment (as pointed out in [12]).
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Summary. In many cases human identification biometrics systems are motivated by
real-life criminal and forensic applications. Some methods, such as fingerprinting and
face recognition, proved to be very efficient in computer vision based human recognition
systems. In this paper we focus on developing computer recognition system that would
be used to identify humans on the basis of their lips. We consider lips’ shape and color
features in order to determine human identity.

1 Introduction

Biometrics methods of human identification have gained much attention recently,
mainly because they easily deal with most problems of traditional identification.
In biometrics human identification systems users are identified by who they are,
not by something they have to remember or carry with them.

There are many well known implemented methods of human identification
(face, iris, retina, etc.), but still novel and innovative solutions are proposed.
Some of the new biometrics modalities are: human scent recognition, EEG bio-
metrics, skin spectroscopy, knuckles texture, finger-veins and finger-nails recog-
nition [1][2][3][4].

Currently, new and unusual prints left in the crime-scene are taken into
account by the police and forensic specialists. Such novel procedures include
earprints, noseprints, forehead-prints as well as shoeprints [5][6][7].

One of the most interesting emerging method of human identification, which
originates from the criminal and forensic practice (cheiloscopy), is human lips
recognition [5].

The fact that lip features may be unique for humans have been confirmed by
Yasuo Tsuchihasi and Kazuo Suzuki in their studies at Tokio University (1968-
1971). They examined 1364 subjects form 3 to 60 years of age of both genders.
Their research proved that lip characteristics are unique and unchangeable (sta-
ble) for each examined person [5][8].

Lip prints characteristics have been successfully used in forensics experts and
criminal police practice. Such approach to human identity confirmation is used
by the police and have been included as a subdiscipline of dactyloscopy.

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 838–843, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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While examining human lips characteristics, most often, the anatomical pat-
terns on the lips are taken into account. For example the pioneer of cheiloscopy
and otoscopy in Poland, professor J. Kasprzak defined 23 lip patterns [5]. Such
patterns (lines, bifurcations, bridges, pentagons, dots, lakes, crossings, triangles
etc.) are similar to fingerprint, iris or palmprint patterns. The listed patterns of
human lips have been available at
http : //www.kryminalistyka.fr.pl/crime cheiloskopia.php.

Fig. 1. Lip-prints samples used in forensic evidence expertise [5]

However, in image analysis computer recognition system, such features cannot
be used since it is hard to extract them from acquired images. Therefore in
our approach we do not use lipprints’ features, but we focus on characteristics
extracted from lip/face images. Such images can be acquired from a certain
distance by a standard camera in a controlled or uncontrolled environment.

Automated lips recognition have not been extensively researched so far, but
some very promising results were achieved by HMM and PCA methods [9].

In our research we decided to examine the possibility of recognizing lips from
face images. We designed computer vision application to recognize humans on
the basis of their extracted lips’ shape and color features.

2 Lip Recognition

In our approach we calculate color features of the masked out lips and we merge
them with shape features of the binarized lips. We calculate color statistics and
moments as well as a set of standard geometrical parameters and the moments
of Hu and Zernike.

2.1 Lip Detection

In the first step lips are detected from face images. Then we perform seg-
mentation, binarization and size normalization. Most of known lips detection
methods proposed so far, had been designed for speech recognition and tracking
[10][11][12].

We modified a method based on color discriminates proposed by Kubanek
[13][15]. In our case color discriminates are calculated not only in the RGB
space, but in the HSV and Y UV color spaces as well.
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Fig. 2. Sample lower face images from our database (3 images of the same person)

The sample results of our lips detection algorithm from lower face images are
presented in Figures 3 and 4.

So far our algorithms work well for face images captured especially for lip
recognition project (lower face only). Unfortunately, we struggle with satisfactory
lips detection on other datasets, especially face images from surveillance cameras.

Fig. 3. Example of lower face and extracted corresponding lips area

2.2 Lips Shape Feature Extraction

After lips detection stage, shape features of the binarized lips images (Figure 4)
are calculated.

We decided to calculate geometrical parameters of detected lips area. Shape
feature vector used in our system consists of the following features:



Human Lips Recognition 841

Fig. 4. Examples of extracted lip shapes from face images

• central moments
• 7 Hu moments
• Zernike moments up to 3rd order
• Malinowska ratio
• Blair-Bliss
• Danielsson ratio
• Haralick ratio
• Lp1 ratio
• Lp2 ratio
• Feret ratio

2.3 Lip Color Recognition

We calculate statistical color features in three types of color spaces: RGB, HSV
and Y UV . Features are calculated separately for each channel in the used color
spaces. Moreover, we use the MONO channel of the monochromatic image.

Color feature vector consists of the following features:

• maximum density - number of pixels of the most common intensity in the
image

• minimum density - number of pixels of the least common intensity in the
image

• mean given by mi = 1
N

N∑
j=1

pij where i and j are the pixel coordinates

• variance given by σi = ( 1
N

N∑
j=1

(pij −mi)2)
1
2 where i and j are the pixel

coordinates

• slantity given by si = ( 1
N

N∑
j=1

(pij −mi)3)
1
3 .

Calculated lips color features in specific color spaces are presented in Figure 5.
Some features may not be calculated within certain color spaces (marked with
dash).
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Fig. 5. The table presenting calculated lips color features in specific color spaces. Each
calculated color feature is numbered. If the feature is not calculated in a given space
it is marked with dash.

3 Experimental Results

In the experiments we used our own database of lower face images. We acquired
3 images per person. Database used in our experiments consists of 3 images from
38 people (114 images).

The feature vector describing lips consists of: 7 Hu moments, central moments,
moments of Zernike, 10 standard geometrical parameters, statistical color fea-
tures in RGB, Y UV and HSV color spaces.

After feature extraction step we performed feature selection. After experi-
ments we chose most discriminative and effective features. It turned out that
after the selection step the recognition rate was improved of 10%.

Human lips recognition results before and after the feature selection step are
shown in the Table 1.

Table 1. Lips recognition results

method number correct false Rank-1
of tests acceptances rejections

all extracted features 38 25 13 66%
selected best features 38 29 9 76%

4 Conclusions

In this paper we presented pattern recognition methods and introductory results
of automated human lips recognition system.

In our research integrated lip shape descriptors and color features had been
used to determine human identity.

So far the major problem of our system is the lips detection step. We detect
lips easily from face images captured especially for lip recognition project (lower
face only). Unfortunately, we struggle with satisfactory lips detection on other
datasets, especially face images from surveillance cameras.

However, we have achieved promising recognition results for well detected lips
images, which motivates our further research in this area.
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Summary. The paper presents a method for extracting and tracking vehicles in a
video sequence. This scheme combines background updating and edge detection al-
gorithms with model based object tracking. It enables a robust mapping of vehicles
trajectories and reliable determination of occupancy of detection zones. The devised
method is suitable for application in video sensors for road traffic control systems.

1 Introduction

Modern traffic control algorithms require reliable and real-time traffic informa-
tion, e.g. [2]. Most of them utilize traffic characteristics extracted for defined
regions - so called detection zones, where passing vehicles are counted, occu-
pancy is detected or other measurements are performed (e.g. velocity).

In this field the video detection becomes more and more popular because it
is cost effective and offers a number of advantages such as the ability to track
vehicles and provide complex data on road traffic [13]. For conventional video
detection systems, detection zones are defined as regions of image and only two-
dimensional image features are considered in the detection algorithm. It means
that extracted objects (vehicles) are treated as two-dimensional. This manner
of processing leads to detection errors: recognized dimensions of vehicles (length
and width) are bigger than their real dimensions; high vehicles can occupy de-
tection zones localized behind them or in neighbouring traffic lanes [9]. These
errors have a great impact on detection performance, especially when the camera
is not installed at optimal location - appropriately high, directly above the lane.

The rest of this paper is organized as follows. Section 2 includes an overview
of video-detection methods. The model-based method is presented in section 3.
Section 4 introduces the vehicle extraction method. In Section 5 the scene and
vehicle model is described. Section 6 describes proposed vehicle detection and
tracking algorithm. The experiment results are shown in section 7 and finally,
conclusions are drawn.

2 Related Works

Numerous vehicle detection algorithms using image processing techniques have
been reported so far. One of the most widespread methods uses background

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 844–851, 2007.
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subtraction [15]. The algorithms based on background subtraction need addi-
tional operations that enable to cope with problems concerning automatic back-
ground extraction and updating. Main advantage of this method is the capability
of moving vehicles detecting as well as stopped ones, which is crucial for analysis
of intersection scenes.

Vehicles in motion can be detected by image differencing algorithms [3]. The
major drawback of this simple method is that results strongly depend on the
time interval between successive frames and vehicles velocity. Vehicles may re-
main undetected if they move very slowly in the camera field of view. Similar
problems are encountered for optical flow methods [1]. Moreover, optical flow
algorithms have a large computational cost and fail when pixel value variations
are insignificant for image regions occupied by vehicles. However, this method
allows for the determination of motion direction and therefore has been used for
vehicles tracking in many applications.

Feature-based detection methods [8], [19], [17] include edge detection tech-
niques, corner detection, texture analysis, harr-like features, colour features, etc.
These methods are designed to find image features that are typical of vehicles.
Feature extraction has been used for both stationary and moving vehicles detec-
tion as well as for objects tracking. In [12] neural networks have been proposed
for detection of vehicles. A neural detector requires a representative set of images
to perform a training procedure, which is time-consuming.

Model-based methods utilize shape models to recognize vehicles in the image
[4]. Using 3-D models partially occluded vehicles can be correctly detected [7].
However, algorithms of this type have higher computational complexity.

Detection methods in many cases constitute an element of tracking proce-
dures. Besides finding the current position of a vehicle, movement analysis is
necessary to track the vehicle in a video sequence. For this purpose various meth-
ods have been used: optical flow estimation [6], template matching [5], rule-based
approach [11], Kalman filtering [18], active contours [16], etc.

3 Proposed Method

In this study a model-based method for vehicle extraction and tracking is pro-
posed. This method is intended for implementation in video sensors for road
traffic control systems. The method uses 3-D models of vehicle and road scene
with marked detection zones (virtual loops). The 3-D models map the shape of
vehicle, its position in the scene as well as the position of camera and detection
zones. The detection zone is defined in the road scene model as a set of points
on the road plane. Occupancy factors for the detection zones are evaluated by
analysing the routes of the moving models of vehicles.

Vehicles models are updated to reflect current parameters of the traffic stream.
The model updating is performed using vehicle extraction results and vehi-
cle movement characteristics. Background subtraction and edge detection tech-
niques are used for vehicle extraction. Movement characteristics of vehicles are
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determined by a template matching algorithm. The template is generated for a
given vehicle shape and position, using algorithms of three dimensional computer
graphics.

4 Vehicle Extraction

The proposed background recognition algorithm includes short-term and long-
term updating procedures that enable to cope with illumination changes and
shadows of stationary objects. Short-term updating is executed for each video
frame Fm, according to formulas:

Bm = γ(x, y)Im(x, y) + [1− γ(x, y)] Bm−1(x, y),

γ(x, y) =
{

0, |Fm(x, y) −Bm−1(x, y)| > t1
0.1, |Fm(x, y) −Bm−1(x, y)| ≤ t1

,
(1)

where m = 0, 1,Ě and Bm stands for background of frame Fm. Threshold value
t1 = 10 was set experimentally.

Long-term updating is performed for periods of T frames. Thus, this operation
takes into account frames denoted as Fm, where m = m′ + n and n = 0, 1, , T .
Initialisation of this procedure is done for n = 0, initial values are: m′ = m
(index of the current frame), S0(x, y, c) = 0, V0(x, y, c) = 0, Z0(x, y) = 0, where
(x, y) are pixel coordinates (values are set for all pixels) and c ∈ {0, 1, 2}. During
long-term updating period the following computations are being made:

Sn(x, y, c) =
{

Sn−1(x, y, c) + Fm′+n, Fm′+n ∈ [cα; (c + 1)α]
Sn−1(x, y, c), else

,

Vn(x, y, c) =
{

Vn−1(x, y, c) + 1, Fm′+n ∈ [cα; (c + 1)α]
Vn−1(x, y, c), else

,

Zn(x, y) =
{

Zn−1(x, y) + 1, |Fm′+n −Bm′+n−1(x, y)| > t1
Zn−1(x, y), |Fm′+n −Bm′+n−1(x, y)| ≤ t1

,

(2)

where n = 1, 2, , T, and α = 256/3. New value of background pixels are computed
for the last frame in update period (n = T ): Bm′+T (x, y) = β(x, y)A(x, y) +
[1 − β(x, y)Bm′+T (x, y)] , A(x, y) = ST (x, y, c′)/VT (x, y, c′), where value c′ is
chosen to fulfil the following condition: VT (x, y, c′) = maxc {VT (x, y, c)} and

β(x, y) =

⎧⎨⎩ 0, ZT (x, y) ≤ t2
0.5, t2 < ZT (x, y) ≤ t3
1, ZT (x, y) > t3

Threshold values t2 = 0.125T , t3 = 0.25T

were empirically determined.
In the discussed algorithm a grey-scale morphological operator is used for

edges detection. Pre-processing includes median filtering. After median filtering,
erosion and dilatation are executed in parallel. In the next step subtraction is
performed for images obtained as results of erosion and dilatation. Pixels values
obtained after morphological transformations (edge image E(x, y)) are binarized.
This operation produces a binary map of edges E′. Edges are detected in frame
Fm as well as in background Bm. Thus, two binary images are obtained: EF ′

m
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for frame and EB′
m for background, where value 1 denotes edge presence for a

given pixel. Finally, objects map Om is computed as a result of vehicles extraction
procedure. Values of elements Om(x, y) ∈ {0, 1, 2} for all (x, y) are determined in
three steps: 1) Om(x, y) = 0; 2) Om(x, y) = 1 if |Fm(x, y) −Bm(x, y)| > t1; 3)
Om(x, y) = 2 if EF ′

m(x, y) = 1 and EB′
m(x, y) = 0. Thus, value 2 in the mask

Om indicates edge elements of vehicles (that are detected in the frame, but are
not detected in the background); value 1 distinguishes elements of vehicles that
do not belong to the background, value 0 denotes regions, where background is
visible (no foreground object is present).

5 Road Scene and Vehicle Models

For the discussed model three different coordinate systems have been defined,
as shown in fig. 1. The first (x, y, z) is a camera centred coordinate system,
where z axis is the optical axis of the camera and x − y plane is parallel to
the image plane. The second coordinate system (x′, y′, z′) is road-fixed system,
where the road plane is defined by x′ and z′. Intersection point of z axis and
x′−z′ plane determines the origin of the road-fixed system. The third coordinate
system (x”, y”, z”) is used for vehicle shape description, where y” is a rotation
axis of the vehicle model and it is parallel to y′ (x” and z” lie on x′ − z′ plane).
Detection zone is modelled as a set of evenly spaced points on the road plane. For
these detection points vehicle presence is checked to verify if a zone is occupied
or not. In the presented approach detection area is a parallelogram. Thus, three
vertices define a detection zone (x′

i, z
′
i), i ∈ {0, 1, 2}. Pairs of vertices (0,1) and

(0,2) determine two adjacent sides of the parallelogram. Coordinates of detection
points Pij are computed according to formula:

Pij = (x′
0, z

′
0) + i/Nx · (x′

1 − x′
0, z

′
1 − z′0) + j/Nz · (x′

2 − x′
0, z

′
2 − z′0) . (3)

Points Pij are arranged in Nx + 1 columns and Nz + 1 rows: i = 0, 1, , Nx,
j = 0, 1, , Nz. Values of Nx and Ny depend on size of detection zone and its
location in the image.

Fig. 1. 3-D models of scene and vehicle
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Definition of the vehicle model comprises its width w (dimension along x”
axis) and coordinates of eight vertices that describe the shape of the model on
plane y” − z”. This two-dimensional model can be written in form of a 8 x 2
matrix: M = [mij ], where (mi0, mi1) are coordinates of i-th vertex, i = 18.

The template for vehicle model is generated for a given vehicle position in the
scene and rotation angle. Position is defined by vector L = [l1, 0, l2]T that also
determines the origin of the vehicle-fixed system in the road plane. 3-D vehicle
model (fig. 1 a) is created in road-fixed coordinate system on the basis of matrix
M . New coordinates of vertices are represented by rows of M ′ matrix. The ve-
hicle model is rotated around y′ axis and translated by the position vector. The
next operation in the template generation algorithm is the calculation of viewing
transformation [10], which consist of: conversion of road-fixed system to cam-
era coordinate system, visibility calculations and transformation for perspective
projection. As a result of this operation coordinates of pixels are obtained that
correspond to visible vertices of the vehicle model.

The vehicle model (fig. 1 b) comprises pairs of vertices that are linked by
edges. Edges in the template are generated linking pixels representing vertices
of the model, which were determined in the previous operation. Bersenham’s
line drawing algorithm has been applied for selection of edge pixels. After edges
drawing, dilation is performed to widen the edges and Smith’s flood fill algorithm
is used to mark pixels in regions bounded by edges. These bounded regions
of template correspond to facets of the 3-D vehicle model. A two-dimensional
template TEm generated for the vehicle describes its shape and position in m-th
frame using three pixel values TEm(x, y): value 0 denotes elements of empty
region, 1 indicates elements that belong to vehicle regions and 2 stands for edge
elements; x and y are coordinates defined for video frame. Template TEm is
matched with objects map Om. On this basis the vehicle position, assumed in
3-D model, is compared with the position registered in the traffic scene.

6 Vehicle Detection and Tracking

Assigned vehicle shape and position in the video frame is verified by a template
matching procedure. The procedure computes the correlation factors of template
TEm and objects map Om:

D(TEm, Om) = max(δx,δy)

{
1
3 ·
∑

x

∑
y R(TEm(x,y),Om(x+δx,y+δy),1)∑

x

∑
y L(TEm(x,y),1)

+ 2
3 ·
∑

x

∑
y R(TEm(x,y),Om(x+δx,y+δy),4)∑

x

∑
y L(TEm(x,y),2)

}
,

, (4)

R(te, o, a) =
{

1, te · o ≥ a
0, else

, L(te, a) =
{

1, te ≥ a
0, else

, (5)

Translation vector (δx, δy) takes into account small changes of coordinates (few
pixels). As a result the template is shifted into a new position, where correlation
value is at its maximum. Vehicle model position in the scene model is updated
for each video frame. A new vehicle model is created if a vehicle is recognized
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in the initialisation zone and then the vehicle is tracked as long as it remains
within the camera field of view.

Model initialisation procedure uses a pre-defined 3-D vehicle model located in
the so-called initialisation zone. A template created for this model enables the
tracking procedure to check if a new vehicle enters the initialisation zone. The
tracking procedure is started if the correlation measure for this template exceeds
threshold tini. Next tracking thread cannot be started until the template cor-
relation value falls below the threshold t′ini (t′ini<tini). This thresholding with
hysteresis protects the system against multiple tracking of the same vehicle. A
copy of the initialisation model is assigned to each vehicle entering the initiali-
sation zone and it is then relocated during vehicle tracking.

The tracking procedure consists of template matching, vehicle displacement
determination for two successive frames, vehicle model relocation in the scene
model and creation of a new template for the current position of the tracked
vehicle. Displacement of the tracked vehicle is determined using cross correlation
method. Cross correlation measure is computed using image region determined
by template positioned in frame m − 1. This region of the previous frame is
matched with frame m and best position is selected with respect to the cross
correlation values. On this basis the relocation vector is determined for vehicle
in 3-D road scene model and the vehicle model is shifted to a new position.

The vehicle model contains four vertices located on the road plane, which
determine road area occupied by the vehicle. Detection zone is modelled as a set
of points on the road plane.

Occupancy factor of the detection zone depends on the number of detection
points, located in occupied area of the road. The occupancy factor calculation
procedure uses an algorithm that enables to check if a given point of the detection
zone lies in the area of the quadrilateral defined by the vehicle vertices [14]. Value
of occupancy factor PNO/PN is computed, where PNO stands for the number
of detection points in regions occupied by vehicles and PN denotes the number
of all detection points that belong to the detection zone. If the occupancy factor
PNO/PN is higher than an adopted threshold, the zone is occupied. The value
of threshold is one of the configuration parameters of the detection zone.

7 Experimental Results

Experiments were carried out with video data of a crossroad approach. The
tests were performed using a number of image sequences of traffic scenes taken
in different lighting conditions and using various cameras. Figure 3 a shows a
frame where the tracking process starts - a vehicle is detected within initialisation
zone and a new vehicle model is created. Figure 2 b depicts a situation where
vehicle is present in the detection zone. Occupancy of the zone is recognized on
the basis of vehicle model position in the 3-D scene model. In figure 2 c the
vehicle leaves the detection zone and the zone is correctly recognized as empty,
although in the image the vehicle stays within the zone region.
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Fig. 2. Vehicle tracking

The proposed model-based vehicle detection and tracking method eliminates
a considerable number of false detection errors. False detections reduction is
observed also when vehicles moving in neighbouring traffic lane (in the opposite
direction) enter the area of detection zone in the image.

8 Conclusion

The proposed method uses 3-D models for extracting and tracking vehicles in
a video sequence. In comparison with conventional video-detection systems, the
number of detection errors is reduced due to integration of detection zones with
the 3-D road scene model. Road regions occupied by vehicles are precisely deter-
mined by simple analysis of the 3-D traffic scene model. The results of tests using
real-world videos show that the method gives reliable detection zone occupancy
factors. The low computational complexity makes it suitable for implementation
in road traffic control systems.

This research is a part of a project financed by the European Union and the
Polish Ministry of Science and Higher Education.
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Summary. Recently, almost uncontrolled technological progress allows so called high-
throughput data collection for sophisticated and complex experimental biological sys-
tems analysis. Especially it concerns the whole cellular genome. Therefore it becomes
more and more vital to suggest and elaborate gene network models, which can be used
for more complete interpretation of large and complex data sets. The presented paper
concerns modeling of yeast cell cycle. With the reference to the previously published
papers concerning the same subject, our paper presents a significant improvement in
calculation procedure leading to construction of an efficient algorithm for modeling of
the mentioned cell cycle. Presented model concerns 12 selected genes and incorporates
all possible types of interactions.

1 Introduction

Presented paper refers to the modeling of genes involved in the yeast cell cycle
and can be considered as the important modification of the calculation proce-
dure. The method of construction of fuzzy network model for the mentioned
above medium has been described in details in [1] [2] [3]. However the exercise
repeated based upon the recalled paper requires an extremely burdensome cal-
culation procedure for which the detailed analysis will be presented in further
sections, when the example of selected twelve genes analysis will be described.

1.1 Applied Notations

An efficient approach to construction of improved calculation procedure usually
starts with suggestion of proper notations, which allows for brief formulation of
important dependance. So we operate the notation referring to 4 inputs and just
one output and taking into account only three values necessary for fuzzy rules
construction for each input, i.e. low, medium and high:

r = [r1, r2, r3] (1)

M. Kurzynski et al. (Eds.): Computer Recognition Systems 2, ASC 45, pp. 852–859, 2007.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2007
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r1 - output expression if input is Low
r2 - output expression if input is Medium
r3 - output expression if input is High

The example below will hopefully leave all the doubts concerning that impor-
tant stage of suggested modifications:

IF Input is Low THEN Output is High
IF Input is Medium THEN Output is Medium
IF Input is High THEN Output is Low

Such a linguistic expression, using suggested notation can be rewritten as follows:

r = [3, 2, 1] .

1.2 Exhaustive Search of Linear Fuzzy Gene Network Models

We can create a gene expression vector in the way as:

Gi = [e1, e2, . . . , eN ] (2)

where vector elements consist the values of measured expressions. Following that
a proper matrix of expression data from analyzed microarray can be created as
below:

M =

⎡⎢⎢⎢⎣
e1,1 e1,2 · · · e1,N

e2,1 e2,2 · · · e2,N

...
. . .

eM,1 eM,2 · · · eM,N

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎣
G1
G2
...

GM

⎤⎥⎥⎥⎦ (3)

for which the next step requires proper data normalization:

M̂ =
arctan(M)

π
2

(4)

At this stage it is necessary to perform data fuzzification and the creation of
proper fuzzy sets is a crucial point for further analysis. It can be expressed using
the following maneuver:

Flowi,j =
{−êi,j êi,j < 0

0 êi,j > 0 (5)

Fmediumi,j = 1 − |êi,j | (6)

Fhighi,j =
{

0 êi,j < 0
êi,j êi,j > 0 (7)

As the result of this process the three dimensional matrix of fuzzy sets is created:
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F = [Flow , Fmedium, Fhigh] (8)

The analyzed output gene can be expressed, using all the previously introduced
notations, as follows:

Gout = [eout1 , eout2 , . . . , eoutn ] = M
∣∣∣
{out}×{1,...,N}

(9)

then the fuzzyfied output gene should be consequently expressed as:

Foutlow
= Flow

∣∣∣
{out}×{1,...,N}

(10)

Foutmedium
= Fmedium

∣∣∣
{out}×{1,...,N}

(11)

Fouthigh
= Fhigh

∣∣∣
{out}×{1,...,N}

(12)

Fout =
[
Foutlow

, Foutmedium
, Fouthigh

]
(13)

Discussed method requires analysis of all possible C combinations of k-input
genes. Each of them can be described as follows:

Finlow
= Flow

∣∣∣
{C}×{1,...,N}

(14)

Finmedium
= Fmedium

∣∣∣
{C}×{1,...,N}

(15)

Finhigh
= Fhigh

∣∣∣
{C}×{1,...,N}

(16)

Fin =
[
Finlow

, Finmedium
, Finhigh

]
(17)

Inference engine usees matrix R of r rule vectors for each input gene, discussed
at the beginning of paper Eq.(1). To calculate the performance index E, as in
the reference paper [1], proper summation procedures is required, and it can be
expressed using the following set of formulas:

F̃low =
k∑

i=1

Fin

∣∣∣
{Ci}×{1,...,N}×{R′|{1}×{i}}

(18)

˜Fmedium =
k∑

i=1

Fin

∣∣∣
{Ci}×{1,...,N}×{R′|{2}×{i}}

(19)

F̃high =
k∑

i=1

Fin

∣∣∣
{Ci}×{1,...,N}×{R′|{3}×{i}}

(20)
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F̃ =
[
F̃low , ˜Fmedium, F̃high

]
(21)

The two more stages to finish up the calculation procedure concern the defuzzi-
fication as well as denormalisation. Next set of equations describe the suitable
calculations:

D̂ =
F̃high − F̃low

F̃low + ˜Fmedium + F̃high

(22)

D = tan(D̂ · π

2
) (23)

Finally we reach the stage when the calculating of models fitting coefficient is
possible:

E =

N∑
i=1

(Gouti −Di)2

N∑
i=1

(Gouti −Gout)2
(24)

With this method, an exemplary analysis of yeast microarray with twelve genes,
twenty examples each, executed with four inputs, requires 12 · (C4

11 · 274 + C3
11 ·

273+C2
11 ·272+C1

11 ·271) = 2105006904 inference operations. Considering at this
stage even smallest time unit for each operation we obtain almost impractical
method for linear fuzzy gene network model. It is necessary however, to underline
at this moment that we accepted model, which should not be considered as too
complicated as it has just 4 inputs for every twelve genes. Eventual calculations
for one input more causes that calculations become totally impractical. In this
section we will describe the important modifications, significantly simplifying

Fig. 1. Yeast gene network model
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the whole calculation procedure. Let us start with comments concerning yeast
gene network model presented on fig.1. Fig. 1 presents the mutual interactions
between analyzed genes.

2 Modified Method for Gene Network Model Search

The idea of the optimization procedure is to limit the number of r vectors applied
for inferences engine described above. We have applied the set of new r vectors
for best rules of each fuzzy set calculated using modified performance index,
which now is dependant on fuzzyfication. This is described as follows:

Table 1. Results of exhaustive search

1st result 2nd result 3rd result
Output Fit Inputs Rules Fit Inputs Rules Fit Inputs Rules

SIC1 0,1983 CLB5 1 1 3 0,1998 CLB5 1 1 3 0,2051 CLB5 1 1 3
SWI4 1 1 1 SWI6 3 1 3 CDC28 1 3 1
MBP1 3 3 1 MBP1 3 3 1 MBP1 3 3 1
CDC6 1 3 3 CDC6 1 3 3 CDC6 1 3 3

CLN1 0,0445 CLB5 3 1 3 0,0452 CLB5 1 3 3 0,0457 CLB5 1 1 3
CDC20 3 1 1 CDC20 3 3 1 CDC20 3 1 1
CLN2 1 2 3 CLN2 1 3 3 CLN3 1 2 1
CLB6 1 1 3 CDC6 1 2 1 CLN2 1 3 3

CLN2 0,1189 CLB5 1 1 3 0,1214 CLB5 1 1 3 0,1281 CLB5 1 1 3
CLN3 1 3 1 CLN1 1 2 3 CLN3 1 1 1
CLN1 1 3 3 CLN1 1 3 3
CDC28 1 1 1 SWI4 3 1 3

CLN3 0,264 SWI6 3 3 1 0,2784 SWI6 3 1 1 0,281 SIC1 1 1 1
CLN1 1 3 2 CLN1 1 3 2 CDC20 3 3 1
CLN2 2 3 1 CLN2 2 3 1 CWI6 3 2 1
CDC6 1 1 3 CDC6 1 1 3 CDC6 1 1 3

SWI4 0,2591 CLB5 3 1 2 0,2645 SIC1 2 1 2 0,2675 SIC1 2 1 2
CLN1 1 1 3 CLB5 1 1 1 CLB5 1 1 1
MBP1 3 2 1 CLN1 1 3 1 CLB6 1 1 1
CDC6 2 3 3 MBP1 3 1 1 MBP1 3 1 1

SWI6 0,2906 SIC1 3 3 3 0,3105 SIC1 3 3 3 0,3107 CLN3 3 1 1
CLN3 3 1 1 CLN3 3 1 1 CLN1 1 3 1
CLN1 1 3 1 CLN1 3 1 3 CLB6 2 3 3
SWI4 1 1 3 SWI4 1 1 3 MBP1 3 1 2

CLB5 0,1051 CDC20 3 3 2 0,1058 CDC20 3 2 2 0,1072 CDC20 3 1 2
CLN2 1 2 3 CLN2 1 1 3 CLN2 1 2 3
CLB6 1 3 3 CLB6 1 3 3 CLB6 1 1 3
CDC6 2 3 3 CDC6 2 3 3 CDC6 2 3 3

CLB6 0,2059 SIC1 1 1 3 0,22 SIC1 1 1 3 0,2213 SIC1 1 1 3
CLB5 1 1 3 CLN1 1 1 3 CLB5 1 2 3
CLN1 1 2 3 CDC28 1 3 3 CLN1 1 1 3
MBP1 1 3 3 MBP1 1 3 3 MBP1 1 3 3

CDC6 0,192 SIC1 1 1 3 0,1927 SIC1 1 2 3 0,1969 SIC1 1 1 3
CLN3 1 1 3 CDC20 1 3 3 CLN3 1 1 3
MBP1 3 2 3 CLN3 1 1 3 SWI4 1 1 1

CDC28 1 1 1 MBP1 3 2 3

CDC20 0,1845 CLN3 3 1 1 0,2003 CLN3 3 1 1 0,2053 CLN3 1 3 1
CLN2 3 3 1 CLN2 3 3 1 CLN1 3 1 1
SWI4 1 1 1 SWI4 1 3 1 SWI4 1 1 3
CDC6 1 3 3 CDC6 1 3 3 MBP1 3 3 3

CDC28 0,5798 CLN1 3 2 1 0,583 CLN1 3 3 1 0,5858 CLN1 3 1 1
CLB6 1 2 3 CLB6 1 2 3 CLB6 1 2 3
SWI4 3 2 2 SWI4 3 2 2 SWI4 3 2 2
CDC6 2 3 3 CDC6 2 3 3 CDC6 2 3 3

MBP1 0,3185 SIC1 3 3 1 0,3257 SIC1 3 3 1 0,3268 SIC1 3 1 1
SWI6 3 3 1 CLN2 3 1 3 SWI6 3 2 1
CLN2 3 1 3 CLB6 1 3 3 CLB6 1 3 3
CLB6 1 3 3 SWI4 3 3 1 SWI4 3 3 1
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Elow =
N∑

i=1

|Foutlow
− F̃low| (25)

Emedium =
N∑

i=1

|Foutmedium
− ˜Fmedium| (26)

Ehigh =
N∑

i=1

|Fouthigh
− F̃high| (27)

Instead of calculation of great numbers of all the possible inferences we are able
to limit calculations up to just a few best fitting performance indexes.

3 Results

The Table 2 presents the best performance indexes for consequently 5 to 25 best
rules for each fuzzy set. It is possible to notice that with the increasing number
of fuzzy rules the probability of agreement to exhaustive search method requires
less calculation and the price for that is non-significant calculation time increase.
The last column of the Table 2 is especially suggestive as it can be interpreted
as follows: with just less than 5% of exhaustive method calculation time we are
able to reach comparable results, considering the performance index.

Table 2. Comparing results

5 best rules 10 best rules 15 best rules 20 best rules 25 best rules
Gene time: 0,1% time: 0,39% time: 1,12% time: 2,55% time: 4,9%

SIC1 1 1 1 1 1
CLN1 24 11 1 1 1
CLN2 2 2 1 1 1
CLN3 236 18 18 18 5
SWI4 3359 1047 12 12 10
SWI6 293 23 1 1 1
CLB5 121 121 121 121 121
CLB6 7 7 2 1 1
CDC6 1 1 1 1 1
CDC20 4 4 1 1 1
CDC28 58579 12313 722 246 49
MBP1 14 1 1 1 1

Figures 2 and 3 presents comparison of obtained results for the same gene
CLB5. In case of modified method it concerns the worst result obtained. To
reach such a comparable result for the mentioned gene CLB5, only 4, 9% of
calculation time has been necessary, regarding exhaustive search.
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Fig. 2. Exhaustive search for CLB5; fit = 0,105
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Fig. 3. Worst result of optimized method - search for CLB5; fit = 0,137
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