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Editor's Note 

The circumpolar areas are crucially important to the global environment as 
they play the dual roles of being the harbinger of and a contributor to cli
mate change. A rising clamor for environmental information on such areas 
is evident in scientific and media publications. Yet, relative to the temper
ate zones, the cold regions remain under-studied. There exists a need to 
improve knowledge of the cold region sciences, and atmospheric and hy
drologic sciences are of no exception. This book was prepared with the 
purpose of sharing the experience of a team of Canadian researchers with 
the practitioners and stakeholders, residents and environmental managers, 
educators and students of the cold regions. 

A good understanding of the physical processes and enhanced capability 
to model the regional atmospheric and the hydrologic conditions are the 
keys to environmental preservation and resource sustainability in the cir
cumpolar areas. However, the cold environment presents a challenge to 
atmospheric and hydrologic research. The low temperatures test the endur
ance of field workers and their instruments; the distance of these areas 
from large urban centers raises the cost of logistics and reduces the avail
ability of measured data. In 1994, a group of researchers from academic 
and government institutions embarked upon a major collaborative pro
gram, using the large and complex Mackenzie River Basin in northern 
Canada as the focal point to study the atmospheric and hydrologic phe
nomena of the cold regions. The goals of this project, known as the 
Mackenzie GEWEX Study or MAGS, were: (1) to understand and model 
the high-latitude energy and water cycles that play roles in the climate sys
tem, and (2) to improve our ability to assess the changes to Canada's water 
resources that arise from climate variability and anthropogenic climate 
change. 

The Mackenzie Basin has many of the physical attributes common to 
cold regions worldwide. Results from MAGS investigation including the 
enhanced understanding of the atmospheric and hydrologic processes, the 
improved and developed models, and the data collected using novel and 
conventional methods, are largely applicable to other circumpolar areas. 
This publication is a documentation of the research outcomes of MAGS. 
For a study that spanned over a decade (1994-2005), MAGS yielded an 
immense amount of information, too extensive to be accommodated within 
one publication. Thus, this book is divided into two volumes. Volume I of 
this book, entitled "Atmospheric Processes of a Cold Region: the 
Mackenzie GEWEX Study Experience", concentrates on the atmospheric 
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investigations. Volume II is a complementary report on the hydrologic as
pect. To provide continuity with Volume i, a synopsis of its chapters is 
presented. This information is provided in the spirit of the Mackenzie 
GEWEX Study which emphasizes the integration of atmospheric and hy
drologic research. 

Acknowledgements are in order for the funding and in-kind contribu
tions of various institutions. The Natural Sciences and Engineering Re
search Council of Canada (NSERC) has given continued support to the 
university investigators and their students to carry out multiple years of re
search. Environment Canada offered unwavering support through the for
mer Atmospheric Environment Service, the National Water Research Insti
tute and the Prairie and Northern Region. The Departments of Indian and 
Northern Affairs, and Natural Resources of Canada, and several Canadian 
universities (Alberta, McGill, McMaster, Quebec, Saskatchewan, Toronto, 
Waterloo and York) also participated in the program. Other sources of 
support are acknowledged in individual chapters. 

MAGS investigators have been most enthusiastic in sharing their 
knowledge by authoring chapters in this publication. This collective work 
benefits further from the reviewers of various book chapters and from 
members of the advisory group for ensuring its high standard. i am par
ticularly thankful to members of our production team: Michael and Lau
rine Mollinga, Robin Thorne and Laura Brown. Their dedication and effi
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Chapter 1 

Synopsis of Atmospheric Research under MAGS 

Ming-ko Woo 

Cold regions present a challenge to atmospheric and hydrologic research. 
Their low temperatures test the endurance of field workers and their in
struments; their distance from large urban centers raises the cost of logis
tics and reduces the availability of measured data. Yet, these regions are 
sensitive to climate variability and change and are prone to accelerated 
human activities. Improved understanding of the physical processes and 
enhanced capability to model the regional atmospheric and hydrologic 
conditions are the keys to their environmental preservation and resource 
sustainability . 

Volume I of this book documents the atmospheric research on the cold 
environment, principally of the Mackenzie River Basin (MRB) in northern 
Canada. Volume II is a complementary report on the hydrologic aspect of 
this cold region. To provide continuity with Volume I, a synopsis of its 
chapters is presented. This information is provided in the spirit of the 
Mackenzie GEWEX Study (MAGS) that emphasizes the integration of 
atmospheric and hydrologic research. 

The first volume is entitled "Atmospheric Processes of a Cold Region: 
the Mackenzie GEWEX Study Experience". All its chapters are listed in 
the Appendix. The Introduction chapter (Woo et aI., Chap. 1) presents the 
physical setting of the Mackenzie Basin and places its cold environment in 
the context of the continental water and energy balances. In 1994, an inter
disciplinary study began in Canada to participate in the international 
Global Energy and Water Cycle Experiment (GEWEX) under the auspices 
of the World Climate Research Program. The goals of the MAGS were (1) 
to understand and model the high-latitude energy and water cycles that 
play roles in the climate system, and (2) to improve our ability to assess 
the changes to Canada's water resources that arise from climate variability 
and anthropogenic climate change. 

Szeto et ai. (Chap. 2) provide a synthesis of atmospheric research con
tributions of MAGS. Major scientific accomplishments include improved 
understanding of the large-scale atmospheric processes that control the 
transport of water and energy into and out of the MRB; enhanced under-
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standing of the interactions of large-scale atmospheric flows with physical 
features of the Basin to affect its weather and climate; and applications of 
research results to address climate issues in the Basin and other cold re
gions. This overview is a companion paper to Woo and Rouse (Chap. 2 in 
this Volume) which surveys the hydrologic process research undertaken 
under MAGS. 

Most parts of the MRB are located in a center of high pressure in the 
winter. Ioannidou and Yau (Chap. 3) showed that MRB anticyclones are 
deep, warm core structures developed through an amplification of the cli
matological semi-permanent ridge over western North America. They are 
also sensitive to variation of the Pacific-North American and the Arctic 
Oscillations, manifested in a weaker or stronger meridional/zonal orienta
tion of the anticyclonic activities. These anticyclones are transformed into 
cold core structures as they move to eastern Canada. The weather of the 
MRB is also strongly affected by the pressure pattern and storm systems 
over the North Pacific. As the Pacific airflow crosses the lofty western 
Cordillera and descends the mountains, adiabatic warming associated with 
subsidence governs the heat budget (Szeto, Chap. 4). Anomalously warm 
or cold winters are related to the strength of this incursion ofthe North Pa
cific air. A large winter temperature variability is linked to the interaction 
between this airflow and the regional environment, notably the Cordillera. 
On top of this variability is a significant winter warming trend in the last 
several decades (Cao et aI., Chap. 5). Warming events are largely due to 
the advection of warm air from west and south of the Basin and through 
adiabatic descent induced by topography and by the pressure system, espe
cially when low-level temperature inversion occurs. 

Vapor flux into the MRB comes from the Pacific and Arctic Oceans. 
These sources also bring moisture to its southern neighbor, the South Sas
katchewan Basin in the prairies, though the prairies also receive moisture 
flux from the Gulfs of Mexico and California, and from the Hudson Bay 
(Liu et aI., Chap. 6). Although there are moisture exchanges between the 
two basins, topography and surface properties give rise to differences in 
their vertical profiles of moisture transport. In the MRB, there are occa
sions when extreme summer rainfall (> 1 00 mm) is fed by moisture that 
can be traced back to the Gulf of Mexico (Brimelow and Reuter, Chap. 7). 
In these cases, rapid lee cyclogenesis over Alberta (associated with a 500-
hPa cutoff low) and the Great Plains Low Level Jet act in unison to trans
port moisture to southern MRB. The transport time is 6-10 days. 

Within the MRB, local evaporation is also a moisture source for precipi
tation (Szeto, Chap. 8). Compared with several other basins, the MRB has 
a precipitation recycling ratio that is below that of the Amazon (30%) but 
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similar to the Mississippi and the Lena basins (23-25%). The ratio is ex
pectedly higher in the summer than in the cold season, and about half of 
the summer precipitation in the downstream regions of these basins is de
rived from local evaporation. 

Closely associated with precipitation is the cloud system, both features 
being linked to synoptic forcing conditions in the MRB (Hudak et aI., 
Chap. 9). Intense observation at Fort Simpson (1998-99) near the center of 
the Basin, including cloud radar sampling, showed the common occur
rence of multi-layered clouds and a reduction in precipitation due to sub
limation beneath or between cloud layers. Both observation and modeling 
of clouds may be improved. Ground measurement of precipitation has al
lowed a set of precipitation-elevation relationships to be developed on the 
lee slopes of the Alberta foothills (Smith, Chap. 10). The monthly accumu
lated precipitation is linearly correlated with elevation when precipitation 
exceeds 70% of the long term average and this altitudinal increase depends 
on the total precipitation observed. Dupilka and Reuter (Chap. 11) noted 
the linear relationship between maximum snowfall and cloud base tem
perature. For Alberta exclusive of the mountains, it was found that the 
snow amount depends roughly linearly on the 850 hPa temperature. 

Passive microwave data are well suited to snow cover application and 
Derksen et ai. (Chap. 12) reviewed the performance of snow water equiva
lent retrieval algorithm at high latitudes. There is recent progress in under
standing the impact of subgrid land cover variability, validating algorithm 
performance in northern boreal forest, and the development of algorithm 
for the boreal forest and tundra. Snow cover extent in the MRB was ana
lyzed using satellite data, ground observation, and Canadian Regional 
Climate Model (CRCM) simulations (Derksen et aI., Chap. 13). Consistent 
with air temperature trends, there are significant decreases in spring snow 
cover duration and earlier snow disappearance, but no significant trends 
for snow cover onset in the fall. An east-west gradient in the MRB shows 
earlier melt in the mountains, little change or slight increase in the spring 
snow cover in the northeast, and a cyclical behavior in the south that is 
linked to the Pacific-North America and Pacific Decadal Oscillation. A 
zone with high winter snow water equivalent (> 100 mm) occurs across the 
northern fringe of the boreal forest. CRCM simulations indicate its corre
spondence with the mean monthly patterns of the 850 hPa frontogenesis 
forcing. 

The winter snow cover is subject to blowing snow transport and subli
mation. Blowing snow events are rare in the boreal forest but common in 
the tundra (Dery and Yau, Chap. 14). A parameterization based on the 
PIEKTUK-D model and the ERA-IS data provides a first-order estimate 
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that indicates surface and blowing snow sublimation would deplete 29 mm 
y(l or about 7% of the annual precipitation of the MRB. Gordon and Tay
lor (Chap. 15) also parameterized the sublimation of blowing snow at six 
locations in the Basin. They predicted that up to 12% of the total snow 
precipitation in the Basin may be removed by this process, though these 
amounts could be an overestimate. 

Assessment of the water and energy budget of the MRB is a major goal 
of MAGS. Szeto et al. (Chap. 16) provided a comprehensive climatology 
using remotely sensed and ground observations and several sets of reana
lyzed and modeled data. The magnitude of the residuals in balancing the 
budgets is often comparable to the budget terms themselves and the spread 
of the budget estimates from different datasets is also large. However, the 
water budget closure for the Basin was within 10% of the measured runoff. 
Discussion of the sources of error and level of uncertainty suggests areas 
of improvement for the observation and the models. 

Moisture flux convergence for the MRB showed significant yearly 
variations (Schuster, Chap. 17). Within the decade of 1990-2000, the 
1994-95 water year had the lowest flux convergence. For some years the 
maximum flux convergence was at 850 hPa, implying that there was a 
large overall moisture flux into the MRB. However, usually the largest 
moisture flux convergence was at 700 hPa and this was particularly 
prominent in 1994-95, the year with record low discharge for the 
Mackenzie River. 

The abundance of lakes of various sizes plays an important role in the 
energy and water cycling of the MRB. Rouse et al. (Chap. 18) used results 
of measured data to study the sensitivity of energy and moisture exchanges 
between lakes and the atmosphere. They found that were the Basin devoid 
of lakes, there would be a positive water balance for wet and average years 
and only a small negative balance for the driest years. If all the lakes in the 
region were large or medium-sized, there would be a regional evaporation 
increase by 8-10%. 

Satellite observation and modeling are a major source of information for 
the study of energy budget of a vast domain. Trishchenko et al. (Chap. 19) 
used satellite information to examine the seasonal and interannual variabil
ity of albedo of the MRB for 1985-2004. They found a seasonal change in 
the broadband albedo from 0.11±0.03 in summer to 0.4-0.55 in winter, but 
no systematic trends because of large interannual variability, uncertainties 
in sensor properties, atmospheric correction, and retrieval procedures. Guo 
et al. (Chap. 20) compared the net surface radiation fluxes from satellite 
observation with those from the CRCM. They found that the latter overes
timates short-wave fluxes at the top of atmosphere and underestimates the 
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surface absorbed solar fluxes. CRCM also underestimates the outgoing 
long-wave fluxes at the top of atmosphere in winter. Differences were 
noted between the cloud fields simulated by the model and deduced from 
satellite measurements. Clouds and wildfire aerosols have strong influ
ences on the radiation budgets of the MRS. Guo et al. (Chap. 21) investi
gated their radiative forcing at the top of atmosphere and at the surface. 
Overall, the cloud forcing could impact the short-wave and long-wave ra
diation budgets by 30-50%, both at the top of atmosphere and at the sur
face of the MRS region. 

Most wildfires in northern Canada are started by lightning. Thunder
storms and associated lightning also play an important role in the cycling 
of water and energy during the warm season over the boreal and subarctic 
ecosystem. Kochtubajda et al. (Chap. 22) used observational datasets and 
model-derived products to characterize these storms and to examine their 
impacts on the forests and polar bear habitats. Fires peak in July but much 
of the burning occurs in June. The region of maximum lightning activity 
varies in space and time, and there is evidence that smoke from fires en
hances the probability of positive cloud-to-ground lightning flashes. A 
tree-structured regression method successfully predicts the probability of 
lightning. Under a future warmer climate, more severe fire weather, more 
area burned, more ignition, and longer fire season are expected (Flannigan 
et aI., Chap. 23). The burned area may increase by 25-300% and the fire 
season may lengthen by 30-50 days over a large of the Northwest Territo
ries in Canada. 

A final section presents contributions to atmospheric modeling. Ritchie 
and Delage (Chap. 24) analyzed the predictions of water and energy fluxes 
over the MRB by the Canadian Global Spectral Forecast model (SEF) 
which was used by the Canadian Meteorological Centre for weather fore
casting. They found that the accumulation of precipitation-min us
evaporation is highly sensitive to initial conditions. Within SEF, the re
placement of the force-restore scheme by the Canadian Land Surface 
Scheme (CLASS) improves the predicted energy and water budgets for the 
MRS, and better initialization of the CLASS variables can greatly affect 
its performance. CLASS was also used in the MAGS version of the 
CRCM, tailored for use over North America (MacKay et aI., Chap. 25). Its 
simulation of the MRS climate was evaluated against surface observations. 
The model yielded an annual precipitation bias of 13% and a surface tem
perature cold bias of <1°C, suggesting that the physics package developed 
by a coarse-resolution GCM can be used in high resolution regional cli
mate model with minimum modification. 
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Volume I presents the primary atmospheric processes that occur in 
northwestern North America, particularly in the domain of the MRB. 
Many of the research methods employed, including ground based observa
tions, remote sensing techniques and modeling approaches, are shared by 
hydrologic studies in MAGS. Most of the atmospheric processes summa
rized in this Chapter are related to or even responsible for the hydrologic 
activities discussed in Volume II. 
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Chapter 2 

MAGS Contribution to Hydrologic and Surface 
Process Research 

Ming-ko Woo and Wayne R. Rouse 

Abstract The Mackenzie GEWEX Study (MAGS) research contributed to ad
vancement in our knowledge on hydrologic and surface processes common to all 
cold regions. These include the accumulation, sublimation and ablation aspects of 
the snow in boreal forest and tundra areas; infiltration into and thawing of frozen 
soil; breakup of river ice and the associated floods. Additionally, there are several 
land surface features distinctive to the Mackenzie River Basin, including lakes and 
wetlands, mountainous topography, Precambrian Shield and organic terrain. Hy
drologic knowledge on these landscapes was gained through field research, con
ceptualization and modeling effort. Most of these studies were carried out at a lo
cal scale that allows understanding of the physical processes through intense field 
and modeling investigations. 

1 Introduction 

As for all cold regions, snow, frost and ice exert considerable influence on 
the hydrology of the Mackenzie River Basin (MRB). Additionally, there 
are several land surface features distinctive to the Basin. They include 
lakes and wetlands, mountains, Precambrian Shield and organic terrain. 
The surface and hydrologic processes are important in the water balance 
through evaporation, storage and runoff. Latent heat exchanges are par
ticularly relevant because of their roles in ground freeze-thaw, ice forma
tion and breakup, snow sublimation and melt, and evaporation. The sig
nificant research results arising from the Mackenzie GEWEX Study 
(MAGS) that deal with these processes and features are addressed in this 
synthesis. 
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2 Snow Processes 

The MRS is snow-covered for five to eight months each year (Hydrologi
cal Atlas of Canada 1978), with the duration increasing northward towards 
the Arctic coast and westward at high elevations (Fig. 1). Winter precipita
tion comes mainly as snowfall but rainfall can occur occasionally, particu
larly in the south. The snow cover is subject to sublimation loss and redis
tribution by drifting. Snowmelt in the spring is a major hydrologic event 
that triggers extensive runoff, infilling of lakes and ponds, inundation of 
wetlands together with river ice breakup and the flooding of riparian 
zones. Problems associated with the measurement of snowfall have been 
discussed extensively (Goodison 1978; Yang et al. 1999). The distribution 
of snowfall (Fig. 1) has to be interpreted with caution because of possible 
inaccuracies, especially due to gauge undercatch. Research carried out un
der MAGS has emphasized snow ablation rather than accumulation. Snow 
sublimation and melt were the main processes considered. 

2.1 Snow Sublimation and Redistribution 

Sublimation of snow intercepted on the tree canopy reduces snow accumu
lation on the forest floor. Tree-weighing experiments conducted in north
ern Saskatchewan (Fig. 2) and southern Yukon clearly demonstrated the 
loss of intercepted snow to sublimation, melt and shedding from the tree 
canopy (Pomeroy et al. 1998). Leaf area, canopy closure, vegetation type, 
time since snowfall, snowfall amount and the existing snow load deter
mine the efficiency with which snow is intercepted. Cold coniferous forest 
canopies can store more than half of the cumulative snowfall and much of 
this can be lost by sublimation. Parviainen and Pomeroy (2000) developed 
a boundary layer model that provides a reasonable approximation of sub
limation losses and the within-canopy energetics, enabling an evaluation of 
the role of sublimation from a boreal forest. 

On the scale of a forest, Pomeroy et al. (2002) provided simple yet 
physically appropriate equations for estimating snow accumulation be
neath forest canopies, relating canopy properties (leaf area index or canopy 
density) to either snowfall or snow accumulation in the clearings. For sites 
where mid-winter melt, snow redistribution by wind, and surface sublima
tion are infrequent or limited, this approach can be used to estimate the 
seasonal snow accumulation. Comparisons with data and results from east
ern Europe and Siberia suggest that these findings are transferable. 
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28,,------------------------------. 20 

22 

1 

snowfall 

Sublimation 
and unloading 

Weight of snow (kg) 

15 
January 1993 

snowmelt 

Waskesiu L, Saskatchewan -40 

31 

Fig. 2. Weight of snow on a 9-m tall black spruce tree as snow accumulated, sub
limated, melted and slid off its canopy. Experiment was carried out in a forest in 
northern Saskatchewan. (Modified after Pomeroy and Gray 1995) 

Snow redistribution by wind is an important process in the open terrain. 
Accompanying blowing snow events is the loss to sublimation by the 
transported snow. However, there are large discrepancies among various 
blowing snow models concerning the rates of sublimation loss. Essery et 
al. (1999), using their Prairie Blowing Snow Model (PBSM), suggested 
that 47% of the snow in a small tundra basin (Trail Valley Creek; see 
Marsh et al. 2007 for description of the basin) sublimated over a winter pe
riod. For the same study site and year, Dery and Yau (2001) utilized a ver
sion of the PIEKTUK model and indicated that the near-surface relative 
humidity quickly approached saturation with respect to ice; consequently 
sublimation becomes limited. On a regional scale, Dery and Yau (2002, 
2007) used reanalysis data at a resolution of 2.50 to study the effects of sur
face sublimation and blowing snow on the surface mass balance. They 
found that surface sublimation removes 29 mm y(l snow water equivalent 
(SWE), or about 7% of the annual precipitation of the MRB. Taylor and 
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Wilson (2003) presented an example (Fig. 3) that showed sublimation as 
estimated by the PIEKTUK model could be an order of magnitude lower 
than by the PBSM. 

~ 

V1 
M 

IE-002 

E IE-003 
bn 
~ 
'--' 

~ 
~ IE-004 
o 
.~ 

E ..... 
::0 IE-005 

;:::s 
r/) 

PBMS 

PIEKTUK-F 

IE-006 --'----.---------,-----.----------, 
10 15 20 25 

10m wind speed (m/s) 

Fig. 3. Comparison of snow sublimation calculated using the Prairie Blowing 
Snow Model and the PlEKTUK model, showing discrepancies mainly due to dif
ferent assumptions of air saturation during blowing snow events. (After Taylor 
and Wilson 2003) 

The lack of agreement between two modeling approaches hinges upon 
the role of advective process that hinders the rise of relative humidity dur
ing a blowing event, thus preventing the attainment of the self-limiting 
condition for sublimation. Perhaps such differences in the evaluation of 
sublimation may be reconciled by considering that the air quickly becomes 
saturated under a wet regime, such as over sea ice, but under a dry regime 
there is always an overlying pool of dry air that can be entrained into the 
boundary layer to prevent saturation (Liston and Sturm 2004). 

In the open tundra environment, blowing snow is strongly affected by 
the terrain which therefore plays a controlling role in the relocation of 
snow. Studies in Trail Valley Creek basin indicate that roughly two-thirds 
of the SWE accumulated as snowdrifts in shrub tundra that covers only 
one-third of the landscape while one-third ofthe SWE remained on the up
land tundra that occupies two-thirds of the basin (Pomeroy et al. 2007). 
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Such drifts result in delayed runoff due to percolation through the deep 
snow, which needs recognition in runoff model development (Marsh et al. 
2002). 

2.2 Snowmelt 

Snowmelt studies were conducted in the forest and tundra environments in 
MRB and in Wolf Creek basin in Yukon Territory. In terms of snowmelt 
around a single tree in subarctic woodland, Woo and Giesbrecht (2000) 
observed and modeled the decrease in SWE close to the tree trunk. They 
also measured reduced short-wave radiation caused by shadows, but en
hanced long-wave radiation to the snow from the tree. Giesbrecht and Woo 
(2000) extended the results to an open woodland where the spruce trees 
occupy only 2% of a slope. They found that due to low sun angles, elon
gated tree shadows of the low-density canopy affect a disproportionately 
large area (Fig. 4). As the shadow zone receives only diffuse but not direct 
beam radiation, the contrast between the shadow and no-shadow areas 
produces spatial melt variability which increases as the melt season 

Fig. 4. Shadows cast by tress in an open woodland in Wolf Creek basin showing 
that in spite of low tree density, elongated shadows can shade a disproportionately 
large part of the snow surface relative to the canopy area. Note also the increased 
melt around the shrub that emerges from the snow in the foreground. (Photo: M. 
Giesbrecht) 
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advances. For a boreal forest, Faria et al. (2000) obtained a covariance re
lationship between SWE and snowmelt rate, whereby snowmelt becomes 
more rapid as the forest snow cover diminishes. This is probably due to 
decreasing albedo as the snow cover thins and increasing heating of the 
emerging shrubs which, in turn, hastens the snowmelt (Pomeroy et al. 
2006). 

In the tundra where the snow is unevenly distributed, the snow cover 
becomes fragmented soon after the commencement of the melt period. 
This fosters an advection of heat between snow-free and snow-covered 
patches. Previous works on such heat advection utilize detailed boundary
layer models (Liston 1995), simplified approaches based on Weismann 
(1977), or parameterization based on the proportion of the area that is 
snow covered (Neumann and Marsh 1998). While these approaches have 
met with success in improving the representation of advection in melt en
hancement over small areas, a major issue remains in scaling up the results 
to large areas of the Arctic and the subarctic that regularly experience 
fragmentation of the snow cover soon after the commencement of the melt 
period. One difficulty is to properly account for the effects of patch size 
and geometry on advection (Marsh et al. 1999). To overcome such a prob
lem, Granger et al. (2002) formulated a set of simple equations that re
duces the advection term to a power function of the snow patch size. This 
method requires standard meteorological variables, plus surface tempera
ture ofthe snow and ofthe snow-free patches, and the snow patch length. 

2.3 Patterns of Snowmelt 

For calculating water balances and runoff generation, it is useful to depict 
the spatial pattern of snow distribution during the melt period. Where suf
ficient meteorological data are available and where these data are transfer
able over an area, models have been developed to extend point measure
ments over small basins to permit computation of snow accumulation, re
distribution and melt. An example is from the Trail Valley Creek basin 
where the accumulation and melt in the tundra environment were success
fully simulated (Marsh et al. 2007; Pohl and Marsh 2006). On the site 
scale, Shook and Gray (1996) applied the log-normal density function to 
characterize the distribution of SWE, and examined the change in the pa
rameters during melt. Faria et al. (2000) simulated the snow cover area de
pletion for boreal forests as a function of the distribution of SWE and the 
covariance between SWE and melt rate (Pomeroy et al. 2007). 
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Energy fluxes were studied through the use of airborne flux measure
ments over a large area in the lower MRB during the melt season as part of 
the Mackenzie GEWEX Study Enhanced Observation Period of the 1998-
99 water-year. The maps shown in Fig. 5 illustrate the large spatial vari
ability in sensible and latent heat fluxes over a tundra that was partially 
snow covered (Brown-Mitic et al. 2001). The results also showed large 
differences between tundra and boreal forest sites. The tundra landscape 
converts more than 80% of the net radiation to non-turbulent fluxes (pri
marily for snow melt and warming of the soil), whereas over the forested 
region, more than 50% was utilized in latent and sensible heat fluxes. 

3 Frozen Ground 

The entire MRB experiences winter freezing so that all locations in the Ba
sin are subject to the influence of seasonal frost. Furthermore, permafrost 
underlies about two-thirds of the Basin. The thermal process of ground 
freeze-thaw has large effects on water movement as hydraulic conductivity 
often drops by orders of magnitude when the soil freezes (Burt and Wil
liams 1976). Conversely, freeze-thaw rates are greatly influenced by soil 
moisture content which affects the soil thermal conductivity. There is thus 
a strong association between the soil thermal and hydrologic regimes in 
the cold region. 

3.1 Ground Frost 

A lack of data in most cold regions necessitates the use of simple schemes 
with low data requirement to compute ground freeze-thaw. One suitable 
approach is to model freeze-thaw by heat conduction using the Stefan al
gorithm (Woo et al. 2007). The equation was originally formulated for 
lake ice melt but adapted for ground freeze-thaw calculations (Jumikis 
1977) and has been applied to Alaska and the Tibetan Plateau (Fox 1992; 
Li and Koike 2003). It is a robust method grounded on the assumptions 
that conduction is the primary mechanism of heat flow and all the avail
able heat is used for melting of ground ice. The one-directional freeze
thaw (from the top) scheme was improved by Woo et al. (2004) to take ac
count of both downward and upward freeze and thaw. The algorithm can 
be incorporated into a land surface scheme (in this case, the Community 
Land Model 3) to improve the simulation of ground freeze-thaw in north
ern environments (Yi et al. 2006). 
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The Stefan algorithm was used to simulate ground thaw for the pur
pose of investigating climatic influence on northern infrastructures, in
cluding pipeline (Woo et al. 2007). Simulations using Stefan's model 
demonstrate the sensitivity of active layer thaw to (1) soil materials, due 
to their differential thermal properties, (2) moisture content, which 
largely controls the latent heat requirement for phase change, and (3) in
ter-annual variations in near-surface temperature and duration of thaw 
season, which are governed by the climate. The presence of an organic 
layer on top of mineral soils, a common occurrence in northern areas, 
greatly limits annual ground thaw because of the insulating properties of 
porous peat and for saturated peat, the large amount of latent heat 
needed for phase change. 

The Stefan algorithm was also used in conjunction with field observa
tions to study the winter freezing and the thermal regime of four slopes in 
the Wolf Creek basin, Yukon Territories (60°31.7' N; 135°07.1' W); for 
details of the basin see Martz et al. (2007). On slopes with dry soil but no 
permafrost, frost penetration reached 1.2-1.6 m (Carey and Woo 2005). 
For slopes with permafrost, two-sided freezing occurred whereby freezing 
proceeded downward from the ground surface and upward from the per
mafrost table. This rapidly closed the seasonal thaw zone which was only 
0.6-0.8 m thick. The principal determinants of ground freezing include 
moisture content of the soil, hence the amount of heat required for phase 
change, and properties of the soil (organic materials with lower thermal 
conductivity than mineral soil). Conduction is the dominant mechanism of 
heat transfer but lateral drainage that occurs on some slopes can convect 
heat to retard descent of the freezing front. 

3.2 Frozen Soil Infiltration 

Frozen soils are generally considered to be impervious to meltwater infil
tration, but this depends greatly on the amount of ground ice that seals the 
soil pores. Gray et al. (2001) distinguished frozen soils into three infiltra
tion categories: restricted (water entry impeded by surface conditions), 
limited (capillary flow dominates), and unlimited (gravity flow allows 
most meltwater to infiltrate). For limited infiltrability which is common for 
most mineral soils, cumulative infiltration is expressed as a function of 
moisture content at the soil surface, average soil saturation (including both 
water and ice), average temperature of the top 40 cm at the start of infiltra
tion, and a factor known as infiltration opportunity. More detail on frozen 
soil infiltration is provided in Pomeroy et al. (2007). 
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For organic materials which commonly overlie mineral soils in perma
frost areas, infiltration is often facilitated by the large porosity. With the 
exception of wetlands, infiltration into the frozen organic cover is usually 
unimpeded since the soil pores are seldom fully ice-filled. The organic soil 
may become much compacted below the surface layer, however, and this 
can greatly decrease the porosity to limit percolating into the deeper layers. 

4 Organic Terrain 

Organic soils are ubiquitous in northern North America and in Siberia 
(Aylesworth and Kettles 2000; Zhulidov et al. 1997). These soils may in
clude peat and living plants such as lichens and mosses. The peat can be at 
various stages of development, ranging from scarcely decomposed and lit
tle compacted to highly humified and dense. Quinton et al. (2000) noted 
that in a peat profile, the hydraulic conductivity can change within a depth 
of 0.3 m by three orders of magnitude, from almost 100 m dol near the sur
face to <1 m d- l at depth. Other hydrologic properties such as porosity, 
specific yield and retention also change with depth. Peat is also easily 
erodible so that rills and pipes are often found. A combination of organic 
and mineral soils produces distinct flow mechanisms in permafrost areas, 
as was revealed by field studies carried out primarily in two areas: a tundra 
site near the Mackenzie Delta comprising an earth hummock field, and 
Wolf Creek where some slopes of different orientations and elevations are 
covered by an organic layer. 

4.1 Flow Mechanisms in Organic Terrain 

In hummocky permafrost terrain where mineral hummocks are separated 
by peat-filled inter-hummock channels, large contrasts in hydraulic con
ductivity give rise to preferential flow in the organic materials, mainly in 
the acrotelm which is the hydrologically active top horizon with high po
rosity. The bottom peat layer, known as the catotelm, is humified and 
compacted. Slope runoff is concentrated in the inter-hummock channels 
where water movement is particularly effective through matrix flow and 
pipe flow in the acrotelm, capable of delivering 0.1 to 1.0 m3 d- l per unit 
width (Quinton and Marsh 1999). Such subsurface flow discharges are as 
rapid as surface runoff, and subsurface drainage is the predominant 
mechanism of water transmission (Quinton et al. 2000). Lateral flow is ob
structed by the mineral earth hummocks (Fig. 6) so that the flow paths tend 
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Fig. 6. Earth hummocks in the tundra of Siksik Creek area, Northwest Territories: 
(top) a hummock field occupying the right and foreground areas, with maximum 
hummock diameter of about 1 m; to the left of the hummocks is a band of sedge 
tussocks, (bottom) soil pit excavated down to the frost table, showing a profile 
that includes mineral soil on either side of a peat-filled inter-hummock depression. 
(Photos: W.L. Quinton) 

to follow a tortuous network that consists of primary drainage oriented in a 
downslope direction, fed by a number of secondary channels that collect 
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water across the slope. Increasing tortuosity lengthens the time of runoff 
delivery along the hillslopes (Quinton and Marsh 1998). 

On the hillslopes, peat thickness is about 0.3 m on 90 percent of the to
tal area but reaches 0.4-0.7 m near the streambanks. Quinton and Marsh 
(1999) noted that the hillslopes can be hydrologically distinguished into an 
upland and a near-stream zone. During the wet period, the saturated area 
extends to most parts of the slopes. A high water table enables rapid flow 
delivery in the acrotelm to facilitate hills lope-streamflow connection. 
However, the duration of high flow contribution from the hillslope to the 
stream varies, depending on the width of the near-stream saturated area, 
gradient and length of the slope, the SWE and the melt rate in the spring. 
In the dry summer season, saturation is confined largely within the near
stream zone and the upland is then hydrologically disconnected from the 
stream. An expansion of the runoff source area by summer storms will be 
delayed until the storage capacity of the near-stream zone is satisfied. 

In the subarctic Wolf Creek basin, slopes underlain by permafrost have 
an organic layer of varying thickness overlying mineral soils. During 
snowmelt, meltwater infiltrates and percolates the frozen organic layer, 
rendered porous largely through an upward flux of vapor as the ground ice 
sublimates in the winter (Woo 1982). Percolation is retarded at the or
ganic-minerai interface due to the impermeable nature of the frozen min
eral soils, leading to the formation of a perched saturated zone above the 
organic-mineral interface (Carey and Woo 1999) and the initiation of 
slope runoff. Both surface flow and subsurface flow in the organic layer 
can deliver water rapidly downslope and they are collectively termed quick 
flow. The mode of runoff includes the flow in rill and gullies, along soil 
pipes and within the matrix of the organic soil (Carey and Woo 2000). 
Flow in the mineral substrate, if present, tends to be orders of magnitude 
lower than in the organic layer. This subsurface flow is termed slow flow. 
Where thick organic soils are distinguishable into acrotelm and catotelm 
zones, quick flow is restricted to the top layer. Where there is no distinc
tive catotelm development, the mineral substrate is the slow flow zone. 
This gives rise to a two-layer flow system in which most runoff is shed 
through the organic layer as quick flow (Carey and Woo 2001a; Fig. 7). 

In the summer, ground thaw continues and the frost table drops into the 
mineral layer. This is accompanied by a lowering of the saturated zone that 
sits on the impermeable frozen soil. Slow flow may be produced in the ca
tote 1m or in the thawed mineral substrate but its magnitude is meager. 
Quick flow is re-generated when rain events raise the water table into the 
acrotelm layer. Typically, storm flow hydrographs respond rapidly to rain-
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fall and runoff is the largest at the sites where antecedent soil moisture is 
sustained by inflow from upslope. 

Fig. 7. Two-layer flow system, Wolf Creek basin, Yukon: (left) peat overlying 
mineral soil on a subarctic north-facing slope, (right) quick flow in the peat layer 
demonstrated by an outpour of water when the peat is lifted. (Photos: S. Carey) 

4.2 Wetland Hydrology 

Many areas of low relief in the discontinuous permafrost zone have devel
oped wetlands with poorly integrated drainage channel networks. Quinton 
et al. (2003) noted that the wetland-dominated terrain on the Interior Plains 
can be distinguished into fens, isolated bogs, and peat plateaus underlain 
and raised by permafrost. Water may shed from the peat plateaus either to 
their adjacent bogs that serve mainly as a storage, or laterally to the chan
nel fens. Water in the channel fens can drain directly to the basin outlet, 
but water in the flat bogs has to move to a channel fen before it can flow 
out of the wetland. Flow connections are intact and extensive during the 
snowmelt and high rainfall periods. At other times low rainfall, continuous 
drainage and evaporation will isolate many parts of a wetland from the 
main channels. This leads to a reduction in streamflow. Quinton and Haya
shi (2007) commented that storage capacity of the isolated and flat bogs 
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and the mode of flow should be taken into consideration when developing 
algorithms for routing water through the peat terrain. 

5 Mountain Environment 

Mountains constitute the headwater areas of such major rivers as the Liard, 
the Athabasca, the Arctic Red and the Peel. Field research undertaken in 
Wolf Creek Basin took advantage of its logistical convenience and data 
support even though it lies outside of the MRB. Investigations were carried 
out on four hillslopes and an upland site to emphasize two major land
scapes: open woodland slopes and subalpine shrubland. In steep terrain at 
high latitudes, slope direction plays a major role in affecting the microcli
mate, as does the vegetation cover. On a long-term basis, vegetation 
growth, permafrost development and soil formation differ between eleva
tions and among slopes. Shrubs dominate the subalpine zone and below it, 
spruce and aspen woodlands are common on north- and south-facing 
slopes, respectively. Many north slopes in the mountainous boreal zone, 
from central Alaska through Yukon to western Northwest Territories, have 
permafrost below a layer of peat, while south slopes often have leaf litter 
and humus on mineral soils without permafrost. The energy and water bal
ances of slopes vary considerably, thus affecting the snow and runoff hy
drology. 

5.1 Flow Generation 

Snowmelt and rainfall are the primary sources of runoff. Runoff produc
tion is greatly reduced where infiltration rates are high. Water balance 
shows that vertical processes prevail at the non-permafrost slope but hori
zontal water transfer is important on slopes with ice-rich frost. For perma
frost slopes, the two-layer flow system (see Sect. 4.1) is the principal mode 
of lateral water transfer. In the spring, the frost table is shallow and quick 
flow is common on permafrost slopes. The rate of summer runoff is gov
erned by a rise of the water table to activate quick flow in the organic 
layer. Evapotranspiration often exceeds rainfall (Carey and Woo 2001 a). 
The potential to evaporate is controlled by radiation balance on slopes, 
though the actual rates are limited by the phenology of the deciduous for
ests and by the desiccation of the surface organic layer in late summer 
when there is a general depletion of soil moisture storage at all the slopes. 
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Carey and Woo (2001 b) found that not all hillslopes in the Wolf Creek 
basin yield lateral runoff. Many south-slopes with seasonal frost in ice
poor silt permit deep percolation without generating surface flow. Lateral 
fluxes are produced only from slopes with an organic layer overlying ice
rich mineral substrate that hinders percolation, but the flow becomes neg
ligible when the water table recedes into the mineral soil layer (due to wa
ter loss to evaporation and continuous descent of the impermeable frost ta
ble). The extent of the flow contributing area is variable, depending on the 
hills lope wetness and the properties of the organic soil. Thus, during any 
time of the year, only some parts of the mountainous catchment yield run
off to the streams. 

Linkages among various hydrologic units must be established in order 
to route the flows from one surface to another and from the catchment 
slopes to the streams. On an upper slope in the subalpine shrub zone in the 
same Wolf Creek basin, Leenders and Woo (2002) observed surface flow 
from the shrubland to the woodland downslope to last for only several 
days during the snowmelt period. With a mineral soil of low ice content, 
percolation facilitates vertical drainage at the expense of lateral flow. 
Soon, lateral runoff ceases and flow linkage between the upper shrubland 
and lower woodland slope is severed. The upper and the lower slope seg
ments essentially operate as isolated hydrologic entities. On the other 
hand, an east-facing slope site receives inflow mostly through a gully that 
connects the woodland slope to the shrubland above, suggesting hydro
logic connection between these two land units via a channel linkage. These 
examples demonstrate that there are no straightforward flow connections 
among various terrain facets. Proper modeling of water delivery in a 
mountainous setting should take account of flow connectivity between the 
streams and their catchment areas. 

6 Shield Landscape 

The Canadian Shield is a mosaic of Precambrian bedrock uplands sepa
rated by soil-filled valleys, many of which are occupied by lakes and wet
lands (Fig. 1 in Spence and Woo 2007). Crystalline bedrock outcrops in 
the Shield are not entirely impervious as conventionally considered, but 
are fissured by joints and faults to varying extent to permit the entry of 
meltwater and rainwater (Spence and Woo 2002). Frost may have little ef
fect on infiltration if the cracks in the outcrops are not ice-filled to an ex
tent that would inhibit meltwater entry into the bedrocks. Furthermore, 
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sporadic presence of thin soil patches on the rock can absorb snowmelt and 
rain water, which is then gradually released to augment bedrock seepage or 
evaporation. Thus, the runoff ratio (ratio of runoff to rainfall or snowmelt) 
from the Shield upland is highly variable, depending on the density and 
size of the bedrock cracks, the patchy soil cover and the intensity of water 
input. 

In the spring, the non-saturated, hence not ice-filled, soils within the 
valleys between the bedrock ridges also permit infiltration (Spence and 
Woo 2003), though a greater amount of water comes from their adjacent 
slopes. Slope runoff usually occurs as overland flow or seepage along the 
bedrock-overburden interface to reach the valleys. The water table at the 
valley sides are often the first to rise, and the rise then spreads to the center 
of the valley. Surface flow is initiated in a headwater valley only when the 
water table rises above ground, otherwise only subsurface flow may occur 
through the soil matrix and macropores. The valleys perform multiple hy
drologic functions. They collect water from rain and snowmelt, and from 
lateral inflow from adjacent slopes; they alternately store and release stor
age water; and they transmit water down the valley. Flow along a valley 
can be intermittent if storage deficit created by evaporation exceeds the in
puts. The valley is considered to comprise a number of segments with 
varying storage conditions. As water is delivered down-valley, each seg
ment has to be filled until its storage threshold is exceeded. Only then will 
surface or subsurface flow be released to the segments downstream. This 
mechanism is termed the fill-and-spill runoff system (Spence and Woo 
2003, 2007). 

Lake-stream systems in the semi-arid Shield region offer instructive ex
amples that illustrate the fill-and-spill concept. Mielko and Woo (2006) 
showed that rapid and substantial runoff from the local slopes during the 
snowmelt period leads to a rise of lake levels above their outlet elevations 
to generate outflow. Continued summer evaporation reduces lake storage 
below the outflow threshold (represented by the lake outlet elevation). 
Outflow ceases and the lake together with its surrounding drainage areas 
upstream are disconnected from the drainage system (Woo and Mielko 
2007). To re-establish flow connectivity, the storage deficit has to be filled 
until lake outflow spills over the threshold. Woo and Mielko noted further 
that outflow from any lake along a valley is usually independent of the 
runoff generated at the lakes located above or below it. Each lake contrib
utes runoff at different times, being controlled largely by the amount of 
runoff received from its direct catchment, and by the antecedent storage 
status of the lake relative to its outflow threshold. 
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7 Streamflow and River Ice 

7.1 Streamflow Regime 

The flow of most rivers in the MRB exhibits a nival regime (Church 1974) 
in which high flows occur during the snowmelt period. This is followed by 
flow recession but high flows can be revived in the summer by the occa
sional large rain events. Winter experiences low flows with streamflow 
sustained mostly by groundwater discharge. There are modifications to this 
seasonal flow pattern, notably when the nival regime is affected by lake 
outflow, glacier discharge or wetland storage (Woo 2000). In areas of high 
relief, the intensity of spring high flow is accentuated when snow melt oc
curs simultaneously across a range of elevations. This applies to small 
catchments such as the Wolf Creek basin (Janowicz et al. 1997) as well as 
to large areas such as the Liard River basin (Woo and Thorne 2006). 

The Mackenzie River, with a drainage area of 1.8xl 06 km2, also exhibits 
a nival regime of flow but its discharge is an aggregation of contributions 
from its tributaries, each of which has a slightly different timing of snow
melt high flow. Rivers from the lowlands and southern latitudes have ear
lier snowmelt peaks than those from the western mountains or located fur
ther north. Figures 8 and 9 show the average monthly flow contributions of 
the major tributaries, and the mean monthly runoff (in mm) of the 
Mackenzie River at Arctic Red River. Storage, especially in the great 
lakes, delays the Mackenzie River flow relative to the tributary discharges. 
Rivers originating in the Western Cordillera (Athabasca, Peace, Liard and 
other mountain rivers) provide 60% of the Mackenzie runoff. The Interior 
Plains and the eastern Shield, covering 40% of the total basin area, provide 
only about 25% of the Mackenzie discharge (Woo and Thorne 2003). 
Based on the 1973-2003 record, annual flow of the Mackenzie River at the 
village of Arctic Red River (before the Mackenzie River enters its delta) 
averages 8994 m3 S-I, with a standard deviation of954 m3 S-I. 

7.2 River Ice and Ice-jam Floods 

Over 90% of Canadian rivers acquire an ice cover in winter. Spring floods 
are exacerbated by the breakup of the ice cover. The processes of river 
freeze-up and breakup received much attention by MAGS researchers 
(Hicks and Beltaos 2007). Floods associated with ice jams during spring 
breakup pose risks to life and property. These floods can be very sudden, 
with river levels rising several meters within a few minutes. At present, the 
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Fig. 8. The Mackenzie River Basin showing its major tributaries that traverse dif
ferent physiographic regions: Mackenzie Delta, mountainous Cordilleran region, 
Interior Plains with many wetlands and lakes, and Canadian Shield. 
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tributary basins, and the mean monthly runoff of Mackenzie River at Arctic Red 
River 

progression of breakup along inaccessible reaches of rivers is observed by 
aerial reconnaissance flights. Hicks et al. (2005) used satellite synthetic 
aperture radar images to characterize river ice during breakup. Although 
interpretation of the imagery is complicated by such factors as properties 
of the ice, illumination and geometric considerations, investigations of the 
ice on the Athabasca River near Fort McMurray demonstrated that this 
satellite tool has considerable potential for monitoring river ice and ice 
jams (Fig. 10). 

Disintegration of the river ice can be distinguished into thermal and me
chanical breakup. Mild weather and low runoff favor thermal breakup in 
which the ice cover deteriorates gradually, losing much of its strength be
fore the final break up occurs. Mechanical breakup takes place when much 
of the ice integrity is still retained so that resulting ice jams and their con
sequent floods are more severe. Beltaos (2003a) developed an empirical 
function to determine the threshold between mechanical and thermal 
breakup events in terms of several factors: water surface elevation at 
which the ice cover starts to move, water surface elevation at which the ice 
cover formed during the preceding freeze-up, ice cover thickness prior to 
the start of melt and location on the river. 
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Historically, it has been virtually impossible to provide more than a few 
hours of advance flood warning and in many cases such warnings have 
proven false. A novel approach based on fuzzy logic provides forecasts 4-

Fig. 10. Downstream end of an ice jam on Athabasca River, April 22, 2003, show
ing intact ice on the right bank upstream of the toe of the jam, and open water fur
ther downstream. (Image source: Hicks et al. 2005) 

6 weeks ahead, to facilitate early emergency preparedness planning (Ma
habir et al. 2007). Enhanced data acquisition, facilitated by remote sensing 
and by robust water level sensors developed specifically to survive the 
floods, permit computational hydraulic models to more accurately forecast 
the ice jam release surges and the associated floods (Blackburn and Hicks 
2002, Hicks and Healy 2003). The interactive effects of meteorologic and 
hydrologic processes on ice jam occurrence and severity of dynamic 
breakup were applied to the Athabasca River to aid in ice jam prediction. 
Additionally, thermal ice process model components have been incorpo
rated into a hydraulic model for application to the Peace River, which has 
a thermally dominated ice regime due to regulation by the Bennett Dam. A 
reduction of flood magnitude may have adverse effects on wetlands. On 
the lower reaches of the Peace River, for example, the rarity of ice-jam 
floods in the period following construction of the Bennett Dam has re
sulted in serious habitat degradation and risk to aquatic ecology within 
large areas of the Peace-Athabasca Delta (Beltaos 2003 b). Under climate 
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warming scenario, the duration of ice season at the Delta is likely to be re
duced by 2--4 weeks by the end of the century, while a large part of the 
Peace River basin may experience frequent and sustained mid-winter 
thaws (Beltaos et al. 2007). From a model study, Andrishak and Hicks 
(2007) also found that by the mid-21 st century the ice cover duration at the 
Town of Peace River may be reduced by 28 days. 

8 Lake Studies 

Lakes are an important component of the MRB, covering about 11 % of the 
total surface. Their size ranges from small ponds to some of the largest 
freshwater lakes in the world, including Great Bear Lake (65°N), Great 
Slave Lake (62°N) and Lake Athabasca (59°N). The Shield has the highest 
concentration of lakes and these are generally much deeper than those in 
the Interior Plains. 

Ice cover plays a prominent role in affecting the thermal and hydrologic 
behavior of lakes. For small and shallow lakes, ice formation in early win
ter terminates their evaporation loss. In the spring, lake-ice melt can pro
ceed rapidly with a combination of above-freezing temperatures and strong 
absorption of solar radiation, allowing vigorous evaporation to proceed 
early in the thaw season. Heating and cooling of shallow lakes are gov
erned by the temperature of the overlying air masses. Typically, the period 
of evaporative loss from shallow subarctic lakes is about four months, but 
becomes shorter in the tundra region. In large deep lakes such as Great 
Slave and Great Bear lakes there is a strong asymmetry between heating 
and cooling rates. They take substantial periods to warm, but stay thawed 
into early winter due to considerable heat storage. Evaporation continues 
during the autumn ice-free period as the warmer water surface exchanges 
both heat and mass with the cold overlying air. Evaporation from large 
lakes operates over a period ranging from 5 to 6 months. 

There are large differences in the freeze-up and breakup dates of large 
lakes. On average Great Slave Lake freezes about ten days later than Great 
Bear Lake and thaws about 21 days sooner (Walker et al. 2000). This may 
be related to water throughflow characteristics of the two lakes, with a 
considerably larger quantity of river discharge into and out of Great Slave 
Lake. The Canadian Lake Ice Model gives a reasonably accurate represen
tation of the ice cover phenology on northern lakes (Duguay et al. 2003). 
For the MRB, model results indicate a decrease in the length of the ice 
cover period in the latter part of the 20th century (Duguay et al. 2003). 
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Blanken et al. (2000) documented large evaporation and sensible heat 
fluxes in the late fall and early winter from Great Slave Lake. Evaporation 
from this lake is episodic in nature, enhanced largely by the entrainment of 
dry air from above the surface inversion layer in early and mid-summer 
(Blanken et al. 2007). The interannual and seasonal variability of the sur
face energy balance and temperature of central Great Slave Lake indicates 
large lake-to-Iand temperature differences and their reversals between 
summer and fall and early-winter (Rouse et al. 2003). Schertzer et al. 
(2003) conducted an in-depth study of the spatial and seasonal variability 
in the heat content of Great Slave Lake and found good agreement be
tween heat storage calculated calorimetrically from vertical temperature 
gradients and those obtained as a residual from energy balance measure
ments made above the lake. Measurements of the energy budget of a small 
6 m deep Canadian Shield lake indicate that almost all of the energy ex
change was concentrated in the top layer with little exchange in the bottom 
waters (Spence et al. 2003). 

On the landscape-scale, the number and size of lakes greatly influence 
the magnitude and timing of large-scale evaporative and sensible heat 
fluxes to the atmosphere. Nagarajan et al. (2004) indicated substantial ef
fects of small water bodies on the atmospheric heat and water budgets over 
the MRB. Oswald and Rouse (2004) detailed the energy balance of vari
ous-sized Canadian Shield Lakes. In a regional synthesis Rouse et al. 
(2005) illustrated the important role played by northern lakes in the energy 
balance in the central Basin. They show that lakes are the most efficient 
evaporators of any of the high latitude surfaces and that the larger the lake, 
the more efficient is this process. Large lakes in particular introduce large 
seasonal lags into the regional energy and water balances (Rouse et al. 
2007). 

Large lakes dictate, in part, their own climates. This arises from their 
very considerable heat capacities. Their lake ice cover is slow to melt in 
spring and final melt occurs near or after the summer solstice. Because the 
lake waters remain cold during the summer there is a very stable atmos
pheric regime (temperature inversion) in the lower atmosphere. This inhib
its cloud formation (Fig. 11) so that substantially larger amounts of solar 
radiation are absorbed than over adjacent terrestrial areas (Rouse et al. 
2003). The absorbed solar radiation goes mainly into heating the lake dur
ing summer (Schertzer et al. 2007). The large stored heat during the sum
mer is utilized in fall and early winter (into December-January) for evapo
ration and atmospheric heating. Acting as reservoirs of water and heat, 
therefore, lakes interact with their overlying atmosphere through moisture 
(evaporation and precipitation) and sensible heat exchanges. 



32 Woo and Rouse 

Fig. 11. Lower Great Slave Lake on a summer day showing cloud-free condition 
over the lake but cloud formation over the adjacent land. (Photo: M.K. Woo) 

9 Conclusions 

Most hydrologic and land surface processes studies under MAGS have a 
strong field orientation. In addition to the gathering of valuable data in a 
remote region and sometimes under hazardous conditions, field experi
mentation enables the derivation of equations and the quantification of in
put parameters. The subsequent stage of model development, be it concep
tual or numeric, permits generalization of findings. In terms of hydrologic 
contributions, MAGS can claim achievements in the discovery of new 
processes or improved quantification of hydrologic functions, conceptuali
zation and model development, and application of knowledge for scientific 
and practical purposes. 

MAGS research has led to the revision of conventional interpretation of 
several hydrologic phenomena. Examples include the important role of 
sublimation in winter snow loss, the response of lake evaporation to syn
optic-scale rather than diurnal energy fluxes, the highly variable and some-
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times pervious nature of bedrock surfaces that allows infiltration, and the 
extreme contrasts between north and south slopes in terms of runoff pro
duction in a subarctic mountainous catchment. New concepts were formu
lated to explain flow mechanisms (e.g., the two-layer flow system in or
ganic soils) and the connectivity of flow in a drainage network (e.g., the 
fill-and-spill concept) and in wetlands. Understanding of the physical 
processes was translated into development of algorithms, including those 
for frozen-soil infiltration, river ice breakup, and for snowmelt as influ
enced by advection or by the forest and tundra vegetation. New knowledge 
enabled the improvement of models for the simulation of snow redistribu
tion and melt, investigation of thermal variability of a large lake, and the 
macro-scale studies of catchment hydrology (Kerkhoven and Gan 2007; 
Thorne et al. 2007) and regional water balance (Soulis and Seglenieks 
2007). Information obtained and models developed were used for predic
tion and management purposes. Examples include the forecast of floods 
associated with river ice breakup, the prediction of climate change impacts 
on ice thermal regime and ice-jam floods, and the assessment of ground 
thaw in permafrost terrain. 

Chapters in this Volume present aspects of hydrologic research con
ducted under MAGS. While the study area was the Mackenzie Basin and 
its surroundings, most of the processes are common to the circumpolar re
gions and therefore the knowledge gained from our studies is entirely rele
vant to the cold environment in general. 
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Chapter 3 

Analysis and Application of 1-km Resolution 
Visible and Infrared Satellite Data over the 
Mackenzie River Basin 

Normand Bussieres 

Abstract National Oceanographic and Atmospheric Administration (NOAA) 
Advanced Very High Resolution Radiometer (A VHRR) visible and infrared satel
lite data were collected at I-km resolution over the Mackenzie Basin specifically 
for the Mackenzie GEWEX Study (MAGS) water year and the Canadian GEWEX 
Enhanced Study period. Through the use of satellite data, clear sky products (land 
surface temperature, evapotranspiration, water temperature time series over lakes 
of size:;' 100 km2) and cloud top temperatures were generated to provide informa
tion for the analysis of the water and energy budgets. The satellite database was 
augmented with 2002-04 Moderate Resolution Imaging Spectroradiometer 
(MODIS) land surface temperature data. This chapter summarizes results of 
MAGS studies based on these satellite products, and documents improved meth
ods to compare the satellite-derived products with ground observations from re
search sites and with regional climate model outputs of low spatial resolution. 

1 Introduction 

Research was conducted during the study period of the Mackenzie 
GEWEX Study (MAGS) to improve methods for combining the detailed 
but intermittent satellite-derived products with regular and accurate obser
vations from local research sites and with lower resolution model outputs. 
The project objective evolved throughout 1994-2005. The main goal was 
to document and study the spatial variability of some of the water and en
ergy budget components over the Mackenzie River Basin (MRB) through 
the acquisition, processing, and analysis of l-km resolution satellite data 
for the MAGS water year (1994/95) and for the Canadian GEWEX En
hanced Study (CAGES) period from June 1998 to September 1999. The 
following products were derived from the National Oceanographic and 
Atmospheric Administration (NOAA) Advanced Very High Resolution 
Radiometer (AVHRR): land surface temperature (LST), evapotranspira
tion, cloud mask, and cloud top temperatures. The A VHRR data enabled 
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elucidation of seasonal variation of surface temperatures for large (~100 
km2) water bodies. The results facilitated joint studies on the interaction of 
water bodies with the atmospheric energy and water cycles (Rouse et al. 
2007). A method was developed also for comparisons of remotely sensed 
land surface temperature estimates with local field observations and with 
outputs from coupled regional climate model and land surface scheme. At 
the end of MAGS, the satellite database was augmented with 2002-04 
MODIS LST data which permits further evaluation of the temperature out
puts from the Canadian Regional Climate Model (CRCM). This chapter 
reports on the application of l-km resolution clear sky satellite-derived 
products together with other MAGS information towards understanding 
and quantifYing the water and energy budgets. 

2 Study Area 

The study area encompasses the entire MRB. At l-km resolution using 
AVHRR data, there are 1.8 x 106 observation pixels over the Basin in each 
satellite scene. The Canada Centre for Remote Sensing (CCRS) land cover 
data published in 1995 (Beaubien et al. 1997) is available in a 31-category 
classification. To generalize the land cover distribution over the Basin, 
these categories are grouped into four broad classes that include water 
(8.4%), forest (51.5%), agricultural and rangeland (3.9%), and low vegeta
tion, very low vegetation, and barren surfaces (36.2%). Elevation ofMRB 
ranges from 0 m (sea level) to 2200 m (average values at I km resolution). 
Except for a few high altitude observing stations installed just southeast of 
the Basin for the duration of the FOPEX experiment (Smith 2007), there is 
no surface observation in the 1200-2200 m elevation range which occu
pies 14% of the MRB. Satellite offers useful data in such higher elevation 
regions where ground-based measurements do not exist. In this chapter, 
the time is reported in UTC units. Near the center of the MRB at 120oW, 
for example, an observation made at 22:00 UTC corresponds to local solar 
time of 14:00. 
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3 Data and Methods 

3.1 AVHRR Data Collection and Basic Processing 

The NOAA 12 and 14 AVHRR sensor consists of five spectral bands in 
the optical and infrared regions which observe, at a 1 km nominal resolu
tion, the radiances reflected and emitted from clouds, the atmosphere, land, 
water, and cryospheric surfaces. The A VHRR radiances permit the deriva
tion of several major variables for MAGS, including clouds, land/water 
surface temperatures, and solar radiation budget components. 

A VHRR binary format data were collected from Environment Canada 
receiving stations in western Canada. There were 60 scenes collected for 
the MAGS water year (1994/95) and approximately 2170 scenes for the 
CAGES period (June 1998 to September 1999). For each scene, the 
AVHRR pixels were geo-Iocated automatically, using a three dimensional 
model of the earth-satellite system, to the row and column locations of the 
map projections defined for this study (l-km resolution Albers conic equal 
area centered at 118°01 'W for the 1994/95 data and l-km polar stereo
graphic centered at 118°35'W for CAGES). Geo-Iocation of each scene 
was fine-tuned manually to ensure the best possible spatial match from 
scene to scene. The A VHRR satellite raw counts were converted to percent 
albedo (used here to detect clouds) and radiative temperatures following 
the calibration procedures described in the NOAA Technical Memoran
dum NESS 107 (Planet 1988). In accordance with these procedures, time
dependent gain and offset coefficients were obtained from NOAA and ap
plied to the linear calibration of the visible channels from raw count to 
percent albedo. In-orbit time-varying gain and offset coefficients were ap
plied to the linear calibration of the thermal channel data. The thermal data 
were corrected for non-linearity and converted to temperatures using 
Planck's function. Figure 1 shows a portion of the study area in the north
ernmost sector of MRS on July 14, 1999 at 22: 11 UTC (approximately 
13h 15 local solar time at 134°W near the center of the image). The cool 
(20-22°C) Mackenzie Delta contrasts strongly with the surrounding 
warmer land surfaces. Temperature of some areas in the southernmost part 
of the image is above 35°C. The CAGES AVHRR-derived visible data 
served in several projects are described in other publications (Feng et al. 
2002; Guo et al. 2007; Leconte et al. 2007). 

Visible and infrared thresholds were used to discriminate whether a 
pixel was cloudy or clear. Cloud masks created with this simple method 
have cloud/no-cloud edges that often presented contaminated pixels that 
may produce large outliers in the clear sky land surface temperatures. Sub-
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sequently, a more stringent cloud mask was created for the analysis of 
clear-sky data, in which the "clear" perimeter pixels (within l-km) at each 
cloud edge as found in the first cloud masks were assigned a "cloudy" 
status. 

Fig. 1. A YHRR land surface temperatures (LST) on July 14, 1999 at 12: 11 UTe, 
depicting the contrast between the cooler Mackenzie Delta and it surrounding land 
surfaces 

3.2 Land Surface Temperature Information 

At each clear-sky pixel location, radiative temperatures were converted 
(Bussieres 2002) to land surface temperature values through the use of a 
split window algorithm. Various LST products were prepared from the 
pool of A VHRR scenes. These included the generation of clear-sky time 
series values at a selected (longitude, latitude) pair and over (longitude, 
latitude) windows, the generation of l-km resolution and of spatially aver
aged instantaneous LST maps, and of time averaged LST maps. Maximum 
LST maps for the warm season (Bussieres 2002) were obtained by extract
ing the warmest value at each clear sky pixel from the summer time series. 
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3.3 Evapotranspiration Estimates 

The satellite evapotranspiration algorithm developed by Granger (Granger 
and Bussieres 2005) for northern climates and land features was selected 
for this experiment. This algorithm represents an extension of the Penman 
equation to the non-saturated case. It was developed for the Boreal Ecosys
tem-Atmosphere Study (BOREAS) research sites where the algorithm 
gave an accuracy of±O.3 mm day-I. Verification of the algorithm was also 
performed at the Wolf Creek research site, Yukon Territories (Granger et 
al. 2000). Granger's method is based on a feedback relationship between 
the LST and the vapor pressure deficit in the overlying air. In this satellite 
algorithm, an estimate of the LST is obtained near the time of the after
noon maximum. This estimate is converted to a mean daily LST through 
an empirical relationship. The water vapor deficit VP de! is then computed 
empirically at each data grid point as follows: 

VPdef = -0.278 - 0.0 15Tilm + 0.668VP * 11 (1) 

in which VP*j, is the saturation vapor pressure at the mean daily surface 
temperature and ~lm is the long-term mean air temperature to account for 
seasonal and latitudinal effects at a given location. The air temperature 
normals required for the algorithm are determined from the objective 
analysis (spatial interpolation) of climate station data. 

Under clear sky conditions, daily net radiation at each grid point is esti
mated (Bussieres et al. 1997) from a linear relationship with instantaneous 
net radiation obtained at the same time as the LST value. The components 
for instantaneous net radiation are estimated from outgoing long-wave ra
diation observed with A VHRR (thermal infra-red), satellite albedo, and air 
temperature. Estimated net radiation and vapor pressure deficit are then 
used to drive Granger's model at each grid point. 

3.4 Water Temperature Time Series over Water Bodies 

When buoy data collected from Great Slave Lake were compared with the 
MAGS A VHRR dataset over open water, the uncertainty of the LST val
ues was found to be ±2.0°C (Bussieres and Schertzer 2003). For the proc
essing of water temperatures, the location of water pixels was obtained 
from the l-km resolution 1995 CCRS land cover classification (Beaubien 
et al. 1997). To prevent contamination of water pixels by land, all "water" 
pixels within 1 km from the shore were discarded. This was accomplished 
by creating, from the land cover data, a lake/land mask corresponding to 
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the outline of the water bodies, and setting these outlines as non-water pix
els. To avoid data limitation associated with the smaller water bodies, only 
water bodies with area of:::::l0 km2 were sampled. This procedure reduces 
the computational area over all water bodies and completely eliminates 
many of the small ones. Since only the overall behavior of each water 
body was sought, the computed temperature is a spatial average of all the 
water pixels over the water body. 

The time series were filtered to include only observations for which 
95% or more of the surface of the water body is classified as non-cloudy. 
To filter out the remaining outliers, the time series values differing by 
more than 7°C in absolute value from the fitted quadratic curve were re
jected. A new quadratic fit was then performed on the portion of the data 
beginning at the time when above zero temperatures occurred. This quad
ratic equation (Bussieres and Schertzer 2003) takes the form 

T 11 = At2 + Bt + C w (2) 

where Twl1 (in °C) is the water surface temperature fitted from the water 
temperature (Tw) observations, t is the number of days since January 1 (00 
UTC) of a given year, and A, B, and C are empirical coefficients obtained 
by least squares fitting. There is no simple empirical equation yet known 
that describes well the seasonal variation of water temperature. We find 
that Eq. (2) generates more stable results than higher order polynomials. 
The third order polynomial fit, for example, cannot reproduce as well as 
the quadratic the rapid rise in water temperatures in the spring after the 
water becomes completely ice-free. The quadratic equation is useful to ex
tend the seasonal data back to the beginning of the ice-free period in spring 
and also to standardize description of the seasonal trend so that various 
water bodies can be compared. For each water body, the following vari
ables can be computed from Eq. (2): the time (to) when the fitted tempera
ture rises above freezing; the time (t.j) when temperature starts to rise 
above 4°C (i.e., temperature of maximum density for freshwater); and the 
time (tmax) of maximum fitted temperature (Tw max). 

3.5 Cloud Top Temperatures at Selected Locations 

Clouds and their associated precipitation are fundamental aspects of the 
MRB climate system (Hudak et al. 2007). It is assumed that over most 
wavelengths in the 8-14 mm band, the majority of clouds approach a black 
body status (Carleton 1991). Apparent cloud top temperatures (not using 
atmospheric correction as in the case of land surface temperatures) were 
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extracted over a 10 km x 10 km area over Fort Simpson. Cloud top tem
peratures combined with information from MOLTS sounding provided a 
means to estimate the height of cloud tops in a joint study (Hudak et al. 
2004). 

3.6 Canadian Regional Climate Model (CRCM) Outputs 

The coupling of the Canadian Regional Climate Model (CRCM) with the 
Canadian Land Surface Scheme (CLASS) was an important element of 
MAGS (MacKay et al. 2003, 2007). For model verification, a method was 
developed to compare model outputs with satellite-derived LST values. 
The model outputs are available on a polar stereographic grid, at 50-km 
resolution, centered at 124°45'W. The most suitable model variable for 
comparison with satellite LST is the GT which is a combination of the soil 
and vegetation canopy skin temperatures for each grid cell. 

Initial comparison (referred to as the MAGS-l method) of model GT 
with the maximum A VHRR LST map published in Bussieres (2002) 
showed large differences due to differences between times of LST obser
vations and of the standard model grid outputs available in this study. Fig
ure 2 shows a histogram of the number of A VHRR scenes as function of 
the time of day as well as the corresponding numbers for the archived 
CCRM gridded outputs. The A VHRR LST values observable in the 21-23 
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Fig. 2. Comparison of the timing of A VHRR observations with the 6-hourly 
CRCM outputs 
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UTC range corresponded to times of higher surface heating than the near
est CRCM grid output presented for 18 UTC or 00 UTC. 

The intercomparison method was subsequently improved to avoid this 
time mismatch. In this method, referred to as the MAGS-2 method, only 
the A VHRR LST values within one hour of CRCM/CLASS grid output 
times are used. The MAGS-2 method also includes an improved algorithm 
for the spatial aggregation of the l-km A VHRR data to the 50-km model 
resolution. This algorithm assigns a unique number to each CRCM grid 
cell location to produce a map of grid cell numbers over the modeling do
main. The map is then projected with standard USGS cartographic trans
formation code into the l-km resolution A VHRR map projection. All LST 
values at A VHRR locations with the same CRCM grid number are aggre
gated to provide the desired comparison points. Comparisons were made 
under clear sky since AVHRR LST values are not available under cloudy 
conditions. Only aggregated A VHRR grid values with more than 60% 
clear sky pixels were used. To further ensure that cloudy CRCM values are 
not compared with clear sky A VHRR data, grid point values with more 
than 20% total model integrated cloud were discarded. Thus, when aggre
gating the clear sky l-km A VHRR data values, the representativeness of 
the aggregated grid value at 50-km depends on how many clear sky values 
are used (maximum of about 2500 values). Since the land surface scheme 
component is not involved in the generation of clouds, this method of ex
amining CRCM/CLASS outputs under clear sky conditions presents an 
opportunity to evaluate CLASS within the CRCM. 

3.7 Moderate Resolution Imaging Spectroradiometer (MODIS) 
LST Data 

After the NASA TERA and AQUA satellites were launched, additional 
LST data derived from the MODIS instruments for 2002-04 were ordered 
from the NASA EOS DACC for comparisons with CRCM GT values. 
Automated satellite geolocation, calibration, cloud masking, and general
ized split window temperature computations were performed at source by 
NASA teams (Wan et al. 2004). The same authors suggest an uncertainty 
of ± 1 K with the MODIS LST values. As with the A VHRR data, inter
comparison with CRCM data was performed using the MAGS-2 method. 
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4 Results and Discussion 

4.1 Land Surface Temperature and Model GT 

The computation of maximum LST for the MRB (Bussieres 2002) was in
tended as a tool to explore and develop a better understanding of the com
plex energy and water processes leading to variations in surface tempera
tures. The maximum LST patterns of MRB for 1994 can be subdivided in 
three land zones (>3SoC, 33-34°C, and 27-32°C) and a water dominated 
zone (20.SoC on average). The highest maximum temperatures zone 
(>3S0C) corresponds to a combination of minimal vegetation and low ter
rain. Maximum LST for summer 1994 decreased with increasing vegeta
tion density, and with elevation at a rate of -4.SoC km-I. This study recog
nized the role of water surfaces in the cooling of the Mackenzie Delta and 
over the Canadian Shield east of Great Bear and Great Slave Lakes. At
tempts to explain the subdivision of the three land zones with the amount 
of moisture in the soil and vegetation were made, but these were inferred 
mainly on the basis of the type of vegetation, as no information is available 
to ascertain whether the areas of higher LST corresponded with areas of 
low water content. 

Using the MAGS-2 method, the satellite LST values were compared 
with the CRCM/CLASS GT values. Figure 3 shows histograms of the 
number of maximum LST values observed by satellite and the modeled 
values for May-September 1999. The histogram labeled as "ALL A VHRR 
LST" is the maximum A VHRR LST for all available A VHRR data includ
ing those from 20 to 23 UTC done with the MAGS-l method. The histo
gram "AVHRR _ LST _ at_ RCM _TIMES", obtained by the MAG-2 method 
(with a lower peak temperature of 29°C versus 36°C according to MAGS-l 
method), is a much better match to the CRCM GT values. 

Since climate models are designed to simulate the mean climate rather 
than the extremes, comparing the mean values should be more meaningful 
than comparing maximum values. With the MAGS-2 method, the spatial 
variation of mean temperature for May-September 1999 yielded the same 
standard deviation (4.4°C) for AVHRR LST as for model GT. Both model 
GT values and LST exhibit higher temperatures in the central Basin and 
cooler in the mountains. Both GT and LST values are cooler in the areas 
east of the three largest lakes (Canadian Shield region) with the model GT 
values being lower by I.SoC on average. 
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Fig. 3. Histograms of the number of maximum LST values observed by satellite 
and of the corresponding maximum CRCMlCLASS GT values for May to Sep
tember, 1999 

The temporal variation ofLST and GT can be compared using the clear
sky time series at one CRCM model grid point in an area north of Inuvik 
(Fig. 4). This grid was chosen to include infrared temperature (IRT) meas
urements made during a Twin Otter flight over the area in 1999 (Brown
Mitic et al. 2001; Nagarajan et al. 2004). This example also illustrates the 
scaling of l-km satellite data to 50-km model resolution. The spatial aver
ages of the high-resolution Twin Otter IRT observations are shown for the 
tundra (centered near 68°40'N, l33°40'W) and the Mackenzie Delta (ap
proximately at 68°40'N, l33°25'W) flight lines. During the spring and until 
day 163 (June 12), differences between Delta and tundra AVHRR LST 
values can reach 10°C, as shown by the large size of the grey zone be
tween the two time series. During summer, the differences are reduced, as 
indicated by the small vertical extent of the grey zone. In general, the 
AVHRR LST values are within ±2.6°C of the IRT observations. The 
A VHRR LST aggregated at 50-km resolution and the RCM/CLASS GT 
values are in good to excellent agreement, except for the Delta during the 
period of snow melt (Schuepp et al. 2000) on day 145. 

There is a strong correlation (r2 = 0.98) between monthly A VHRR LST 
and CRCM values under clear sky conditions, averaged over the MRB for 
the period May-September 1999 (Fig. 5). The warmer (>20°C) AVHRR 
LST values are from the NOAA12 satellite (daytime passes) while the 



Application of Visible and Infrared Satellite Data 49 

35~--------------~------------------~ Grid point values: 
30 • CRCMGT 

G 25 0 AVHRRLST 
o Twin Otter IRT measurements: 
'-" 20 ~ • Tundra 

~ 
l-< 
~ a 
~ 

E--

15 o Delta 

10 

5 
0 

_51 

-10 

• 

• 
170 180 190 200 

Julian day (1999) 

Fig. 4. Clear sky temperatures at a model grid point north of lnuvik. Large black 
circle are CRCMlCLASS GT values at the grid point and large white circles are 
the A VHRR LST values obtained for the same grid point and at the same time. 
Shaded area is bounded by two series of sub-grid scale LST observations, with 
one series (darker edge) taken over a small area in the Mackenzie Delta and the 
other series (light edge) over a small area in the tundra. The Delta and the tundra 
are representative of the two major land cover types found within this model grid 
square. These two areas are made to coincide spatially with Twin-Otter infrared 
thermal (TRT) observations shown here as black square (tundra) and as open 
square (Delta) 

• AVHRR (1999) 
- Fitted A VHRR 
D MODIS (2002-04) 
- Fitted MODIS 

-30 -20 -10 20 3 

-20 

-30 

A VHRR LST CC) 
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September 1999 and between MODIS LST and CRCM/CLASS GT for summer 
and winter 2002-2004 
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cooler values (0 to 15°C range) are from the NOAA 14 satellite (nighttime 
passes). On a monthly basis, model GT is 3.0°C lower than the LST. Com
parison between land surface temperatures and model data can also be 
made under various constraints (elevation or land cover, for example). 
Figure 6a indicates that for May-September 1999, the bias (GT minus 
LST) is negative and increases with elevation. It is noted that most of the 
data pertain to the 200 to 800 m elevation range. 
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Fig. 6. Elevation effect in AVHRR LST and CRCM GT CC) over the Mackenzie 
Basin, for (a) the period from May to September 1999, and (b) for May 1999. In
dividual points are averages per elevation bin. Lines are 5-point moving averages 
(equivalent to 100-meter data bins) 

Clear sky validation of the CRCM/CLASS GT (skin temperatures) in 
relation to the timing of snowmelt (Szeto et al. 2007) suggests that the re
gional climate model has a strong cold bias that leads to delayed snow
melt. The timing of the spring melt can be further investigated using satel
lite data. For example, if the model retains snow at high altitudes when the 
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actual surface is already bare, a bias should be noticeable when GT is 
compared with the A VHRR LST. Such a comparison for May 1999 is pro
vided in Fig. 6b, between clear-sky A VHRR LST and CRCM GT as func
tion of elevation. Both datasets showed a general decrease of temperature 
with elevation. However, departures from this general trend (e.g., peak 
near 600 m elevation) indicate that elevation is only one of the controlling 
factors. The average latitude for all observed values below 600 m is 
61.5"N, while above 600 m it is 54.6"N. Multiple regression analysis sug
gests that latitude has a similar effect on temperature as elevation. During 
the spring, snow is likely to be present when surface temperature remains 
below O°C. In the May CRCM values, below zero GT temperatures occur 
above 1000 m, while below zero LST temperatures occur only above 1400 
m in the A VHRR data. The bias (GT minus LST) is about 2°C below 1000 
m and more than 5°C above this level. In June to September, RCM GT and 
AVHRR LST are more closely related than in May. These results support 
the hypothesis that snowmelt is delayed in the model, especially as GT and 
LST differences are greater at lower temperatures. 

With the MODIS LST data, we choose two periods for study: one being 
the warmest months (June-August) and the other the coldest (December
January). There is a high correlation (r2 = 0.99) between the monthly 
MODIS LST and CRCM GT values over MRB (Fig. 5). At this monthly 
scale, the model GT is 5.0°C cooler than the LST estimated from MODIS, 
a bias that is stronger than the 3.0°C difference between GT and the 
A VHRR LST. Differences in the LST derived from A VHRR and from 
MODIS may be attributed to certain parameters, such as atmospheric cor
rection for temperature, pixel resolution, and cloud detection skill in the 
satellite algorithms. The June-August clear sky temperatures averaged 
13.8°C in the 1999 A VHRR data, which is about 1°C within the range of 
average values obtained with the MODIS data (12.8, 14.7, and 15.0°C for 
2002,2003, and 2004, respectively). 

The collected MODIS LST data allowed comparison with model values. 
Figure 7 shows the difference (CRCM GT minus MODIS LST) as func
tion of elevation for July-August and for December-February. Again, the 
difference is less at low elevation than at high elevation, and is also less in 
winter than in summer. Since a snow cover is expected over large parts of 
MRB during most of December-January, the CRCM GT seems to repro
duce better the remotely sensed estimates of temperatures under snow
covered than snow-free conditions. 
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Fig. 7. Difference between MODIS LST and CRCM GT CC) for summer and 
winter, at various elevations in the Mackenzie Basin, based on data years 2002 to 
2004 

4.2 Clear Sky Evapotranspiration Computed with Granger's 
Algorithm 

A series of 30 A VHRR scenes from 1994 data were processed with 
Granger's feedback algorithm. Computation was performed for the entire 
MRB, but excluding areas over water bodies. Evapotranspiration varied 
from 1.4 to 2.2 mm day-I, with the A VHRR pattern suggesting higher rates 
over the south than over the northern half of the Basin. Although the un
certainty is high and the results are not strictly applicable to the mountain
ous areas, the algorithm suggests higher evapotranspiration over wetlands 
and denser vegetation areas. Monthly water balance computations for 
summer 1994 (Soulis and Seglenieks 2007) suggest monthly amounts of 
63.0 mm in June, 66.9 mm in July and 47.2 mm in August. These values 
give evaporation estimates in the range of l.6 to 2.2 mm day-I. 
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4.3 Temperatures of Water Bodies 

Although the sampling of surface features with A VHRR data is limited in 
time by the number of orbits and the presence of clouds, Bussieres and 
Schertzer (2003) obtained sufficient data over water bodies to generate 
seasonal time series of water temperature. A sample of the results (1999 
dataset shown in Table 1) indicates that latitudinal influence is much more 
important than lake size in affecting the shape and amplitude of the tem
perature curves. Compared to Great Slave Lake, the duration of open water 
for Lake Athabasca is longer and begins about 16 days earlier; for Great 
Bear Lake the open water season is shorter and begins about 45 days later. 
Fitted maximum temperatures are 15.5°C for Lake Athabasca, 13. 7°C for 
Great Slave Lake, and 6.SoC for Great Bear Lake. Field data collected in 
2004 by Rouse's team yielded an observed maximum water temperature of 
5.SoC in mid-August. Rouse et al. (2005, 2007) combined the information 
from A VHRR data with the field data from lakes of various sizes and de
scribed the role of high latitude lakes in the regional energy balance con
text. With the development of a lake component in regional models, satel
lite-derived water temperatures will provide useful data for the verification 
of model output. 

On the basis of Eq. (2), it is possible to derive the date where the fitted 
seasonal temperature curve (Twll ) reaches 4°C (t4 shown in Table 1), a time 
when the lake should be free of ice. With an uncertainty of ±2°C for the es
timated temperature Twll , the corresponding uncertainty for t., is ±6 days. 
Figure S provides a comparison of the spring breakup date for 1999 over 
Great Slave Lake, ODAS site, as detected by the A VHRR method and by 
the passive microwave (SSM/I) method (Walker 2001 pers comm, and as 
reported in Schertzer et al. 2002). SSM/! technique indicates that breakup 
began on May 26 or day 146, a date that can be accepted with high confi
dence, and the microwave data illustrates the transition towards the lake 
being clear of ice (Fig. Sa). A VHRR method (squares and line fitted Eq. 
(2), in Fig. Sb) suggests that the area was completely free of ice with Twll = 

4°C on June 17 (day 16S). The dates estimated by both techniques agree 
closely with lake observations. 
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Table 1. Coefficients of water temperature time series during the 1999 ice-free 
season for various water bodies; T=At+Bt+C where t = number of days since 
January 1, 1999, 00 UTC 

Time Coefficients 
10 d a 14 d b A*1O-3 °C d-2 B °Cd-1 C °C 

Great Bear 197.9 212.2 -4.25625 2.0247 -233.969 
Great Slave 152.5 163.9 -2.62976 1.1809 -118_926 
Athabasca 135.9 147.1 -2.37420 1.0284 -95.894 
La Martre 143.1 152.7 -3.12388 1.3417 -128.029 
Williston 125.8 139.5 -l.73876 0.7543 -67.378 
Claire 115.4 124.7 -2.60311 1.0548 -87.049 
Cree 121.3 132.9 -2.09680 0.8796 -75.852 
Lesser Slave 116.2 128.5 -l.73780 0.7510 -63.800 
Conjuror Bay 135.3 147.4 -2.42984 l.0151 -92.840 
Tazin East 128.8 139.7 -2.43858 l.0215 -91.101 
Cree SWpart 119.7 132.3 -l.89427 0.7946 -67.966 
Travaillant 142.4 152.3 -3.21195 1.3525 -127.480 
Duncan 146.8 157.l -2.96906 l.2901 -125.400 
Prelude 128.9 138.7 -2.82118 1.1657 -103.391 
Francois 126.9 137.8 -2.48045 1.0245 -90.058 
alo = value of I when fitted temperature starts to rise above O°C. 
bl4 = value of I when fitted temperature reaches 4°C. 

Water bod)' name Imax d C Tmax °C Ekm2 Latitude ON] 
Great Bear 237.9 6.8 27287 65.95 
Great Slave 224.5 13.7 21323 61.50 
Athabasca 216.6 15.5 6861 59.11 
La Martre 214.8 16.0 1236 63.32 
Williston 216.9 14.4 567 56.25 
Claire 202.6 19.8 916 58.55 
Cree 209.7 16.4 624 57.51 
Lesser Slave 216.l 17.3 919 55.40 
Conjuror Bay 208.9 13.2 100 65.73 
Tazin East 209.5 15.9 64 59.82 
Cree SWpart 209.7 15.4 77 57.32 
Travaillant 210.6 14.9 67 67.70 
Duncan 217.3 14.8 16 62.86 
Prelude 206.6 17.0 18 62.57 
Francois 206.5 15.7 13 62.44 
c(max = value of I when fitted temperature reaches maximum value (Tmax). 
W = western section of lake 
E = eastern section of lake 
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Fig. 8. 1999 Spring breakup of Great Slave Lake at the ODAS, detennined with 
(a) passive microwave technique, 37 Ghz V-H polarization difference, and (b) 
A VHRR water temperature technique 

5 Conclusion 

At the beginning of this project, we underestimated the difficulties of un
dertaking joint studies of the Mackenzie Basin using a combination of sat
ellite data, site observations, and model outputs. As problems were identi
fied and solutions evolved, the goal was attained and two new methods 
were developed using l-km resolution satellite thermal infrared data: 

- for generating land surface temperature (LST) data and for applying 
such data in model evaluation; 

- for generation of lake water temperature to examine its seasonality, 
relationship with buoy data, and application to lake evaporation. 

The project also explained the temporal and spatial variations of the 
LST in the context of the MRB, and explored relationships between LST 
and other types of data and with model outputs. For example, the large 
number of small water bodies «1 km2) in eastern MRB was found to have 
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a collective influence on the observed LST, and the relative influence of 
small to large water bodies in basin evaporation has been assessed (Rouse 
et al. 2007). These and other applications of satellite information contrib
ute to understanding the energy and water cycles of the Basin. 

An investigation on the relationship between LST and CRCM GT has 
confirmed that the model GT is 3-5°C cooler than the satellite-derived 
LST. The bias is larger at higher elevation than at lower elevation and 
stronger in summer than in winter. Since clouds in CRCM/CLASS are 
specified and not generated by the model, results of simulation under 
cloudy conditions do not depend completely on CRCM/CLASS. Compari
son of satellite-derived and modeled temperature under clear sky condi
tions is a useful approach to identity effects that are related to 
CRCM/CLASS. This project has produced data for 2002-04 that show a 
smaller bias in winter than in summer. Future investigation is warranted to 
study this effect which is likely related to the presence or absence of snow 
and other land cover aspects. 
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Chapter 4 

On the Use of Satellite Passive Microwave Data 
for Estimating Surface Soil Wetness in the 
Mackenzie River Basin 

Robert Leconte, Marouane Temimi, Naira Chaouch, 
Fran<;ois Brissette and Thibault Toussaint 

Abstract A method is presented to obtain dynamic estimates of basin wetness 
(BWI) and fractional water surface (FWS) indices at the scale of the Mackenzie 
River Basin using SSM/l remotely sensed brightness temperature measurements. 
The approach accounts for the seasonal evolution of the vegetation state and the 
basin surface heterogeneity. Results demonstrate that the approach can filter out 
the vegetation effect and produce reasonable estimates of FWS at the basin scale. 
However, the low resolution of SSM/T and other passive microwave sensors pre
cludes the use of this approach for monitoring soil wetness at a smaller scale. 
Also, the FWS cannot distinguish moisture effects from open water bodies from 
that of soil surface. A methodology based on the combined use of passive micro
wave and visible data, along with topographic information, has been developed to 
separate the open water from the soil surface component in estimating the BWI, 
and to downscale the index at the digital elevation models scale using a topo
graphic index (TI) which is continuously adjusted to account for vegetation 
growth. When applied to the Peace-Athabasca-DeIta area, this method improved 
the correlation between soil wetness and precipitation measured at a meteorologi
cal station, compared to an approach based on a time invariant Tl. 

1 Introduction 

Soil wetness, also referred as to soil moisture, is a key variable for climate 
studies, as it controls the exchange of water and heat energy between land 
surface and the atmosphere through evaporation and transpiration, and 
therefore affects the development of weather patterns and the production 
of precipitation. It is also important to those concerned with flood fore
casts, flood control, reservoir management, soil erosion and water quality 
through its prime role in partitioning rainfall into infiltration and surface 
runoff. Yet, soil wetness is poorly monitored over much of the globe, 
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mainly because of the difficulties of accurately measuring that state vari
able and to extrapolate the measurements over a range of scales, from local 
to regional to global. 

Soil wetness is defined here as the reservoir component of the land sur
face hydrologic cycle. On an annual basis and at the watershed scale it is 
often assumed that changes in soil water storage are zero. However, the 
year-to-year changes in storage in the Mackenzie River Basin (MRB) can 
be as much as 25% of the mean annual runoff because long term fluctua
tions in groundwater, lake, and glacial storage can occur. Since this is 
within the range of the closure error in many hydrologic models, inde
pendent measures of basin storage are required to verity model values. 

An ability to better calibrate hydrologic models will undoubtedly trans
late into more reliable flood forecast estimates. Models that explicitly 
make use of soil moisture-derived information to generate flood forecasts 
usually fall in the category of 'physically based' models, though the degree 
of conceptualisation and parameterisation can be significant. Nevertheless 
many of these models often do not lend themselves to direct and easy use, 
and the water resource practitioner may want to look for simpler tools to 
forecast flows. Soil wetness information coupled with discharge data offer 
some potential for improving operational flood forecasting as the magni
tude and persistence of high or low river flows is related to soil moisture 
status in the basin. 

The main objectives of this research are two-fold: first, to develop an 
approach to evaluate the temporal distribution of soil wetness applicable to 
the MRB and sub-basins and, second, to use soil wetness estimates for 
flood forecasting. Because of the extreme heterogeneity of landscape, soil 
and vegetation of the MRB, it is not feasible to obtain direct measurements 
of soil wetness at the watershed scale. Passive microwave remote sensing 
offers a promising avenue to retrieve soil moisture at the watershed scale 
because of the high sensitivity of the microwave frequencies to the amount 
of water at the soil surface (Jackson 1993; Lakshmi 1996; Njoku et al. 
2003; Wigneron et al. 2003), and also because satellite imagery offers the 
possibility of basin wide daily coverage. Brightness temperatures meas
ured at low frequencies (L band) were recommended for soil moisture re
trieval since they minimize atmospheric and vegetation effects. Although 
there are currently no satellite sensors operating at L band, missions de
voted specifically to soil moisture retrieval, such as the Soil Moisture and 
Ocean Salinity (SMOS) mission, are planned for launch in the near future. 
Note that remote sensing can only provide information pertaining to soil 
moisture at the near surface, i.e., up to a few cm, depending on sensor 
electromagnetic frequency. Moreover, the low spatial resolution of passive 
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microwave sensors (typically in the order of 20--40 km) complicates vali
dation of the soil moisture derived products. Whether surface moisture 
gives a reasonable estimation of soil wetness depends on the watershed 
physiographic features. For example, a decoupling between surface and 
deeper soil moisture is frequently observed for low vegetated clayey soils. 
Watersheds that do not present strong vertical soil moisture gradients offer 
better perspectives for inferring soil wetness from surface soil moisture in
formation. The MRS falls in the latter category. 

2 A Dynamic Basin Wetness Index for the Mackenzie 
River Basin 

2.1 The Basin Wetness Index 

The Basin Wetness Index (BWl) suggested by Basist et al. (1998) is based 
on the correlation between the decrease in emissivity and the presence of 
water at or near the soil surface which affects the brightness temperature 
differences measured by SSMII (Special Sensor Microwave Imager) at 19, 
37, and 85 GHz. This index accounts for surface heterogeneity due to 
vegetation as well as seasonal variations related to vegetation growth, and 
it allows the calculation of the Free Water Surface coverage (FWS) which 
is a potential indicator of water storage within the upper soil layer. The 
moisture in the soil reduces its emissivity and affects the differences be
tween emissivities estimated at different frequencies. The reduction in 
emissivity can be computed as: 

(1) 

where fJo and fJl are two empirical parameters, and & is the emissivity at 
the frequencies Vj to V3. This relationship between emissivity reduction and 
emissivity differences can be expressed as a linear combination of bright
ness temperature differences that defines the BWI. Thus, the BWI is written 
as: 

(2) 

where Th( VI), Th( V2), and Th( V3) are brightness temperatures remotely 
sensed by the SSMII at 19, 37, and 85 GHz, respectively. These corre
spond to the vertically polarized channels in order to reduce the emissivity 
variation caused by the presence of wet surfaces. The empirical parameters 
fJo and fJl account for the non-linear reduction of emissivity with liquid 
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water at high frequencies. In addition, these parameters account for the 
mismatching field of views (FOY) of the different channels of the satellite 
sensor, which vary from 60 km at 19 GHz to 15 km at 85 GHz (Basist et 
al. 2001; Tanaka et al. 2002). 

Wetness reduces the emissivity and therefore the sensed brightness tem
perature. To accurately estimate the surface temperature, the wetness ef
fect should be taken into account by adding the BWI to the brightness tem
perature. The BWI can therefore be considered as compensation for the 
vertically polarized brightness temperature reduction at 19 GHz due to soil 
wetness (Basist et al. 1998). The surface temperature therefore can be es
timated as: 

T, = (Th(19V) + BWI}:o-l (3) 

where co is the dry land emissivity assumed to be equal to 0.95 and ap
proximately frequency independent. Pily et al. (2003) used a value of 0.97, 
which resulted in a 3% relative difference in the final FWS estimate. 

A Free Water Surface coverage (FWS) index has been defined in several 
studies (e.g., Choudhury 1991; Pily et al. 2003; Prigent 1997; Tanaka et al. 
2000). It is the fraction of free-water surface within a pixel. Generally, the 
FWS is estimated by an emissivity difference ratio: 

FWS = (e draysurface - e soil ) / (e draysurface - e wetsurface ) (4) 

In the Basist et al. (1998) study, this parameter is written as: 

FWS = [1- Tb(19V) - /0.33 
(Tb(19V) + BWI )/ &0 

(5) 

where Tb(19V) is the vertical polarization brightness temperature at 19 GHz. 
The value of 0.33 is the average (empirically determined) difference be
tween wet and dry soil surface emissivities. 

The FWS and BWI are affected by liquid water at or near the surface 
within the satellite FOY. In addition, both are sensitive to water inter
cepted by vegetation and flooded or wet open areas between plants. Their 
sensitivity to water on the ground depends on the state of vegetation. A 
dense vegetation cover should attenuate the underlying soil signal and re
duce the index sensitivity, especially at high microwave frequencies. Tem
poral evolution of vegetation cover is therefore critical for the determina
tion of BWI and FWS. The dynamic effect should be filtered out in order to 
increase the BWI sensitivity to the water at the soil surface. 
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Basist et al. (1998) used constant /30 and /31 values. However, the tempo
ral evolution of the vegetation and the surface conditions should have an 
effect on the emission process and consequently on the relationship be
tween the BWI and the brightness temperature differences. It is expected 
that both /30 and /31 follow a seasonal pattern that should be repeatable from 
year to year. /30 and /31 are also expected to be spatially variable due to dif
ferences in vegetation types and density. Thus, the relationship between 
the emissivity reduction due to wetness, and the brightness temperature 
differences that define the BWI, needs to be readjusted over time and geo
graphical locations. 

To overcome the classification that would otherwise be required to de
fine vegetation type related /30 and /31 values, and to account for the tempo
ral evolution of the vegetation cover, it was decided to generate the pa
rameters of the BWI for each satellite image within summer-fall seasons 
and on a pixel by pixel basis (Temimi et al. 2003). Representative time se
ries of /30 and /31 values are then produced. This dynamic readjustment 
should improve the BWI sensitivity to the liquid water on the soil surface. 
A mobile window was programmed to scan each satellite image, leading to 
the generation of /30 and /31 versus time functions. The window width was 
fixed at 5 pixels. The value of the estimated empirical parameters is ex
pected to vary with the size of the mobile window. Despite this variation, 
the parameters should maintain the same trend. Considering that it is the 
trend of the parameters that will be used to estimate BWI and FWS, the 
size of the mobile window is unlikely to be a crucial consideration as long 
as it is not so big as to encompass large terrain heterogeneities. 

2.1 Application 

The proposed method was applied to the MRB. The physical characteris
tics of this Basin are described in Woo et al. (2007). SSM/! data were ex
tracted from the National Snow and Ice Data Center (NSIDC) database. 
The resolution of the SSMII imported images is approximately 55, 33, and 
14 km for 19, 37, and 85 GHz, which are mapped in polar azimuthally 
equal-area grids (ascending mode). Air temperatures were computed by 
the Global Environmental Multiscale (GEM) model, a meteorological 
forecast model developed by the Canadian Meteorological Centre (Cote et 
al. 1998). Air temperatures were used as an approximation for soil surface 
temperatures. 

Brightness temperatures and air temperatures measured during the 
summers of 1998 and 1999 were used to calibrate the BWI model, i.e., to 
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estimate the empirical parameters of the BWI, daily and on a pixel by pixel 
basis. This was done first by solving Eq. (3) to obtain BWI estimates, and 
then Eq. (2) to retrieve /30 and /31 values by linear regression from com
puted BWI and corresponding observed Tb values inside the mobile win
dow. The resulting time varying curves were filtered to extract temporal 
trends of the parameters, and then averaged for the two calibration sea
sons. Variable parameters thus obtained from the fitted averaged curves 
were subsequently used to compute the BWI and therefore the FWS for the 
other years. 

Figure I illustrates the variability of the empirical parameter /30 during 
the summer seasons. Results shown are for one pixel in the MRB Delta 
(69°01 'N; 134°08'W). The figure shows that this parameter is time variant. 
Parameter /31 (not shown) exhibits a similar seasonal trend. It is hypothe
sised that the temporal variability of /30 and /32 and its repeatability over 
time are mainly caused by the evolution of the vegetation cover. Fluctua
tions around the fitted curve are a combination of the changing atmos
pheric conditions, surface state evolution and the heterogeneity effect, 
which all affect the determination of empirical parameters using the mov
ing window. The repeatability of the seasonal patterns of the /30 and /31 
values was confirmed in all of the MRB except in the mountainous areas 
in the west, with correlation coefficients above 0.7. A topography effect 
that has not been considered in this research is probably responsible for the 
observed lack of correlation in mountainous landscape. 

Figure 2 is an example of average monthly FWS estimates computed 
from Eq. (5) using SSM/l data measured during the summer season of 
2000. FWS values vary between 0 (dry land) and 100 (water). The FWS 
decreases progressively from the southern to the northern part of the Basin. 
The largest lakes, i.e., Great Bear, Great Slave, and Athabasca, gradually 
become open water surfaces as their lake ice melts. The southwestern part 
of the Basin has the highest average annual precipitation (Szeto et al. 
2007). According to the FWS maps, it is generally the wettest part of the 
Basin. However, there is some uncertainty due to the presence of relatively 
dense vegetation and the topographic effect not considered in our study. 
The low area between Great Bear Lake and Great Slave Lake has higher 
FWS values compared to other parts of the Basin. 

The variation of the FWS over the Basin's outlet is presented in Fig. 3. 
The FWS values were computed for the summers of 1997, 1998, 1999 and 
2000. FWS values computed for the summer of 1998 are higher than those 
for other years. The summer season of 1998 was the eighth wettest on re
cord (Kochtubajda et al. 2002), and mean temperature of the Basin was 
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Fig. 2. Spatial variations of the FWS over the Mackenzie River Basin during the 
summer of2000 
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above normal. This probably explains the higher values of FWS obtained, 
especially at the beginning of the summer. In addition, in August 1998 the 
Basin was considered a source of moisture as evaporation exceeded pre
cipitation by nearly 17 mm month-I, compared to 6.92 and 9.33 mm 
month-1 for August 1997 and 1999, respectively, which are considered 
normal years (Proctor et al. 2000). This corroborates the steeper slope of 
the FWS obtained at the end of the summer of 1998, as compared to the 
other years. 
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Fig. 3. Comparison of the FWS estimates over the summer season of 1997, 1998, 
1999 and 2000 in the Basin outlet 

A comparison between the FWS retrieved using constant and time vary
ing parameters Po and PI was also performed at various locations within 
the MRS (not shown here). Using constant parameters, the FWS remained 
approximately constant for the entire summer, before significantly aug
mentation during the wet fall season. On the other hand, the time varying 
parameters produced FWS values that exhibit a seasonal pattern, character
ized by an increase of the index shortly after snowmelt, followed by a 
gradual decrease as the Basin becomes progressively drier when evapora
tion exceeds precipitation. Using time varying empirical parameters pro-
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duced a more 'natural' behavior of the FWS, hence of the BWI, reflecting 
their sensitivity to moisture conditions at the soil surface. 

Low resolution of the SSM/I sensor precludes application of the pro
posed approach to monitor regional and local scale surface soil moisture 
patterns. Furthermore, the approach is based on the simultaneous utiliza
tion of 19, 37, and 85 GHz passive microwave data, which is not optimal 
for quantitative retrieval of surface soil moisture estimates, as vegetation 
and atmospheric effects may be significant, even after using time varying 
parameters to calculate the BWI and FWS indices. The AMSR-E (Ad
vanced Microwave Scanning Radiometer - EOS) sensor onboard NASA's 
Aqua satellite launched in May 2002 offers a larger spectrum of micro
wave frequencies/spatial resolutions, and therefore should be more amena
ble to carry out BWI estimates at a regional scale. Moreover, merging low 
resolution passive microwave data with information from high resolution 
sensors in the visible range should further improve the spatial resolution of 
BWI estimates. The next section presents such an approach. 

3 A Basin Wetness Index at the Regional Scale 

Terrain-based wetness indices have been proposed to provide a systematic 
distribution of soil moisture at the watershed scale (e.g., Beven and Kirkby 
1979; Chap lot and Walter 2003; Crave and Gascuel-Odoux 1997; Gomez
Plaza et al. 2000; Romano and Palladino 2002; Wilson et al. 2005). Most 
of these indices assume that the change in soil moisture is controlled by 
two main factors, namely the spatial variability of soil properties such as 
hydraulic conductivity, and topographic attributes such as slope, aspect, 
and the distance to the stream bank. 

Classic topography-based wetness indices are static and cannot capture 
the temporal variability of the soil water content. However, most of the 
proposed indices in the literature do not explain more than 50% ofthe spa
tial distribution of soil moisture (Western et al. 1999). It is well known that 
vegetation cover exerts a major influence on soil moisture spatial patterns 
(Gomez-Plaza et al. 2000, 2001; Qiu et al. 2001; Western et al. 2002). 
Thus, it is important that topographic indices take into account the vegeta
tion cover in order to improve their prediction of the spatial distribution of 
the water content in catchments. This requires assessing the vegetation 
cover development. Ancillary data such as high resolution MODIS (Mod
erate-Resolution Imaging Spectroradiometer) images from the Terra satel-
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lite (250-meter resolution) can be used for a daily assessment of the vege
tation cover. 

We propose an approach that combines low resolution passive micro
wave data and high resolution topographic/vegetation attributes to monitor 
the spatial and temporal variations of soil wetness at a regional, i.e., kilo
meter, scale (Temimi et al. 2004). It is expected that this combination will 
improve the low resolution of the passive microwave map and overcome 
the static behavior of the developed wetness indices. The approach in
volves retrieval of a basin wetness index (BW!) from the AMSR-E 37 GHz 
vertically polarized data, which will provide the low spatial, but high tem
poral resolution of surface soil wetness. Achievement of a high resolution 
BWI will be made possible by mapping topographic information, in the 
form of a topographic index TI, onto the BWI. The influence of seasonal 
vegetative growth will also be taken into account through a dynamic, as 
opposed to a static, adjustment of the TI. 

3.1 The Topographic/Vegetation Index 

The classic wetness index proposed by Beven and Kirkby (1979) is based 
on two parameters and is written as: TI = In (a/tanjJ), where a is the con
tributing area and tanjJ is the local slope of the terrain. It merely represents 
the wetness state as a function of the ratio of the drained area divided by 
the local slope, without explicitly considering the vegetation. However, 
Qiu et al. (2001) concluded that the differences in vegetation resulting 
from different land use types can dominate the spatial distribution of the 
soil moisture, and Gomez-Plaza et al (2001) stated that the topographic at
tributes effect on the wetness state depends largely on the vegetation 
cover. Therefore, we suggest modifying the static index by weighting its 
components using the vegetation canopy density which largely influences 
the spatial distribution of the soil moisture: 

TI= Vln(a) + (I-V) In(l/tanjJ) (6) 

V is the fractional vegetation cover estimated using the following rela
tionship (Eagleson 1982): 

v = I - exp(-j.) LA!) (7) 

where LAI is the Leaf Area Index and j.) is the extinction coefficient. The 
value of j.) varies depending on the canopy density between 0.35 (low 
vegetation density) to 0.7 (high vegetation density). 
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The first component of the index reflects the contribution of the vege
tated soil, which is usually wetter, and for which non-local controls such as 
the contributing area dominate the soil moisture response (Grayson et al. 
1997). The second component accounts for bare, or non-vegetated, soils 
where moisture is more affected by local control conditions such as slope, 
aspect, and soil profile. 

Combining Eqs. (6) and (7) yields: 

TI = In(a) -In(atan!3)e- J1*LAI (8) 

in which T! is no longer static as the fractions estimated from the LA! val
ues are variable with time; and this formulation accounts for the vegetation 
effect on the spatial distribution of soil moisture. As the LA! can be esti
mated from satellite imagery, such as MODIS, Eq. (8) can be applied on a 
per pixel basis to provide spatial and temporal maps of TI. 

3.2 The Basin Wetness Index 

An index is proposed that combines information from AMSR-E passive 
microwave data and MODIS visible data. The proposed methodology first 
consists in using the 37 GHz vertically and horizontally polarized AMSR
E brightness temperature to extract the fractional water surface (FWS) in
dex on a pixel by pixel basis by applying a mixing model: 

PRobs = ow· PRow + f· PRr + nf· PRnr + sm· PRsm 

where 
P R = (Tbv - Thh) I (Thv + Tbh), is the polarization ratio 
obs = observed 
nf= non-flooded, i.e., dry, soil fraction 
f= flooded soil (bare and vegetated) fraction 
ow = fraction of the permanent open water surface 
sm = fraction of the upper soil moisture contribution 

(9) 

The 37 GHz frequency of the AMSR-E sensor was selected because of 
its higher spatial resolution, 8-14 km, as compared to SSM/I at 28-37 km. 
Lower frequencies available with AMSR-E, for example 6.9 and 10.7 
GHz, are less affected by atmospheric and vegetation effects. They are not 
considered here due to their much lower spatial resolution (at 56 and 38 
km respectively). The amount of water at or near the surface as sensed by 
AMSR-E, denoted here as FWS(AMSR), includes the open water, flooded 
area, and upper soil moisture. Typical values of PR for the open water, 
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flooded and non-flooded soil surfaces were calibrated from selected pixels 
on the AMSR-E imagery. The fraction ow was retrieved from a water body 
extent vector imported from a USGS database. To further reduce the num
ber of unknowns in Eq. (9), the surface soil moisture contribution was ex
plicitly removed and its contribution indirectly taken into account through 
the flooded soil surface component term, an assumption equivalent to 
treating surface soil moisture as 'free' water. Then, ow + / + n/= 1, with 
FWS(AMSR) = ow + f Equation (9) can be solved for the unknown values 
of/and nf. 

In a second step, MODIS images were used to obtain FWS(MODIS). 
Because MODIS is a sensor operating in the visible spectrum, the frac
tional water surface provided by this sensor, FWS(MODIS), is the sum of 
the contributions of permanently open water and of flooded bare soil areas. 
This suggests that information about the soil wetness (including flooded 
soil fraction) can be inferred from the difference between the FWS pro
vided by the AMSR-E and MODIS. This difference can be related to a Ba
sin Wetness Index, computed as: 

BWI= [FWS(AMSR) -FWS(MODIS)] I [1-FWS(MODIS)] (10) 

A major difficulty is that the MODIS sensor is incapable of 'seeing' 
through clouds, thus hampering the use of Eq. (10) to provide daily esti
mates of FWS. To circumvent this difficulty, it is suggested to relate the 
FWS to river flow through a flow rating curve model. Several studies have 
shown that there is a strong correlation between hydrologic variables (dis
charge or stage) and flooded areas (Frazier et al. 2003; Mosley 1983; 
Smith et al. 1996; Vorosmarty et al. 1996). Based on these findings, the 
following model is suggested to relate the FWS to river flow (Q): 

FWS(t) = aQ(t)b (11) 

Equation (11), when calibrated, can be used as a surrogate to MODIS to 
obtain FWS when clouds prevent a direct estimation of the index. Combin
ing Eqs. (10) and (11) results in: 

BWI = [FWS(AMSR) - aQ\t)] I [1 - aQ\t)] (12) 

The BWI in Eq. (12) reflects the fraction of saturated soils within the en
tire non-flooded area. On the other hand, the TI provides a map as a pre
diction of a systematic spatial organisation of soil moisture over the same 
non-flooded area. Note that the BWI derived from passive microwave data 
and MODIS images retrieves only the water content at the surface and the 
upper soil layers (a few millimeters). However, soil moisture in the deeper 
soil layers may, under some situations, be inferred from near surface soil 
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moisture. For example, Ragab (199S) obtained a linear relationship be
tween surface (0-10 cm) and root zone (O-SO cm) soil moisture for vege
tated surfaces where transpiration is considered the dominant mechanism 
by which water is depleted. The proposed approach could therefore be use
ful for assessing root zone soil moisture, valuable information for hydro
logic simulations and forecasts. 

3.3 Application 

The model was applied to the Peace-Athabasca-Delta (PAD) area in the 
south-eastern part of the MRB (S8°00'-S9°00'N; 111°00'-112°00W). With 
an area of about 4000 km2, it is one of the largest inland deltas in the 
world. It is located at the western end of Lake Athabasca, and was created 
by the confluence of the Peace, Athabasca and Birch rivers. The Peace 
River has the largest discharge, with a mean annual flow of 21 00 m3 S·l at 
Peace Point. The flow is generally northward but this direction can be re
versed when the water level in the Peace River exceeds that of Lake Atha
basca (Leconte et al. 2001). Several wetland basins surround the delta 
(Toyra et al. 2002), and its central part is composed mainly of large and 
shallow lakes connected to Lake Athabasca by several channels. 

A digital elevation model (OEM) of the PAD at a 1 km resolution area 
has been imported from the USGS database, from which the topographical 
attributes required for solving Eq. (6) were retrieved and a 'classic' topog
raphic index map produced. MODIS-Terra images were used to derive 
representative seasonal patterns of the LAl over the PAD area on a pixel
by-pixel basis by fitting the retrieved LAl estimates to polynomial relation
ships. These relationships were used to develop daily maps of the vegeta
tion coverage. It was found that the variation of the LAl over the PAD area 
is significant during a summer season, with values ranging from 1 to 3.6. 
Correspondingly, computed Tl values displayed seasonal variability. The 
geographic distribution of the Tl changed as vegetation gradually shifted 
the mechanism that influences the spatial distribution of soil moisture from 
a local control process dominated by slope effects to a more non-local con
trol process in which the contributing area plays an increasing role. 

Application of Eq. (12) to obtain daily BWl maps required the calibra
tion of the flow rating curve (Fig. 4). Discharge measurements ofthe Slave 
River at Fitzgerald (S9°S2'N; 111 °3S'W) were used. MODIS images were 
classified to estimate the open water extent. The spatial resolution of the 
MODIS sensor (2S0 m) permits an accurate estimation of the water surface 
area. 
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Fig. 4. Rating curve developed for the region of the Peace-Athabasca Delta using 
2002 and 2003 summer season MODIS images and discharge data (after Temimi 
et al. 2005) 

To account for the variability of the BWI, this index, averaged over the 
PAD, was compared to the precipitation and temperature measurements 
from Fort Chipewyan meteorological station (5so46'N; 111°07'W). Figure 
5 shows the results for summer-fall 2003 in which weekly mean tempera
ture and weekly total precipitation are used. The seasonal variability of the 
BWI is coherent with corresponding variations of air temperature and pre
cipitation. As the temperature increases during the spring and early sum
mer, snow melt produces large amounts of liquid water and the BWI in
creases sharply. The BWI remains relatively stable during June and July, 
and is minimal during this period, as evaporation exceeds precipitation. 
The BWI starts to increase in late summer and fall as precipitation exceeds 
evaporation. The decline of the BWI by mid-November is probably related 
to soil freezing, as the mean daily air temperature recorded at Fort Smith 
(600 01'N; III °57'W) fell below the freezing point on October 27 and 
dropped to an average of -S.5°C in the first two weeks of November. On 
the other hand, the sole effect of precipitation on the BWI is more difficult 
to ascertain. Although Fig. 5 shows high frequency variations of the BWI, 
it is unclear whether such fluctuations are attributable to the precipitation 
events. Aggregating the meteorological data on a weekly basis may have 
masked the precipitation-BWI relationship. The use of satellite-derived 
precipitation information, such as AMSR-E precipitation products, would 
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help in identifying possible relationships between precIpItation occur
rence/intensity and spatially aggregated BWI values. Other diagnostic tests 
such as exploring possible statistical relationships between 36 GHz bright
ness temperature and BWI would help to better identity the source of fluc
tuations of the wetness index. Note that an analysis with daily values is 
difficult to perform because the retrieved BWI information is noisy, as the 
original brightness temperature values measured by the AMSR-E and used 
to compute the index are affected by factors such as atmospheric effects 
which were not, or only partially, accounted for. 
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Fig. 5. Temporal variability of the BWI compared to the precipitation and tem
perature values observed during the summer of2003 (after Temimi et al. 2005) 

The BWI and TI index maps were combined to generate down scaled 
maps of wetness indices. This was done by assuming that the pixels with 
the highest TI would be wetted up or dried down first. In other words, the 
TI map indicates the priority of each pixel to either be wetted up or dried 
down depending on the BWI fluctuations. In addition, if two pixels present 
an equal TI, priority is given to the one with the highest/lowest elevation 
when wetting up/drying down the basin. Figure 6 shows downscaled BWI 
maps of the PAD. The fine scale surface moisture variability (1 km resolu
tion) is showing up on these maps. In particular, the area between Lakes 
Athabasca and Claire and surrounding Mamawi Lake is generally wetter 
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(light blue colour) than the areas north and south of these lakes. This is in 
good agreement with results from previous studies (e.g., Toyra et al. 2002) 
in which high resolution remote sensing data (Radarsat, Spot) were able to 
identifY flooded and non-flooded land. It is also in accordance with the to
pography of the area (Peters et al. 2006). Observe that the PAD is overall 
drier in August (darker blue colour) than in June, which is in accord with 
the hydrologic regime characterized by evaporation exceeding precipita
tion during the summer season. 

111°45'W 111°30'W 111°15'W 111°00'W 

10 9 8 7 6 5 4 3 2 1 o 
Fig.6. Seasonal and spatial variability of the down scaled basin wetness index 
(BWI) over the Peace-Athabasca Delta area 

The results obtained from the downscaled BWI were compared to the 
observed precipitation at the Fort Chipewyan station. The downscaled BWI 
values were also averaged over a window of 3x3 pixels surrounding the 
station (or 750m x 750 m) to account for possible geo-Iocation errors of 
the satellite imagery. Correlation coefficients were determined between the 
observed precipitation and the average of the BWI values over the window 
for the summers of2002 and 2003. Using the time and space varying TI in 



76 Leconte et al. 

the downscaling process resulted in a correlation coefficient of 0.50, as 
compared with a value of 0.37 when downscaling the BWI using the clas
sic static index approach. Although preliminary, the results are a signifi
cant improvement over the static case approach. It would be worthwhile to 
test the potential of this approach using a higher resolution OEM, espe
cially given the very gentle topography surrounding the PAD, as well as 
calculating BWI values from 6.9 and 10.7 GHz brightness temperatures, 
which are less affected by vegetation and water vapor. 

4 Discussion and Conclusion 

This research has demonstrated that satellite passive microwave data offer 
significant potential for monitoring surface soil wetness over very large 
and heterogeneous watersheds such as the MRB. Using data from both 
SSMII and SMMR sensors, it is now possible to construct time series of 
surface soil wetness back to 1978. The analysis of long time series allows 
investigating the cyclic behavior of surface wetness at the watershed scale, 
and to identifY various 'anomalies' in the cycle that could possibly be 
linked to climatic shifts. Also, the time series could be compared against 
soil moisture maps produced by distributed hydrologic models to qualita
tively evaluate how well the models perform. As validating remotely 
sensed and model derived products remains a daunting issue over large 
and remote watersheds such as the MRB, results from this research should 
be useful to achieve better calibration of hydrologic models. In turn, im
proved models will lead to enhanced understanding of the hydrologic cycle 
in northern environments, as it will provide new insights on the interaction 
between the climate and terrestrial water. 

One must bear in mind that the tools developed in this research were 
based on using passive microwave sensors working at frequencies that are 
less than optimal for accurate soil moisture retrieval. The retrieved re
motely sensed information is related to basin storage, but much remains to 
be done to extract 'true' soil moisture information per se, over soil depths 
even as shallow as a few centimeters. However, new satellites such as the 
Soil Moisture and Ocean Salinity Mission (SMOS) have been specifically 
designed for monitoring soil moisture at the global scale. The configura
tion of the passive and active microwave sensors onboard these satellites 
will enable the sensing of wetness over depths ranging from several cm to 
close to 10 cm, depending on the moisture status in the basins. Moreover, 
vegetation and atmospheric effects that significantly affect sensors such as 
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SSM/I, would be considerably reduced, allowing an improved estimation 
of soil moisture. This information should prove invaluable to use with hy
drologic models such as WATCLASS (Soulis and Seglenieks 2007), since 
these models conceptualize the vertical soil moisture transport at a scale 
compatible with the penetration depths ofSMOS. 
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Chapter 5 

Studies on Snow Redistribution by Wind and 
Forest, Snow-covered Area Depletion, and 
Frozen Soil Infiltration in Northern and Western 
Canada 

John W. Pomeroy, Donald M. Gray and Phil Marsh 

This chapter is dedicated to the memory of Don Gray, one of the original 
investigators in MAGS and a scientist of many contributions to cold re
gions hydrology, who passed away in January 2005, after a brief illness. 

Abstract Important advances in our understanding of snow and frozen soil proc
esses have been made, especially in regard to the transport and sublimation of 
blowing snow, interception and sublimation of snow in forest canopies, snow spa
tial distributions in complex environments, snowmelt in open environments and 
under forest canopies, advection of energy from bare ground to snow, snowcover 
depletion during melt, and heat and mass transfer during infiltration to unsaturated 
frozen mineral soils. These studies, conducted at the Division of Hydrology at the 
University of Saskatchewan, covered a range of northern environments including 
the tundra-taiga transition, the cordilleran sub-arctic, the southern boreal forest, 
and the northern prairie. Results from field research have led to the development 
and improvement of algorithms related to snow and infiltration processes, which 
have contributed to hydrologic and atmospheric models in the Mackenzie 
GEWEX Study. 

1 Introduction 

Storage, melt, infiltration, and runoff related to the seasonal snowcover are 
primary hydrologic events in most cold regions including the Mackenzie 
River Basin (MRB). Building on the 30-year tradition of cold regions hy
drology research at the Division of Hydrology at the University of Sas
katchewan, a research program was implemented to improve the under
standing of the physical processes governing snow accumulation, ablation, 
and infiltration. These processes became the subject of extensive investiga-
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tions in the Mackenzie GEWEX Study (MAGS). Led by Gray and 
Pomeroy from 1992 to 1999, field studies were conducted using a transect 
of instrumented research basins in different cold region environments, viz., 
the arctic-taiga transition, the cordilleran sub-arctic, the southern boreal 
forest, and the northern prairie. Physically-based algorithms were devised 
that describe these processes, and many of these algorithms have subse
quently been incorporated in a range of hydrologic and atmospheric mod
els. 

This chapter presents the major findings pertaining to the investigation 
and modeling of several processes important to the water and energy cy
cles of cold environments, including interception and sublimation of forest 
snow, blowing snow transport and sublimation, snowmelt energetics and 
depletion of snow-covered area, and the infiltration of meltwater into fro
zen soils. 

2 Methodology 

Both field investigation and modeling were used in the study of snow and 
infiltration processes. 

Intensive research on snow accumulation, ablation, and frozen soil infil
tration were conducted at four locations, each representing a major north
ern environment: 

l. Inuvik, Northwest Territories (arctic-taiga transition), e.g., Pomeroy 
et al. 1995 

2. Wolf Creek, Yukon Territory (cordilleran subarctic), e.g., Pomeroy 
and Granger 1999 

3. Waskesiu, Saskatchewan (southern boreal forest), e.g., Pomeroy et al. 
1997a 

4. Kernen Farm, Saskatchewan (northern prairie), e.g., Shook and Gray 
1996) 

Field measurements employed standard meteorological observations as 
well as direct observations of sensible and latent heat fluxes over snow 
surfaces using eddy correlation systems, radiation, soil heat flux, blowing 
snow flux from an optoelectronic particle detector, intercepted snow mass 
measurements with a suspended, weighed full-size coniferous tree, and in
filtration to frozen soils using twin-probe gamma attenuation devices, soil 
thermocouples, and time domain reflectometry. 
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Algorithms were developed for the following cold regions hydrologic 
processes. These algorithms were examined with respect to their perform
ance and they have undergone enhancements where appropriate: 

1. Canopy snow interception, unloading, and sublimation (Essery et al. 
2003; Hedstrom and Pomeroy 1998; Parviainen and Pomeroy 2000; 
Pomeroy and Gray 1995; Pomeroy and Schmidt 1993; Pomeroy et al. 
1998b) 

2. Blowing snow model - threshold condition, scaling, and sublimation 
(Li and Pomeroy 1997a, b; Pomeroy and Li 2000; Pomeroy et al. 
I 998a) 

3. Complex terrain blowing snow, redistribution, and sublimation 
(Essery 2001; Essery et al. 1999; Pomeroy et al. 1997b) 

4. Snow ablation, open environment snowmelt, snowcover depletion, 
and small-scale advection to patchy snow (Faria et al. 2000; Pomeroy 
and Granger 1997; Pomeroy et al. 1998a, 2003; Shook and Gray 
1996) 

5. Infiltration to frozen soils - fully coupled mass and energy balance 
and operational algorithm (Gray et al. 2001; Zhao and Gray 1997; 
Zhao et al. 1997). 

3 RESULTS 

3.1 Interception, Unloading and Sublimation of Canopy Snow 

Field results from several winters of observation of snow accumulation 
under forest canopies, snowfall, and the load of snow on a series of cut, 
weighed, suspended trees show that leaf area, canopy closure, species type, 
time since snowfall, snowfall amount, and existing snow load control the 
efficiency of snow interception (Hedstrom and Pomeroy 1998; Pomeroy 
and Gray 1995). A physically-based algorithm describing these results was 
developed from observations using a weighed suspended tree (see Fig. 2 in 
Woo and Rouse 2007). The sensitivity of this algorithm to winter leaf area 
index, air temperature, snowfall and initial canopy snow load is shown in 
Fig. I. 

Physically-based equations describing snow interception (Hedstrom and 
Pomeroy 1998) and sublimation processes (Pomeroy et al. 1998b) were 
coupled and applied to calculate canopy intercepted snow load using a 
fractal scaling technique (Pomeroy and Schmidt 1993) to provide a snow
covered forest boundary condition for the one-dimensional Canadian Land 
Surface Scheme, CLASS (Verseghy et al. 1993). Parviainen and Pomeroy 
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Fig. 1. Modeled interception efficiency (snow interception/snowfall) as a function 
of (a) winter leaf area index and air temperature, and (b) snowfall and initial can
opy snow load (Lo) 

(2000) found that CLASS could be modified to provide an appropriate 
treatment of turbulent transfer and within-canopy ambient humidity to ac
commodate this nested control volume approach. Tests in late winter in a 
southern boreal forest against measured sublimation found that the coupled 
model provides good approximations of sublimation losses on half-hourly 
and event basis (Fig. 2). A complete model was tested in Russia and con
firmed with long term data (Gelfan et al. 2004). The model has been in
corporated into the Hadley Centre land surface scheme and compared well 
to a range of field measurements from Canada and the United States 
(Essery et al. 2003). Pomeroy et al. (2002) developed a parametric form of 
this model to predict snow accumulation in northern forests as a function 
of accumulation in small clearings or cumulative snowfall. 

3.2 Blowing Snow 

Sublimation fluxes during blowing snow have been estimated to return 10-
50% of seasonal snowfall to the atmosphere as vapor in North American 
prairie and arctic environments (Essery et al. 1999; Pomeroy and Gray 
1995; Pomeroy et al. 1997b). These fluxes are calculated as part of blow
ing snow two-phase transport models with provision for phase change 
based upon a particle-scale energy balance driven by measured wind 
speed, air temperature, and humidity (Pomeroy and Li 2000; Pomeroy et 
al. 1993) and a snow transport threshold algorithm that uses air tempera
ture to index snow cohesion (Li and Pomeroy 1997a). The probability of 
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Fig. 2. Measured intercepted snow load (from suspended weighed pine tree), and 
sublimation model calculated intercepted load (after Pomeroy et al. 1998) 

occurrence of blowing snow over time or space (for uniform terrain) fol
lows a cumulative normal distribution that is controlled by snow tempera
ture, snow age, vegetation exposure, and occurrence of melt or rain (Li and 
Pomeroy 1997b). An algorithm describing blowing snow probability pro
vides a means to scale blowing snow fluxes from point to large areal aver
ages in a computationally simple manner (Pomeroy and Li 2000). An ex
ample of the model operation for tundra surfaces at Trail Valley Creek is 
shown in Fig. 2. The model was tested extensively in the prairie environ
ment as well and found to redistribute snow appropriately between land 
cover classes (Pomeroy et al. 1998a). 

Landscape classifications from a LAND SA T image, a complex terrain 
windflow model, snowmelt, and blowing snow process routines can be 
used to determine blowing snow fluxes over irregular arctic land surfaces. 
The resulting runs with a distributed blowing snow model represented the 
distribution of SWE in test basins and matched basin snow accumulation 
within 6% (Pomeroy et al. 1 997b). Sublimation losses were small for the 
subarctic basin, about 21 % over the arctic basin and 30% from tundra sur
faces (Pomeroy and Marsh 1997). Subsequent tests with a more physi
cally-based distributed blowing snow model show that the arctic tundra 
comprises a variety of blowing snow flow zones that are largely controlled 
by vegetation cover and by topographically induced zones of convergence 
and divergence of windflow. Results that included sublimation as modeled 
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by Pomeroy and Li (2000) produced spatial distributions of snow accumu
lation that were close to the values obtained by extensive snow surveys 
(Essery et al. 1999). However, results with suppressed blowing snow sub
limation redistributed too much snow to the treeline, where modeled ac
cumulations were much greater than observed. This provides a regional 
mass balance confirmation of significant sublimation from blowing snow 
on arctic tundra and calls into question models that produce minimal sub
limation from blowing snow in this environment. Later work developed 
scaling relationships from this model (Essery 2001) and examined the in
fluence of shrub tundra coverage on blowing snow fluxes (Essery and 
Pomeroy 2004). Figure 3 provides an example of the mapped SWE distri
bution simulated with the blowing snow model, for an arctic domain cen
tered about Trail Valley Creek. 
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Fig. 3. Mapped distribution of late winter snow accumulation (mm SWE) in the 
Trail Valley Creek domain; simulation produced with the Distributed Blowing 
Snow Model (DBSM), a version of PBSM coupled to the MS3DJH/3R complex 
terrain boundary-layer model (after Essery et al. 1999) 

Blowing snow models such as the Prairie Blowing Snow Model 
(PBSM) have normally been evaluated based upon their ability to repro
duce diagnostic mass flux gradient measurements and regional-scale snow 
redistribution patterns and snow mass. Direct evidence was obtained in 
MAGS that large latent heat fluxes (40-60 W mo2) that result in sublima-
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tion rates of 0.05-0.075 mm-SWE hOU(1 are associated with mid-winter, 
high-latitude blowing snow events (Fig. 4). For events with wind speeds 
above the threshold level for snow transport, these fluxes are within the 
range of those predicted by Pomeroy and Li (2000). The fluxes are well in 
excess of those which can be predicted by standard bulk aerodynamic 
transfer equations, suggesting that blowing snow physics needs to be ad
dressed by land surface schemes and hydrologic models in order to prop
erly represent snow surface mass and energy exchange in open environ
ments (Pomeroy and Essery 1999) . 
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Fig. 4. Measured sublimation flux, modeled blowing snow sublimation (PBSM) 
and modeled surface sublimation (bulk transfer) measured at over a level Prairie 
surface (after Pomeroy and Essery 1999) 

3.3 Ablation of Seasonal Snow-covers 

Advection of energy from bare ground to patchy snow was recognized to 
have an important role in the energy equation for snowmelt in open envi
ronments. Shook (1995) applied the advection expressions of Weisman 
(1977) in small-scale gridded model to a synthetic snowcover; grid cells as 
they became snow-free became sources of advected energy to the remain
ing snow-covered cells. The synthetic snowcover was generated using the 
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Fractal Sum of Pulses Method and had the same statistical properties as 
real snowcovers (Shook and Gray I 997a). Shook and Gray (1997b) 
showed that advection was important for late spring snowmelt under 
strong insolation as is typical in the northern prairies and arctic. This de
tailed model is the basis behind the simplified advection efficiency scheme 
of Marsh and Pomeroy (1996) and Marsh et al. (1997). 

Because snow depth is self-similar and fractal, the frequency distribu
tion of snow water equivalent (SWE) can be simulated using a 2-parameter 
log-normal density function (Shook and Gray 1996). By applying an even 
melt rate to this distribution the snow covered area (SCA) can be calcu
lated during snow depletion (Shook and Gray 1997 c). The more variable 
the initial SWE, the more rapid the SCA depletion, other factors held con
stant (Fig. 5). 
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Fig. 5. Snow-covered area depletion curves modeled by applying a constant, uni
form melt rate to snow covers with SWE that have a log-normal distribution. Frac
tional snow cover is plotted against time from an initial SWE of 130 mm for vari
ous coefficients of variation (CY) of SWE 

Pomeroy et al. (l998a) provided the statistical parameters needed to calcu
late snow depletion for various environments and showed how this might 
be incorporated in melt models. When this approach was tested in complex 
terrain, it was shown that variable melt energy needs be addressed, even in 
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open environments, but this could be done by landscape stratification 
(Pomeroy et al. 2003). 

The influence of forest canopy cover and variable melt energetics on 
depletion of snowcover in the boreal forest was then investigated. The re
sults can be distinguished between variability within the forest stand and 
that between forest stands. Between forest stands, Pomeroy and Granger 
(1997) found that melt energy was much lower as stand density increased. 
The radiation model developed by Pomeroy and Dion (1996) accounts for 
the shortwave component of these melt differences. An examination of the 
shrub tundra environment led to extension of these concepts to shrub ter
rain that covers much of the sub-arctic (Pomeroy et al. 2006). Within 
stands, Faria et al. (2000) found the frequency distribution of SWE under 
boreal canopies fit a log-normal distribution, with the most dense stand 
displaying the most variable SWE prior to melt. Within stands, snowmelt 
energy below the canopies was found to be spatially heterogeneous and 
inversely correlated to SWE (Fig. 6). 
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Fig. 6. Sequential distributions of snow water equivalent (SWE) during melt in a 
Pine Stand. K is the frequency factor for the log-normal distribution of SWE, the 
K for SWE = 0 reflects snow covered area. Note that melt is greater for smaller 
SWE (after Faria et al. 2000) 
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The variability of melt energy within a stand decreased with overall stand 
density. Within-stand covariance between the spatial distributions of SWE 
and melt energy promoted an earlier depletion of snowcover than if melt 
energy were uniform (Pomeroy et al. 2001). This covariance was largest 
for the most heterogeneous stands (usually medium density). Stand scale 
variability in mean SWE and mean melt energy resulted in the most rapid 
SCA depletion for stands with lower leaf area. Because of the heterogene
ity in the spatial distributions of SWE and melt energy in forest environ
ments, it is necessary that these variations be included in calculations of 
SCA depletion (Faria et al. 2000). Figure 7 shows an example calculation 
where initial SWE and mean melt energy at the stand scale are used to 
drive SCA depletion calculations which rely on the initial sub-stand distri
bution of SWE and the covariance between SWE and melt. Comparisons 
of the measured depletion with simulated depletion showed improved fit 
for simulations that included covariance over those that neglect this feature 
(Faria et al. 2000), and the between-stand variation is consistent with the 
findings of Pomeroy and Granger (1997). 
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Fig. 7. Simulated snowcover depletion curves using measured mean melt rate at 
each site to calculate change in snow covered area with time as a function of the 
distribution of SWE and the covariance between SWE and melt rate (after Faria et 
al. 2000) 
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3.4 Infiltration to Frozen Soils 

Infiltration into frozen ground involves simultaneous coupled heat and 
mass transfers with phase changes, such that the infiltrating water conveys 
heat transfer into the ground and modifies the soil temperature regime. 
Field measurements and model simulations (Zhao et al. 1997) demonstrate 
that both the infiltration rate and the surface heat transfer rate (conduction) 
in a frozen soil decrease with time following the application of meltwater 
to the surface (Fig. 8). Zhao et al. (1997) separate these variations into a 
transient regime and a quasi-steady-state regime. The transient regime fol
lows immediately the application of water on the surface and during this pe
riod the infiltration rate and the heat transfer rate decrease rapidly. The quasi
steady-state regime occurs when the changes in the infiltration rate and the 
heat transfer rate with time are relatively small. The duration of the tran
sient period is usually short (a few hours) and the energy used to increase 
the soil temperature is largely supplied by heat conduction at the surface 
(i.e., high heat transfer rate at the surface). In the quasi-steady-state re
gime, the energy used to increase the soil temperature at depth is supplied 
by latent heat released by the refreezing of percolating meltwater in the 
soil layers above (i.e., low heat transfer rate at the surface). Zhao et al. 
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Fig. 8. Variations in infiltration rate (dTNF/dt) and surface heat flux rate (dQ/dt) 
with time during snowmelt infiltration into a frozen silty clay soil (after Zhao et 
al. 1997) 
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1997) estimate that as much as 90% of the latent heat released by the refreez
ing of meltwater is conducted deeper in the soil where it used for melting and 
increasing the soil temperature 

Zhao and Gray (1997, 1999) and Gray et al. (2001) reported the devel
opment and testing of a general parametric correlation for estimating 
snowmelt infiltration into frozen soils. Cumulative infiltration (INF) is ex
pressed through the following relationship with the soil surface saturation 
(So) during melting, the total soil moisture saturation (water and ice) (Sf), 
the temperature (h in K) at the start of snow ablation, and the infiltration 
opportunity time (t) (i.e., the time that meltwater is available at the soil 
surface for infiltration): 

INF = CS 292 (1- S )1.64 273.15 - '0 t 044 [ ]

-045 

() J 273.15 
(I) 

in which C is a bulk coefficient that characterizes the effects on infiltration 
of differences between model and natural systems. 

Figure 9 compares modeled and measured profiles of soil moisture (wa
ter and ice) at different infiltration opportunity times in the boreal forest. 
There is reasonable agreement (likely within measurement accuracy) be
tween measured and modeled values in the sandy loam soil at Waskesiu, 
and similarly good agreement among measured and modeled cumulative 
infiltration with a maximum difference of about 3.5 mm, indicating that 
Eq. (1) gives reasonable estimates of snowmelt infiltration. 

The coefficient C in Eq. (1) characterizes the effects on infiltration of 
differences between model and natural systems. For example, the expres
sion assumes that surface saturation is constant, the soil is uniform and 
homogeneous, and the soil moisture and temperature throughout the soil 
profile at the start of infiltration are constant. These conditions are rarely 
found in nature. Zhao and Gray (1999) suggest representative values of C 
= 1.0-1.3 for frozen sandy soils in a boreal forest and C = 2.05 for various 
fine-textured (sandy loam, loam, silty clay, and clay) frozen Prairie soils. 

4 Conclusions 

The results reported demonstrate that cold regions hydrologic processes 
can have profound and previously undocumented impacts on the calcula
tion of surface water and energy fluxes of the land surface environments 
found in the MRB. Progress has been made in describing many of the pro-
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Fig. 9. Comparison of modeled and measured profiles of soil moisture (water + 
ice) into a frozen sandy loam soil in Prince Albert National Park after (a) 5.5 h, (b) 
7.0 h, and (c) 13.0 h of snowmelt infiltration. Simulation initiated at 1200 h March 
25, 1999 and compared to measurements of soil moisture (water + ice) at: (a) 
1730 h March 25, (b) 0900 h March 26, and (c) 1800 h March 26 
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cesses in a physical manner, evaluating the process descriptions, and in 
developing operational algorithms for some of the processes. Some cou
pling and/or comparison of process algorithms with standard land surface 
scheme calculations has been demonstrated. The observed multi-scale op
eration and horizontal interaction of some of these processes means that 
phenomena operating at very small scales can affect large-scale water and 
energy balances. The relative success in transposing hydrologic process 
descriptions from one environment to another can be attributed to the 
strong physical basis of the descriptions employed. 
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Chapter 6 

Snowmelt Processes and Runoff at the Arctic 
Treeline: Ten Years of MAGS Research 

Philip Marsh, John Pomeroy, Stefan Pohl, William Quinton, 
Cuyler Onclin, Mark Russell, Natasha Neumann, 
Alain Pietroniro, Bruce Davison and S. McCartney 

Abstract Under the Mackenzie GEWEX Study, extensive snowmelt and runoff 
research was carried out at the Trail Valley and Havikpak Creek research basins at 
the tundra-forest transition zone near lnuvik, Northwest Territories. Process based 
research concentrated on snow accumulation, the spatial variability of energy 
fluxes controlling melt, local scale advection of sensible heat from snow-free 
patches to snow patches, percolation of meltwater through the snowpack, storage 
of meltwater in stream channels, and hillslope runoff. Building on these studies, 
process based models were improved, as shown by a better ability to model 
changes in snow-covered area during the melt period. Tn addition, various land
surface and hydrologic models were tested, demonstrating an enhanced capability 
to model melt related runoff. Future research is required to accurately model both 
snow-covered area and runoff at a variety of scales and to incorporate topographic 
and vegetation effects correctly in the models. 

1 Introduction 

Prior to the Mackenzie GEWEX Study (MAGS), there had been numerous 
studies of snowmelt and snowmelt runoff in northern Canada. Examples 
include: the distribution of the spatially variable end-of-winter snow cover 
(Woo et al. 1983) caused by blowing snow events (Pomeroy et al. 2007); 
surface energy balance of snow covered terrain (Dunne et al. 1976); water 
storage in snow choked channels (Woo and Sauriol 1980); and melt water 
flow through cold snowpacks (Dunne et al. 1976; Marsh and Woo 1984a, 
1984b). However, by the start of MAGS in the mid 1990s, many un
knowns remained (Marsh 1999) and there was considerable uncertainty in 
our ability to model snow accumulation, melt and runoff at a range of 
scales in northern environments. To help address these issues, the National 
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Water Research Institute (NWRI) of Environment Canada conducted re
search in two basins in the boreal forest-tundra transition zone, in an envi
ronment representative of the northern portions of the Mackenzie River 
Basin (MRB). Although the terrain and vegetation types constitute a small 
portion of the total Basin area, they are typical of a large area of the cir
cumpolar Arctic. 

Under the umbrella of this NWRI research, the topics of investigation 
included: 

- blowing snow and snow accumulation (reported in Pomeroy et al. 
2007); 

- spatial variability of energy fluxes controlling melt, including: point 
estimates measured from towers; larger scale variability estimated 
from aircraft; advection of sensible heat from snow-free to snow cov
ered patches; scale considerations for modeling turbulent fluxes and 
radiation for a typical modeling grid; and modeling changes in snow
covered area during melt; 

- percolation of meltwater through the snowpack; 
- storage of meltwater in stream channels prior to the initiation of 

streamflow in the spring; 
improvement of snowmelt and snowmelt runoff models; and 

- incorporation of an appropriate variety of hydrologic and land-surface 
models for use in northern environments. 

2 Study Area and Methods 

The lower Mackenzie Valley is characterized by a vegetation transItIOn 
from northern boreal forest to tundra and the occurrence of continuous 
permafrost with thickness of 100 to 150 m. Hydrologic research has been 
conducted in two basins in this area since 1992 (Fig. 1). Trail Valley Creek 
(TVC), located approximately 50 km northeast of Inuvik (68°17'N; 
133°24'W), has an elevation range from 48 to 205 m asl, and is dominated 
by tundra vegetation (Marsh and Pomeroy 1996). The basin area has been 
reported as 63 km2 (Marsh and Pomeroy 1996) or 68 km2, according to the 
Water Survey of Canada; but recently obtained LiDAR data indicate that 
an upper part of this estimated basin area drains into an adjacent basin. Us
ing RiverTools to estimate drainage area covered by the LiDAR data pro
vides an estimated basin area of 55.1 km2• Combined with an additional 2 
km2 outside the LiDAR coverage (estimated from DEM), a best estimate 
of the TVC basin area is 57 km2. This example illustrates an often 
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Fig. 1. Location map showing Trail Valley and Havikpak Creeks. The Lnuvik 
MSC (formerly AES) upper air station is indicated by asterisk (*) 

overlooked error associated with the drainage networks on topographic 
maps. Such an error can render it difficult to compare modeled and meas
ured discharge. With an overestimate of basin area by > 1 0%, an even dis-
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tribution of precipitation and evaporation over the entire basin would cause 
a similar overestimation of discharge by any hydrologic model. 

Havikpak Creek (HPC) situated a few kilometers north of the Inuvik 
airport (Marsh et al. 2002) is 17 km2 in area, has an elevation range from 
73 to 231 m asl, and is predominantly covered by northern boreal forest, 
with tundra in the higher elevations. The contrasting vegetation between 
TVC and HPC has significant effects on aspects of their hydrology, includ
ing snow accumulation and melt, evaporation and runoff (Russell 2002). 

A Meteorological Service of Canada (MSC) upper air station is located 
near the outlet of HPC, and a MSC weather station is located within the 
TVC basin. NWRI has also operated meteorological stations at both re
search basins since 1992, recording air temperature, rainfall, snowfall, net 
radiation, incoming and outgoing solar radiation, soil moisture and soil 
temperature, and turbulent fluxes using eddy correlation during periods of 
intensive measurements. Incoming long-wave radiation measurement was 
added during the latter stage of MAGS. Although these stations operated 
throughout the year, they were unattended for much of the winter, with 
implications to the accuracy of some of the measurements. Snow surveys, 
stratified by terrain type, were conducted at both TVC and HPC in most 
years. Water Survey of Canada (WSC) has operated discharge gauging sta
tions at TVC and HPC since 1979 and 1994, respectively. Additional de
termination of discharge by current metering from a boat or by wading, 
and by dye injection (Russell et al. 2004) were made by NWRI during the 
spring to reduce the large errors typical of discharge estimates in snow/ice 
clogged channels. Routine meteorological and hydrologic measurements 
by the MSC and WSC are used to fill in missing research basin measure
ments. These observations have resulted in a consistent, long term data set 
that is available for many purposes. For example, Marsh et al. (2004) used 
these data to consider variations in the annual water balance of TVC and 
HPC for the period 1992 to 2000. Marsh et al. (2002) analyzed the long 
term MSC and WSC records, to consider the maximum late winter SWE, 
timing of the winter to summer transition, the date of the onset of runoff 
from TVC and HPC, and the time of the peak flow at these basins. This 
analysis demonstrated that the 1994/95 MAGS study year had the earliest 
winter to summer transition on record, with early spring melt and its atten
dant runoff. 
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3 Spatial Variability of Snowmelt Processes 

The TVC and HPC land surface is heterogeneous at different scales and in 
surface patterns due to their irregular topography and vegetation cover. 
Differences in the vertical transfers of radiation and sensible and latent 
heat from different portions of the land surface often result in large spatial 
differences in snowmelt. Combined with a spatially variable end-of-winter 
snow distribution (Pomeroy et al. 2007), these processes produce a highly 
variable and patchy snow cover during the melt period. This patchiness 
significantly affects the fluxes of energy from the land surface to the at
mosphere, as well as runoff. 

3.1 Measured Variability in Turbulent and Radiative Fluxes 

The snowmelt landscapes of open windswept environments typically have 
patchy snow covers during the melt period (Marsh 1999), with large dif
ferences in albedo, surface roughness, and surface temperature between 
the snow and snow-free patches. Observations of turbulent fluxes and ra
diation from both towers and aircraft have confirmed such spatial variabil
ity. Examples are provided from tower observations. Figure 2 shows the 
sensible and latent heat fluxes at TVC over a tundra and a shrub site. Al
though latent heat was similar at both sites early in the melt period, sensi
ble heat flux was typically larger at the shrub site throughout the melt sea
son, while latent heat became larger at the shrub site in the latter parts of 
the melt period. Figure 3 compares measurements over a persistent snow 
patch and over a snow-free patch. As expected, net radiation was much 
smaller at the snow site, while the sensible, latent, and ground heat fluxes 
were in different directions at the two sites. Such large variations in fluxes 
clearly indicate that a single point measurement of turbulent fluxes cannot 
represent an entire basin. 

To obtain a better estimate of the spatial variability of fluxes at both 
TVC and HPC, the NRC Twin Otter Flux aircraft of the National Research 
Council was employed during the 1999 Canadian GEWEX Enhanced 
Study (CAGES) field period in the Inuvik area (Brown-Mitic et al. 2001). 
The sensible heat, latent heat, and net radiation measured from the aircraft 
(for a 1 km line centered over the tower) agreed well with the tower data 
(Fig. 4a), suggesting that the TVC tower is representative of a larger area 
around it. Figure 4b shows hourly flux data from the TVC tower for the 
entire melt period, as well as average flux measurements along each of 9 
flight lines covering all of TVC. Since the aircraft data were obtained over 
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a short period (approximately a I hour period each day), they can be con
sidered as "snapshots" of conditions covering the entire basin. Early in the 
melt period, when the basin was completely snow covered, the fluxes from 
the aircraft and the tower were in agreement. As the snow covered area 
(SeA) declined over the melt season, the peak fluxes measured by the 
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Fig. 2. Sensible and latent heat flux for tundra and shrub sites located in the vicin
ity of TVC. Also shown are air temperature and wind speed at both sites (after 
Marsh et al. 2003) 
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Fig. 3. Trail Valley Creek: (a) air temperature and fractional snow cover, (b) snow 
surface temperature and snow-free surface temperature, (c) energy balance terms 
for a persistent snow site and (d) for a snow-free vegetated site. May 17 to June 1 
covers the period immediately before the start of snowmelt until the time with 
only residual snow covering approximately 10% of the basin area. Snow cover 
data are from SPOT satellite image and all energy balance terms are considered to 
be spatially representative averages (after Neumann and Marsh 1998) 
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Fig. 4. Sensible and latent heat flux, and net radiation as measured from both the 
TVC tower (line), and from the NRC aircraft (circle). Also shown is the basin 
snow covered area. Data are either average values from a single line passing over 
the tower, or averages for each ofthe nine flight lines 

tower increased, and the range of fluxes measured by the aircraft also in
creased, clearly showing an increase in the spatial variability in fluxes. It 
is believed that these observed spatial variations in fluxes at scales of less 
than 1 km play an important role in the hydrology of northern areas. As a 
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result, the following observations and modeling studies were undertaken in 
order to better understand the importance of such variations, and to assess 
the appropriate scale needed for simulating the hydrology of these areas. 

3.2 Advection of Sensible Heat from Bare Patches to Snow 
Patches 

The primary sources of energy for snowmelt are sensible heat and radiant 
energy, while local advection of sensible heat from the bare ground can in
crease the fluxes at the upwind edge of the snow patches (Shook 1995). 
Local advection is further complicated by the gradually changing area and 
size distribution of the patches during the snowmelt period. Attempts were 
made to incorporate advection into simple melt models. Marsh and 
Pomeroy (1996) showed that the average advection of sensible heat to 
snow patches can be related to the available sensible heat from the snow
free areas, and suggested that the ratio between the two, termed the advec
tion efficiency factor (Fs), varied over the snowmelt period. Fs varies be
tween 0 and 1, and its determination requires estimates of the spatially av
eraged sensible heat flux to the snow patches, the sensible heat flux at the 
downwind edge of a large snow patch where local advection is negligible, 
the sensible heat over vegetated snow-free area, and the fraction of the ba
sin that is snow-free and snow-covered. 

Marsh et al. (1997, 1999) and Neumann and Marsh (1998) used field 
observations and a boundary layer model to show that Fs decreases with 
increasing snow-free area (Fig. 5), but increases with wind speed and de
creasing snow patch size. Neumann and Marsh (1998) suggested that the 
relationship between Fs and the snow-free fraction (Pv) can be described 
as: F s = 1.0 exp (-3.2 Pv). Differences in the relationship between F sand 
Pv from field and modeling studies could be attributed to differences in 
patch size between the observations and model. 

Pohl and Marsh (2006) incorporated Fs into a snowmelt model. This 
improved the accuracy of the estimate of the snow cover area during the 
melt period when snow coverage decreased from 40% to 5% of the basin 
area. Since the usage of F s has only been tested in limited conditions, fur
ther work is needed to better understand how the relationship changes be
tween the magnitude of local scale advection and such factors as terrain 
condition, patch geometry, and patch size. 
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3.3 Variability in Turbulent Fluxes and Incident Solar Radiation 

It is well known that incident solar radiation varies with slope angle and 
aspect in areas of high relief. However, Pohl et al. (2006b) demonstrated 
that even in relatively low relief areas such as TVC, spatial variability in 
incident solar radiation is important in controlling snowmelt. They mod
elled incident solar radiation by calculating clear sky horizontal plane ra
diation and cloudy sky radiation, and then using standard methods for de
termining the topographic effects on incident short-wave radiation at a 
scale of 40 m. Direct beam and diffuse radiation were evaluated by a com
bination of estimated and measured global short-wave to obtain a cloudi
ness index. Model runs compared well to observed direct and diffuse ra
diation. Accumulated net solar radiation over the entire melt period 
showed large variations over the study area, with notable effects on snow
melt. One indication of the importance is that the difference in absorbed 
solar radiation was equivalent to about 53 mm of melt potential. Since 
open tundra areas within TVC typically have a SWE of 50 to 120 mm, 
such differences in solar radiation have considerable implications for the 
development of a patchy snow cover. 

There can be also large spatial variability of turbulent fluxes due to to
pographically induced wind speed variations. Pohl et al. (2006a) imple
mented a simple wind model to simulate topographic effects on the surface 
wind field at a scale of 40 m. Hourly wind observations were distributed 
by the model and used to calculate spatially variable sensible and latent 
turbulent heat fluxes for TVC. Simulations showed that, even though the 
study area is characterized by relatively low relief, the small-scale sensible 
and latent heat fluxes varied considerably. Overall, turbulent fluxes within 
the research area varied by as much as 20% from the mean, leading to dif
ferences in potential snowmelt of up to 70 mm SWE over the entire melt 
period. Such potential variations in snowmelt rates further contribute to the 
development of a patchy snow cover. 

3.4 Variability in Snowmelt and Snow-covered Area 

Pohl and Marsh (2006) combined model results of spatial variability in in
cident solar radiation and turbulent fluxes with estimates of local scale ad
vection and a spatially variable end-of-winter snow cover to demonstrate 
the relative importance of each. This study also illustrated appropriate 
methods to model snowcover melt, depletion, and runoff at a variety of 
scales. 
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When mapped over the TVC domain, combined radiation, turbulent 
fluxes and local advection yielded large spatial differences in total accu
mulated energy balance (Fig. 6), with melt energy varying from +30 to -60 
mm SWE over the entire domain. Pohl and Marsh (2006) provided similar 
maps for the radiation and turbulent flux components comprising the ac
cumulated energy balance distribution in Fig. 6, and described the major 
forcing factors controlling their distribution. In addition, the melt magni
tude is greatly influenced by wind direction (Fig. 7). At this treeline site, 
spatial variability increases considerably on days with a southerly wind as 
turbulent fluxes and radiant fluxes are both largest on south-facing slopes. 
In contrast, days with a north wind have a much more uniform melt, with 
larger turbulent fluxes on north-facing slopes and the largest radiative 
fluxes on south-facing slopes. 
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Fig. 6. Total energy balance over entire study period and as potential snowmelt 
amount (expressed as difference from the mean potential snowmelt) (after Pohl 
and Marsh 2006) 
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The basin average for each component (radiation, turbulent flux, and lo
cal advection) over the entire TVC basin is shown in Fig. 8. Note that early 
in the melt period net radiation tends to dominate melt, but as the snow be
comes increasingly fragmented, the relative importance of turbulent fluxes 
and local advection increases. 

Pohl and Marsh (2006) carried out a variety of model runs to compare 
the relative importance of distributed snow, distributed melt, and advection 
on modeled changes in snow covered area during melt at TVC (Fig. 9). 
With uniform snow and uniform melt, the SCA obviously is a step func
tion with the SCA changing instantly from completely snow-covered to 
completely snow-free. In contrast, distributed snow/distributed melt pro
vides a gradual decrease in SCA that is similar to observed. 
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Fig. 8. Accumulated daily snowmelt energy balance averaged over the TVC basin 
(after Pohl and Marsh, 2006) 

Pohl and Marsh (2006) applied the fully distributed melt model to ex
amine the changing pattern of the SCA. The simulated patterns captured 
the progress of changes in SCA as shown in satellite and aircraft observa
tions (Fig. 10). The first areas to become bare were mainly located on 
northwest- to southwest-facing slopes due to a combination of eroded 
snow cover and above-average melt energy fluxes at those locations. Pohl 
et al. (2006a) showed that west-facing slopes have higher melt rates as a 
result of receiving maximum solar radiation in the afternoon, coinciding 
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Fig. 9. Snowcovered area (SCA) for various combinations of (a) uni
form/distributed snow and melt, and (b) for local scale advection. In all cases, ob
served SCA is obtained from satellite images (after Pohl and Marsh 2006) 

with the highest air temperatures and a ripe snow cover that has recovered 
from any energy deficit that might have been incurred during the previous 
night. The model predicted that the bulk of the open upland tundra areas 
would become snow free between 27 and 29 May, as was verified by aerial 
photography (Fig. 10). Most of the north-facing open tundra slopes and 
shrub tundra areas were predicted to become snow-free over the next two 
days (30-31 May). Satellite images indicate that shrub tundra areas 
showed a higher variability, and melting earlier than or simultaneously 
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May 28 

Fig. 10. Comparison of modeled melt patterns with satellite images and aerial 
photographs (after Pohl and Marsh 2006) 

with the open tundra. This discrepancy was not unexpected, since the 
model was set up for open, vegetation-free areas (especially through as
sumptions made about albedo and surface roughness) that were not cor
rected for vegetation influence. By 3 June the simulation showed residual 
snow only in drift areas along the sides of river valleys, around lake mar
gins, and in the channels themselves. This result was validated by aerial 
photography for that day. These late-lying snow patches are attributed to a 
combination of higher than average end-of-winter snow accumulation and 
below-average snowmelt energy, especially on steep, north-facing slopes 
and in the valley bottoms. 
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3.5 Effects of Shrubs on Snowmelt 

As suggested previously, shrubs can significantly affect snowmelt in the 
study area. To consider this effect, Marsh et al. (2003) carried out a study 
of snow accumulation and melt at a large shrub area in the vicinity of 
TVC. End-of-winter snow surveys showed that in late winter 2003, the 
SWE varied from 98 mm for tundra sites, to 141 mm for shrub sites, 499 
mm for drift locations, and 155 mm at forested sites, with a basin average 
of 142 mm. Although the shrub site had a pre-melt SWE approximately 
40% higher than at the tundra site, the SWE and the SCA at the shrub site 
deceased faster than at the tundra site (Fig. 11), suggesting a higher melt 
rate at the shrub site compared to the tundra site (cf., Pomeroy et al. 2006). 
Ongoing work will produce results for implementation in the Pohl and 
Marsh (2006) melt model to improve the ability to simulate snowmelt, 
changes in SCA, and snowmelt runoff. This will be especially important 
when considering runoff scenarios, as the shrub areas may increase rapidly 
in the coming decades due to climate warming. 

4 Processes Controlling Lag Between Melt and Runoff 

Percolation of surface melt through a snowpack is controlled by both the 
requirement to wet the dry snow to satisfy its irreducible water content, 
and to warm the snow to O°C. Marsh and Pomeroy (1996) applied the 
Marsh and Woo (1984b) percolation model to consider the effect of melt
water percolation on the timing and volume of water availability for run
off. This model includes a variable flow path and meltwater percolation 
algorithm, with the melt flux applied to mean snow-cover depth and den
sity in each landscape type in TVC. 

Model results indicate that the initial release of meltwater first occurred 
on the shallow upland tundra sites, with meltwater released nearly two 
weeks later from the deep snow drifts. The delay between the initiation of 
melt and arrival of meltwater at the base of the snowpack varied from 6 
days for 0.45 m deep snow at tundra sites, to 10 days for l.85 m deep 
snow at drift sites. During the beginning of the melt season, not all melt
water is available for runoff. Instead, some snowpacks contribute partially 
to runoff, and the spatial variation of runoff contribution corresponds to 
landscape type. At the tundra and drift sites, it was not until 9 days and 16 
days respectively that all of the melt water was available for runoff. At 
TVC, shrub tundra sites were intermediate between the tundra and drift 
sites in terms of the delay between start of melt and start of runoff. 
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Fig. 11. Change in snow water equivalent and snow covered area during the 2003 
melt season at TVC for both tundra and alder shrub sites (after Marsh et al. 2003) 

Combining model results with the distribution of landscape types in 
TVC, Marsh and Pomeroy (1996) were able to map the contributing areas 
of meltwater runoff on a daily basis. On May 19, 1993 for example, when 
the tundra areas (70% of the basin) were fully contributing meltwater to 
runoff, the shrub tundra areas (22% of the basin) were partially contribut
ing meltwater, while the drift areas (8% of the basin) were not contributing 
any meltwater. Such daily calculations of the contributing areas throughout 
the melt period could be used to drive a distributed hydrologic model. This 
large spatial and temporal variability of meltwater release has significant 
implications for predicting runoff in these environments. 

Water balance of TVC and HPC shows that streamflow begins well af
ter the start of melt, indicative of rapid rises in liquid water storage in the 
snow that reaches a peak near the start of discharge (Fig. 12). The devel
opment of large meltwater ponds in the stream channels suggested that the 
main channels of TVC and HPC may be a major storage area of meltwater 
prior to discharge commencement. However, field observations of the liq
uid water stored in TVC stream channels showed that it was only a minor 
component of total storage, holding only about 1 mm (averaged over the 
entire basin) of the approximately 100 mm of basin storage at the begin
ning of melt. This result clearly demonstrates that the largest portion of 
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meltwater storage must include the following: liquid water in the snow
pack and in numerous meltwater ponds (not in the stream channels) dis
tributed around the basin, and infiltration into the frozen soils,. Further 
work is required to assess the relative importance of these stores. 

The relative travel times of water through the major components (melt
water percolation through snow, infiltration into the ground, surface and 
subsurface flows, and stream flow) of the overall flow system, from the 
surface of melting snowpacks to the basin outlet, as well as the temporal 
variations in these relative rates were investigated by Quinton and Marsh 
(1998a). They reported that about 90% of the overall travel time to outlet 
was spent in the snowmelt percolation pathway. During the middle of the 
melt period, the hills lope runoff segment dominated (ca. 80%) the overall 
travel time. Later in the melt-runoff period, the critical factor controlling 
the overall travel time was whether or not an ephemeral stream was active. 

5 Snowmelt Runoff 

5.1 Processes 

The tundra basins have extensive hummocky permafrost terrain (Fig. 6, 
Woo and Rouse 2007). Quinton and Marsh (I 998b ) and Quinton et al. 
(2000) reported that the combination of mineral earth hummocks and inter
hummock pathways (dominated by peat of about 0.3 m thick) significantly 
affects slope runoff. Mineral earth hummocks have low permeability while 
the inter-hummock peat areas have a permeability that is typically three 
orders of magnitude larger than the hummocks, with the near surface por
tions of the peat having a permeability up to six orders of magnitude 
higher than the hummocks. In these inter-hummock zones the physical 
properties of the peat change abruptly with depth, with bulk density in
creasing fourfold and the active porosity decreasing from approximately 
0.85 near the surface to approximately 0.50 in the basal peat; and the per
meability decreasing by two to three orders of magnitude over a 20 cm in
crease in depth. Mineral earth hummocks influence hillslope runoff by: (I) 
concentrating flow through the inter-hummock zone, (2) obstructing flow 
from following a direct path to the stream banks, (3) attenuating flow by 
interacting with the saturated layer of the inter-hummock zone, and (4) 
raising the water table in the inter-hummock area by displacement. 

Quinton and Marsh (1999) subsequently showed that subsurface flow is 
the dominant mechanism of runoff to the stream channel, that this flow is 
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Fig. 12. Cumulative daily water balance for both TVC and HPC during the 
1994/95 water year. Note that snowmelt occurs well before the start of discharge 
from both streams and as a result, the storage term rises rapidly, reaching a maxi
mum at approximately the time when discharge begins (after Marsh et al. 2002) 

conveyed predominately through the peat of the inter-hummock areas, and 
that subsurface flow through highly conductive upper peat layer and soil 
pipes is as rapid as surface flow. They also suggested that TVC can be dis
tinguished into three hydrologic units (viz., stream channel, near-stream 
area, and uplands), and that the hydrologic response of each unit varies 
greatly depending on subsurface water levels. For example, when the wa-
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ter table is close to the ground surface, flow is rapid and the source area for 
the production of storm flow is relatively large as the source area extends 
away from the channels to include the upland areas. However, when the 
water table is in the lower peat layer, the source area is reduced (typically 
just the near-stream area), and flows are slow due to slow seepage flow in 
the lower peat layers. 

5.2 Modeling 

A major limitation in hydrologic modeling at large scales is the availability 
of appropriate input data including, for example, precipitation, tempera
ture, and radiation (cf., Thorne et al. 2007). Russell (2002) compared field 
observations at TVC and HPC to the Canadian Meteorological Centre 
Global Environmental Multiscale Model (GEM) weather prediction output 
and found that pressure, specific humidity and air temperature compared 
well, but that GEM precipitation was typically lower than measured. These 
results demonstrate that numerical weather prediction data are potentially a 
suitable source of input data for hydrologic models in northern Canada. 
Pohl et al. (2005) utilized the fully distributed hydrology land-surface 
scheme WATCLASS (Soulis and Seglenieks 2007) to model changes in 
snow covered area and spring snowmelt runoff in TVC. W ATCLASS was 
able to predict satisfactorily the runoff volumes (on average within 15% 
over five years of modeling) and mean SWE, as well as timing of snow
melt and meltwater runoff for open tundra (Fig. 13). Melt was underesti
mated in the energetically more complex shrub tundra areas of the basin. 
Furthermore, the observed high spatial variability of the SCA at a l-km 
resolution was not captured well (Fig. 14). Several recommendations are 
made to improve model performance in Arctic basins, including a more re
alistic implementation of the gradual deepening of the thawed layer during 
the spring, and the use of topographic information in the definition ofland 
cover classes for the GRU approach. Davison et al. (2006), for example, 
attempted to improve the sub-grid variability of the snow cover and the 
subsequent melt in TVC by including wind-swept tundra and drift classes 
based on topography rather than the traditionally used vegetation land 
classes. This approach improved the ability of W ATCLASS to simulate 
the variability in snow covered area during the melt period. 
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Fig. 13. Observed vs W ATCLASS simulated hydrographs for spring melt periods 
in TVC. 1997 and 1998 were model calibration periods (after Pohl et al. 2006) 
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6 Conclusion 

Field investigations in two small basins at the treeline have advanced 
knowledge of understanding of snowmelt and runoff processes in the 
northern environment. A combination of tower and aircraft flux measure
ments have demonstrated conclusively that the fluxes of sensible and latent 
heat, and radiation vary significantly over typical lOx 10 km grids. Com
bined with a spatially variable snow distribution at the end of winter, this 
results in a patchy snow cover during the melt period, with implications on 
the fluxes of energy and water to the atmosphere and for runoff. Imple
mentation of these processes in a model allowed the simulation of spatially 
variable fluxes, and produced realistic changes in the snow cover pattern 
over the study area. These studies demonstrated the importance of a vari
able snow cover, variable energy fluxes, and local scale advection in con-
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trolling the snowmelt process at small scales. In addition, runoff studies 
showed that meltwater storage in the snowpack and flow pathways of 
meltwater as influenced by such features as earth hummocks and peat ter
rain, have major impacts on hills lope runoff and therefore basin discharge. 
The combined land-surface/hydrology model W A TCLASS was tested for 
the TVC basin. Although this model has produced improvements in com
bining hydrology with detailed surface energy balance, comparison with 
detailed datasets has revealed areas where future efforts should focus, in
cluding the ability to represent properly the spatial variability in melt. On
going studies continue to use detailed observations, process studies, and 
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parameterizations from TVC and HPC to further improve the models to 
simulate the hydrology of northern Canada at a variety of scales. 
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Chapter 7 

Modeling Maximum Active Layer Thaw in Boreal 
and Tundra Environments using Limited Data 

Ming-ko Woo, Michael Mollinga and Sharon L. Smith 

Abstract The variability of maximum active layer thaw in boreal and tundra en
vironments has important implications for hydrologic processes, terrestrial and 
aquatic ecosystems, and the integrity of northern infrastructure, including oil and 
gas pipelines. For most planning and management purposes, the long-term prob
ability distribution of active layer thickness is of primary interest. This study pre
sents a robust method for calculating maximum active layer thaw, employing 
Stefan's equation to compute phase change of the moisture in soils and using air 
temperature as the sole climatic forcing variable to drive the model. Near-surface 
ground temperatures, representing the boundary condition for Stefan's algorithm, 
were estimated based on empirical relationships established for several sites in the 
Mackenzie Valley. Active layer thaw simulations were performed for typically 
saturated soils (one with 0.2 m peat overlying mineral substrate and one with 1.0 
m peat) in tundra and in boreal forest environments. The results permit an evalua
tion of the probability distributions of maximum active layer thaw for different lo
cations in permafrost terrain. 

1 Introduction 

Ice-rich permafrost is prevalent in the northern environment. Thawing of 
ice-rich ground can lead to major changes in the natural landscape and 
have important implication on the integrity of engineering structures such 
as building foundations, bridge footings, railways, and pipelines (e.g., 
Smith et al. 2001). In the Mackenzie River Valley, an existing buried oil 
pipeline (Norman Wells to Zama pipeline) and a proposed natural gas 
pipeline route to transport gas from the Mackenzie Delta traverse both the 
continuous and discontinuous permafrost zones, crossing many areas that 
are sensitive to fluctuations in active layer thaw. Characterization of active 
layer conditions and the ground thermal regime is essential for the evalua
tion of terrain stability, sound design of northern infrastructure and as
sessment of environmental impacts associated with northern development. 
Typically, finite difference schemes have been used to solve for ground 
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temperature variations (e.g., Goodrich 1982; Oelke et al. 2003) but this 
approach requires detailed soil property information usually not available 
for remote locations. Several simplified methods using a frost index ap
proach or n-factors (ratio of the air thawing/freezing degree day index to 
the ground surface thawing/freezing degree day index) have been applied 
to assess the presence or absence of permafrost or to estimate the tempera
ture at the top of the permafrost (Henry and Smith 200 I; Nelson 1986; 
Romanovsky and Osterkamp 1995; Taylor 2000). 

Like most remote northern regions, the Mackenzie Valley suffers from a 
scarcity of long term thaw depth and ground temperature measurements, 
and a paucity of weather stations that can offer sufficient climatic data to 
permit the simulation of ground temperatures using detailed heat balance 
schemes. On the other hand, we are often concerned with the depth of an
nual maximum thaw rather than the daily progression of the thaw front and 
for most planning and management purposes, the long-term probability 
distribution of active layer thickness is of primary interest. The purpose of 
this study is to provide a robust method to estimate the probability of 
maximum active layer thaw. 

2 Study Area and Data 

The Mackenzie River Valley extends from the Beaufort Sea coast above 
the Arctic Circle to the temperate grasslands in the south. This region is 
also one where increased hydrocarbon development, including a proposed 
gas pipeline, is projected to occur. Along the Valley, tundra and boreal 
forest are two environments underlain by permafrost. The tundra landscape 
is largely flat to rolling, with shrubs and herbs, grasses and sedges, lichens 
and mosses growing on organic soil of various thickness (from centimeters 
to over a meter), overlying mineral substrates that range from marine and 
lacustrine clay, to sand, gravels and boulders (Aylsworth et al. 2000; 
Rampton 1988). Segregated and pore ice, and sometimes massive ice bod
ies, can be encountered at all depths (Heginbottom 2000). Winters are long 
and experience considerable radiative losses, resulting in intense coldness 
with mean January temperatures falling below -25°C. Snow stays on the 
ground for about 8 months and its uneven distribution is largely caused by 
the many drifting events resulting from exposure to wind due to lack of 
vegetation/tree cover. Summers have long daylight hours and moderate 
temperatures (Fig. I). The boreal region has a longer thaw season (Fig. I) 
and the snow cover lasts for a shorter period (6-7 months). The snow is 
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more evenly distributed, mainly due to the presence of trees (mostly spruce 
in the north, both spruce and aspen further south) which reduces snow re
distribution by wind. As in the tundra areas, the soils often have an organic 
top layer (Aylsworth and Kettles 2000) and ground ice is prevalent in both 
the organic and the mineral soils (in particular the lacustrine silty clay). 
Many tundra and boreal sites in the Valley are occupied by wetlands and 
their soils are saturated during all or most parts of the thawed season (Zol
tai et al. 1998). 
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Fig. 1. Samples of daily temperatures at lnuvik (typical of tundra conditions) and 
Fort Simpson (boreal environment) for 1997-99 

Two of Environment Canada's weather stations, Aklavik (68°08'N; 
135°00'W) and Inuvik (68°17'N; 133°24'W), reported daily air tempera
tures for periods greater than 30 years. Aklavik temperature data is avail
able for the periods 1926 through 1961 and 1981 to the present, while Inu
vik data spans the years 1957 to the present, with some gaps. A 
comparison of overlapping data from the two sites showed a high degree 
of correlation (r = 0.99). This allowed us to merge the data from both sites 
into a single time series of 65 years to represent temperature conditions in 
a tundra zone. In the boreal environment, Fort Simpson (61°54'N; 
121°24'W) provided 39 years of data for this study. In addition, several 
sites operated by the Geological Survey of Canada (GSC) offer short «20 
years) records of air temperature and near-surface ground temperature 
measured at 0.05 m below ground. Both air and near-surface ground tem
peratures are obtained with thermistors connected to single channel data-
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loggers that record temperatures at 4 hour intervals to an accuracy of ± 
0.5°C with a resolution of ± 0.3°C. Where the short-term sites are located 
within 100 km radius from the long-term weather stations, their mean daily 
air temperatures are strongly correlated (correlation coefficients of 0.95 or 
greater), indicating that the Aklavik-Inuvik and Fort Simpson data are rep
resentative of their nearby areas. 

Several sites in the Mackenzie Valley that are part of the GSC' s active 
layer monitoring network provided maximum annual thaw depth meas
urements (Nixon et al. 2003; Tarnocai et al. 2004). These measurements 
were made with frost tubes (Mackay 1973) and are used for comparison 
with the simulation results. 

For this study, we use two composite soil profiles typical of many areas 
in the North. Both profiles comprise ice-rich silty clay overlain by an or
ganic layer, which in one case is thin (0.2 m) and in the other thick (1.0 
m), representing two soil conditions commonly encountered in the 
Mackenzie Valley. Only saturated soil conditions are investigated but this 
is highly relevant as it reflects the conditions existing in a large part of the 
Valley. The soil properties used in this study of active layer thaw are given 
in Table 1. 

Table 1. Properties of the composite soil profile used in the modeling of active 
layer thaw 

Soil type Bulk den- Porosity Organic Mineral Minimum 
sity [kg m-3] fraction fraction fraction of un-

frozen water 
Organic 60 0.9 0.1 0 0.05 
Mineral 1600 0.44 0 0.56 O.l 

3 Methods 

This study makes use of long-term air temperature data to obtain the prob
ability of maximum active layer thaw depths, using empirical relationships 
to estimate near-surface ground temperature and the Stefan's equation to 
calculate ground thaw. 

3.1 Commencement of Ground Thaw 

Ground thaw commonly begins as soon as the winter snow cover is de
pleted (Carey and Woo 1998). To determine the date of snow disappear-
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ance requires information on winter snow accumulation and spring snow 
melt, which is generally unavailable for remote locations. It is also noted 
that a rise of the near-surface ground temperature to the freezing point al
ways lags behind the rise of mean daily air temperature above O°C (which 
is indicative of the commencement of snowmelt). This lag time can be 
considered as a proxy for the duration of snowmelt. Owing to an increase 
in snowmelt rate as the summer advances, particularly at high latitudes 
where the days become very long around the solstice, the duration of 
snowmelt becomes shorter if the melt begins late. This relationship is con
firmed by plotting the lag time against the day of year when air tempera
ture rises above O°C. Plotting data (Fig. 2) from Fort Simpson and Ochre 
River (boreal environment) and from Reindeer Station and YaYa Lake 
(tundra), we obtain the empirical relationship 

LAG = 43.3 - 0.24 DOY (I) 

where LAG is the delay (in days) of ground thaw commencement after the 
air temperature reaches O°C; DOY is the day of year (DOY=I for January 
I). The correlation coefficient is 0.83 and the standard error is 3.6 days. 

3.2 Air and Near-surface Temperature Relationship 

From an energy balance consideration, air temperature is a manifestation 
of the sensible heat flux while ground temperature is controlled by ground 
heat flux. Heating of the air and the ground depends on the partitioning of 
the energy balance components, and the ratio ofthe ground heat to the sen
sible heat may change systematically during the snow-free period. We take 
the mean daily near-surface temperature (Tg) and mean daily air tempera
ture (Ta) as indicators of these fluxes to form Tg/Ta ratios. The ratios are 
then plotted against time over the duration of the thaw period. 
In order to reduce noise in the plotted data caused by fluctuations in Ta 
that are too rapid to permit a synchronous response in Tg, the ratios are 
plotted as 3-day running averages, starting at the second day after thaw 
commencement. Figure 3 shows the plotted data for Martin River near Fort 
Simpson (boreal site) and for Lousy Point in the Mackenzie Delta (tundra 
site). Both graphs suggest that the ratios change non-linearly with time and 
can be approximated by an inverse exponential relationship until the 
freeze-back season. The data for each site show some scattering but the re
lationship takes the form 

Tg/Ta = b - c exp(s P) (2) 
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Fig. 2. Relationship between time delay of ground thaw commencement after the 
air temperature has attained ooe (LAG, in days) and the date when air temperature 
rises to ooe (Day of Year), based on data from two tundra and two boreal forest 
sites 

where P is the day number, plus 1, after the beginning of ground thaw; b, s 
and c are coefficients. The value of b is the maximum recorded ratio, and 
the other two coefficients can be obtained by least square fitting. The data 
are bracketed by an upper enveloping curve that represents strong surface 
heating and a lower enveloping curve that signifies conservative warming 
of the ground surface in relation to air temperature. For these enveloping 
curves, the c and s coefficients are obtained by inspection so that together, 
they encompass most of the data points. Numerical values of the coeffi
cients for the two study sites are provided in Table 2. The ground surface 
temperature is estimated by multiplying the Tg/Ta ratio from Eq. (2) by 
the mean (3-day running average) air temperature of the day. Note that 
only the period of thaw, and not the freeze-back, is of interest to this study 
so that there is no need to extend the relationship to the autumn when air 
temperature falls below O°C. 
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Fig. 3. Change of Tg/Ta ratio (ratio of near-surface ground temperature and air 
temperature, as 3-day running averages) with time since the beginning of ground 
thaw for (a) a boreal site at Martin River, and (b) a tundra site at Lousy Point. 
Also shown are the curves that represent the average conditions and the curves 
that envelop most of the data points. The coefficients are obtained by least-square 
fitting (for the average curves) and by inspection (for the enveloping curves) 
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Table 2. Parameter values for equation relating Tg/Ta ratio to day after start of 
ground thaw (P): Tg/Ta = b-c exp(s P) 

Parameters 
b c s 

Boreal site at Martin River 
Upper curve 0.87 0.55 -0.08 
Middle curve 0.74 0.47 -0.06 
Lower curve 0.60 0.40 -0.04 

Tundra site at Lousy Point 
Upper curve 0.66 0.58 -0.04 
Middle curve 0.50 0.54 -0.05 
Lower curve 0.33 0.50 -0.06 

3.3 Active Layer Thaw Calculation 

The Stefan's equation offers a robust yet physically sound approach to cal
culate ground thaw (Woo et al. 2004). Originally formulated for lake ice 
melt, it has been adapted for ground freeze-thaw calculations (Jumikis 
1977): 

(3) 

where dzt/dt is the rate of thaw front descent (m S-I), k/ is the thermal con
ductivity of the thawed soil (J m-1 S-1 K-1), Of is the thawing degree days, A 
is the volumetric latent heat of fusion of water (J m-3), and 8z is the volu
metric fraction of soil moisture content at depth z. Thawing is initiated at 
the top of the soil column. The near-surface ground temperature is the 
forcing that drives the heat to the freeze-thaw front through conduction, 
which is a function of the thermal properties of the soil. Heat convection is 
ignored and all available heat is used for phase change, not for warming or 
cooling of the soil. 

The physical properties of the soil, including bulk density, porosity, 
mineral and organic contents, as well as the moisture content, are esti
mated based on field data. These properties are used to calculate the ther
mal conductivity of the soil above the thaw front (Farouki 1981). The ad
vance of the thaw front is calculated daily until freeze-back occurs in the 
fall. The thaw front position immediately before freeze-back marks the 
maximum active layer thaw for that year. In permafrost terrain, the entire 
profile would be frozen back in the winter before ground thaw computa
tion resumes in the subsequent year. 
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4 Results of Application 

Mean daily air temperatures from Aklavik-Inuvik and from Fort Simpson, 
representing the tundra and the boreal environments respectively, were 
used to simulate the annual maximum active layer thaw in soils with a thin 
(0.2 m) and a thick (1.0 m) organic cover. 

Year to year variations in the maximum annual thaw depth in response 
to warm and cold summer conditions are well known (e.g., Young and 
Woo 2003). The simulated annual thaw depths were tallied at 0.05 m in
tervals for each simulated data set and converted into probability estimates 
(divided by the number of years of simulation). Three probability distribu
tions were obtained for each test case, using the upper, middle and lower 
Tg/Ta curves to derive the near-surface temperature. They represent the 
maximum annual thaw probabilities under conditions of strong, average 
and weak surface heating responses to air temperature. As expected, usage 
of the upper and lower enveloping curves for the Tg/Ta ratio expands the 
range of possible active layer thickness for each site. 

The simulation results are provided in Fig. 4. A comparison was made 
with some active layer thickness measurements available from two sites in 
GSC's active layer monitoring network (Lousy Point in tundra and Martin 
River in boreal forest). Considering that we used only average soil condi
tions for the simulations, it is unlikely that the simulated thaw depths 
would encompass every observation made in sites where actual soil pa
rameter values differ from the idealized values. Given these limitations, 
the model was still able to bracket most of the observed values for satu
rated soil with both a thick and a thin organic cover. This partial validation 
adds confidence to subsequent interpretation ofthe simulated results. 

4.1 Effects of Location 

The boreal region, being further south than the tundra, has a longer thawed 
season and warmer summer, as is seen in the air temperature differences 
between Fort Simpson and Aklavik-Inuvik in the Mackenzie Delta (Fig. 
1). Such contrasts give rise to deeper active layer thaw in the boreal than in 
the tundra zone. Applying the mean Tg/Ta ratio curves (middle curves in 
Fig. 3) to areas with a thin organic layer overlying mineral substrate (Fig. 
4a), the simulated deepest annual thaw in the Mackenzie Delta has a me
dian value of 0.60 m; but deepens to 1.36 m in the Fort Simpson area. For 
areas with a thick organic layer, the median for simulated maximum thaw 
depth is 0.36 m for the Delta and 0.65 m for the boreal location (Fig. 4b). 
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These results reflect the effect of latitude on active layer thickness in typi
cal soils under saturated conditions. 
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Fig. 4. Estimated probability of annual maximum active layer thaw depths for 
saturated soils with a thin (0.2 m) and a thick (1.0 m) organic surface layer, for 
tundra and boreal locations. Each site provides three probability distributions, for 
the cases of strong, average and weak ground surface heating responses to air 
temperature, corresponding to the upper, middle and lower curves shown in Fig. 3. 
Also shown are the ranges of active layer thickness measured at GSC's active 
layer monitoring sites with thin peat on mineral soil 

4.2 Effect of Organic Layer Thickness 

Ice-rich organic soil consumes much ground heat for ice melt (i.e., it has a 
high latent heat requirement) and when thawed and saturated, it has a 
lower thermal conductivity than saturated mineral soil (Woo and Xia 
2005). Both factors retard the penetration of the thaw front in organic soils. 
Figure 4b demonstrates that the thaw front is unable to pass through the 1 
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m thick organic layer in both the tundra and the boreal site. Even when the 
extreme Tg/Ta ratio curves (upper and lower envelops in Fig. 3) are used 
in the simulation, the maximum annual thaw falls within a narrow range, 
being 0.29-0.42 m for the Delta site and to 0.58-0.72 m for the boreal site. 

Without a thick organic layer to insulate the mineral substrate, ground 
thaw can descend deeper into the frozen soil. The maximum thaw depth is 
more variable than under a thick organic layer, becoming more responsive 
to the year-to-year fluctuations in air temperature (see Fig. 4a, which 
shows a range of 0.47-0.77 m for the Delta site and 1.16-1.53 m for the 
boreal site). These simulated results demonstrate the significant role of or
ganic materials in controlling the probability distribution of maximum an
nual thaw in permafrost areas. 

5 Conclusion 

A method is presented to calculate annual maximum thaw of the active 
layer, using a combination of Stefan's algorithm for thaw penetration and 
empirical functions to evaluate the starting day of thaw and to obtain near
surface ground temperature from daily air temperature. Since only air tem
perature is used as the forcing, the method can be applied to most remote 
regions where data are scarce. 

The method was used to derive probability estimate of the depths to 
which maximum ground thaw can attain. Long term weather station data 
provide the requisite input to run the model, to simulate maximum thaw 
for multiple years to allow the estimation of their probabilities. This ap
proach was applied to two sites, one in the boreal and the other in a tundra 
environment, both under saturated conditions and with typical soil profiles 
of organic overlying mineral soils. 

Simulation results confirm the effect of location on the probability dis
tribution of maximum annual thaw, with shallower thaw at the tundra site. 
The effects of surface organic layer are also demonstrated. A thick organic 
soil cover retards thaw penetration so that ground thaw is shallower and 
the range of maximum thaw depth is smaller than for soils with a thin sur
face organic layer. 

The method discussed can be used to generate information on the range 
of thaw depth that may occur under current climate conditions for repre
sentative locations and terrain types in the Mackenzie Valley. This pro
vides baseline permafrost conditions within development areas which is 
required for both infrastructure design and environmental impact assess-
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ment. In addition, the model can be applied to predict thaw depth under 
various climate scenarios such as those projected in response to climate 
warming (Woo et al. 2007). The empirical equations can be modified to re
flect changes in the relationship between air and ground surface tempera
tures, for prediction of change in thaw depth due to surface disturbance 
(e.g., vegetation clearing) associated with development. Given an increase 
in hydrocarbon exploration and development activities in the North, there 
is a strong demand for information on active layer thaw to facilitate sound 
engineering design and to ensure sustainable development. For such areas 
of data scarcity, the robust model presented will be highly suitable. 
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Chapter 8 

Climate-Lake Interactions 

Wayne R. Rouse, Peter D. Blanken, Claude R. Duguay, 
Claire J. Oswald and William M. Schertzer 

Abstract Lakes cover an estimated 11 % of the Mackenzie River Basin (MRB) 
and they are an integral part of the Basin's energy and water cycling regime. For 
convenience they are classified into small, medium and large in terms of surface 
area. MRB lakes are subjected to a wide range in air temperature from south to 
north, and to substantial differences in precipitation. The ice-covered period is a 
function of lake size and location. Small lakes have a longer ice-covered period 
(6-9 months) than large lakes (4-7 months) and northern lakes have a longer ice
covered period than their southern counterparts. Lake ice duration and thickness is 
strongly influenced by both air temperature and overlying snow depths. During 
the open water season, for small shallow lakes, the seasonality of convective 
fluxes is similar to the surrounding land surfaces, but for medium and large lakes 
there is a large time lag. Their total seasonal evaporation is significantly greater 
than for terrestrial surfaces and their considerable heat storage capacity accounts 
for the temporal lag in energy and water cycling. A large lake such as the Great 
Slave Lake is highly sensitive to interannual climate variability and achieves sub
stantially greater heat storage, higher temperatures and greater evaporative and 
sensible heat fluxes during a warmer year than during an average year. Instead of 
exhibiting strong diurnal evaporation cycles, its thermal and evaporative behavior 
is dominated by synoptic systems that approach a three-day cycle. Mass transfer 
methods of calculating evaporation works well, but are specific to size of the lake 
and its exposure to atmospheric forcing. Slab models employed to describe the 
energy cycles of different size lakes have met with some success. Lakes of all 
sizes are strongly impacted by climate variability and change and this has large in
fluences on the regional hydrologic regimes. 

1 Introduction 

Lakes are an integral part of the Mackenzie River Basin (MRB) energy 
and water cycling regime (Woo et al. 2007) due to their high frequency of 
occurrence and large areal coverage (Fig. 1). A total lake surface area of 
198,000 km2 (11 % of the Basin) is estimated from the recently available 
Canada Centre for Remote Sensing water fraction data derived from satel-
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Fig. 1. Mackenzie River Basin showing lakes> I 0 km2 in area. High density of 
lakes in the eastern portion of the basin coincides with the underlying Canadian 
Shield whose boundary with the Interior Plains to the west passes through central 
Great Slave Lake (after Bussieres and Schertzer 2003, with permission of the au
thors) 

lite analysis (Bussieres, personal communication). Lake size ranges from 
small ponds to some of the largest fresh-water lakes in the world, includ
ing from north to south, Great Bear Lake (31,153 km2), Great Slave Lake 
(28,450 km2) and Lake Athabasca (7,850 km\ Lake size and frequency 
are inversely related (Table 1). The largest concentration of lakes is in the 
Precambrian Canadian Shield and these are generally much deeper than 
their counterparts in the Interior Plains. Little is known about the average 
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depths of small and medium lakes, but larger lakes are usually deeper than 
the smaller ones. The average depths of Great Bear Lake, Great Slave 
Lake and Lake Athabasca are about 76,88 and 26 m respectively. 

Table 1. Size categories of lakes in the Mackenzie River Basin and the depth 
ranges, approximate number of lakes, cumulative area and percentage of total cu
mulative basin lake area for each category 

Small Medium Large Total 
Size range [km2] <1 1-100 >100 
Depth range [m] ::;5 5-50+ >25-70+ 
Number of lakes 25,651 9,590 261 35,503 
Cumulative area [km2] 6,549 63,827 127,624 198,000 
Percent of total area 3 32 65 100 

Lakes in the MRB experience a large range of climatic conditions. An
nual precipitation in the MRB ranges from 170 mm at the Arctic Ocean 
coast to 620 mm in the mountainous southwest (Stewart et al. 1998; Woo 
et al. 2007). Most of the lakes are located in the drier, eastern parts of the 
Basin (Fig. 1). The MRB has a wide range of absorbed solar radiation, 
temperature and humidity. The annual course of absorbed solar radiation 
as calculated from AVHRR satellite images as described in Feng et al. 
(2002) indicate that only the most southerly portions of the MRB absorb 
any solar radiation during the winter months (OJF). During the summer 
(JJA), however, absorbed solar radiation exceeds 400 W m·2 throughout 
most of the Basin except for the cloudy areas along the eastern slopes of 
the Mackenzie Mountains and along the Arctic coast. Mean January air 
temperatures range from -12°C in the south to -28°C in the north, but the 
mean July temperature difference between the north and the south is small, 
being about 15°C over the Basin except for the mountainous areas where 
temperature decreases with altitude. The largest mean annual temperature 
ranges are in the north-central MRB. Here, the largest lakes in the basin 
are subjected to annual ranges of up to 45°C. 

The thermal and water storage and energy exchange capabilities of lakes 
differ from those of adjacent land surfaces. Prior to the Mackenzie 
GEWEX Study (MAGS), thermodynamic research was limited to tempera
ture studies of Great Slave Lake (Melville 1997; Rawson 1950) and Great 
Bear Lake (Johnson 1975). Research conducted under MAGS has greatly 
advanced our understanding of energy and water cycling of MRB lakes. 
Many of the results from the MAGS lake studies can be applied to other 
circumpolar high latitude lakes. The Great Lakes of the Mackenzie have 
much in common with the Laurentian Great Lakes situated in the temper-
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ate region of eastern North America, but the Mackenzie lakes are exposed 
to larger climatic extremes. Lake size is critical to climate-lake interac
tions, so cross-region similarities will be closely linked to lake size, as well 
as to similarities in their climatic regions. This chapter provides a synopsis 
of MAGS findings pertaining to interactions of climate and lakes in this 
high latitude Basin. 

2 Seasonal Thermal and Moisture Cycles in MRB Lakes 

The size of a lake influences its seasonal cycles in many ways and dictates 
how much they will differ from those of the surrounding land. The lakes 
are arbitrarily distinguished into small (area:::; 1 km2 ; depth:::;5 m), me
dium (area 1-100 km2; depth>5-50+ m) and large (area>100 km2; 

depth>25-70+ m) categories (Rouse et al. 2005). The open water period 
and vigorous energy cycle of the small lakes starts in early spring with the 
onset of thaw (Table 2). This normally coincides with long daylight peri
ods and above-freezing daytime temperatures. The melting of the snow 
and ponding of water on lake ice dramatically reduces the albedo of the 
lakes, typically from >0.6 to <0.25. Melting can proceed rapidly with the 
combination of atmospheric warmth and the strong absorption of solar ra
diation. Solar heating of the shallow lakes raises their temperatures rapidly 

Table 2. Seasonal cycle of different size lakes in the central Mackenzie River Ba
sin. Z, T, W, C, and F designate Frozen, Thaw, Warming, Cooling and Freeze-up 
respectively 

Shallow Lake 

~~ T IIIIIIU!J}JIIIIII~I 
Medium Lake 

~ THlJfwHE c ~I 
Lar~e Lake 

~ AIiIII~111111 c §:I 
J F M A M J J A S o N D 

after the final ice melt, allowing evaporation to proceed vigorously. With 
the arrival of winter, a combination of subfreezing temperatures, short day
light periods and low lake volume encourages rapid freezing. Formation of 
lake ice creates an effective lid on outgoing turbulent heat fluxes and the 
shallow lake evaporation cycle abruptly ends. The period of substantial 
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evaporative and sensible heat loss from shallow lakes in southern and cen
tral MRB lasts about four months (Table 2), and this duration decreases 
poleward. 

With larger surface areas and greater depths, the volumes of medium 
lakes are also bigger than those of small lakes. These lakes display much 
greater time lags in their heat and moisture cycles than the smaller ones 
and shorter lags than the large lakes, though the cycles of many medium 
lakes appear to approximate more closely to those of the large lakes (Table 
2). They are able to store substantial amounts of heat because solar radia
tion can penetrate to considerable depths depending on water clarity. Their 
surface heating generally lags behind that of small shallow lakes, leading 
to delays in the onset of latent and sensible heat fluxes in the spring. How
ever, large heat storage allows these fluxes to continue vigorously into the 
fall and early winter. 

Seasonal cycling of the large lakes in the MRB is in many respects simi
lar to that of the Laurentian Great Lakes but in some respects their high 
latitude position puts them in a class of their own. The thermal and hydro
logic regime of Great Slave Lake (Rouse et al. 2003; Schertzer et al. 2003, 
2007) is probably representative of the large deep high latitude lakes, at 
least to a first approximation. The thermal cycle shows a prolonged spring 
heating period, a summer period of maximum heat storage, a fall-winter 
cooling phase and a winter minimum in temperature and heat storage (Ta
ble 2). Ice break-up ranges from late May to late June. Freeze-back occurs 
from late November to the end of December. Great Slave Lake and Lake 
Athabasca undergo biannual density-driven vertical turnover, exchanging 
surface and deep waters and are dimictic (i.e., they undergo vertical over
turning at the temperature of maximum density (4°C) during spring warm
ing and again during autumn cooling). Great Bear Lake has been described 
as cold monomictic with no vertical convective mixing (Johnson 1975; 
Melville 1977) but recent evidence indicates that this is not the case, at 
least in some parts of the lake (Rouse et al. 2005, 2007). During spring, the 
total heat flux is dominated by high net radiation that contributes primarily 
to lake heating (Schertzer et al. 2000). Heating proceeds slowly because of 
the large vertical mass and deep thermal mixing. During this heating phase 
the turbulent heat fluxes are often negative (Blanken et al. 2000) and posi
tive fluxes usually do not commence until mid-summer. The evaporative 
and sensible heat fluxes reach their maxima during fall and early winter 
(Rouse et al. 2003) and remain large as long as there is open water. Sig
nificant evaporation from Great Slave Lake occurs over a period ranging 
from 6 to 7 months (Blanken et al. 2007). 
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3 Lake Ice Duration and Thickness 

Freeze-up and breakup dates that bracket the duration of ice cover have 
been shown to be robust indicators of climate variability and change at 
northern latitudes (e.g., Duguay et al. 2006). Ice cover thickness, and in 
particular the duration of ice cover also playa significant role in the annual 
energy and water balance of large river basins such as the MRB. Ice cover 
on water bodies prohibits evaporative exchanges with the atmosphere for 
several months each year. 

Ice cover duration varies as a function of lake size and location. Air 
temperature is the principal determinant of ice cover duration while ice 
thickness is also strongly influenced by the presence of snow on the ice 
(Menard et al. 2003). To examine the effects of air temperature, snow 
cover, and lake depth on the ice regime of MRB lakes, maps were pro
duced using output generated from the one-dimensional thermodynamic 
lake-ice model CLIMo (Duguay et al. 2002), forced with NCEP/NCAR 
Reanalysis and the gridded snow data (Brown et al. 2003) at a 2.5°x2.5° 
grid-resolution for the overlapping period of the two data sets (1980-96). 
Isolines of ice cover duration and maximum ice thickness given on these 
maps (Figs. 2 and 3) represent mean values computed over the 16-year pe
riod for typical small shallow lakes (3 m) and medium to large deep lakes 
(30 m). 

Figure 2 shows the general spatial patterns as well as variations in ice 
cover duration with lake depth (3 and 30 m) across the MRB, assuming 
that the accumulated snow does not get redistributed by wind. Such condi
tions may be encountered at sheltered lake sites found in more densely for
ested areas of the Basin but are unlikely to be experienced on large lakes 
or in areas characterized by sparse a vegetation canopy (open forest and 
tundra). Figure 3 illustrates the results for completely snow-free lakes. In 
reality, conditions normally lie between the "full snow" and the "no snow" 
scenarIOs. 

The ice cover period ranges from about 6 to 9 months for small lakes 
and 4 to 7 months for large lakes over the entire MRB. For lakes located at 
the same latitude, the shallower lakes remain ice covered for a longer pe
riod (by 40-50 days) than the deep lakes. The difference in ice cover dura
tion between the two classes of lakes is due mainly to the larger heat stor
age capacity of the deep lakes which freeze at a later date than shallow 
lakes (Menard et al. 2002). Maximum ice cover thickness on the other 
hand shows differences of only about 10 to 20 cm for lakes of different 
depths (being thinner for deeper lakes due to later ice formation) at the 
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Fig. 2. Mean ice cover duration and maximum ice thickness ("full snow" sce
nario) for 1980-96 for hypothetical 3-m and 30-m deep lakes across the 
Mackenzie River Basin as modeled using the CLlMo model (after Duguay et al. 
2003) 
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Fig. 3. Same as Fig. 2 but for "no snow" scenario (after Duguay et al. 2003) 

same latitude. When both "full snow" and "no snow" scenarios are consid
ered, the thickness varies from about 0.8 m in the south to 2 m in the north. 
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This experiment clearly demonstrates the significant impact of snow cover 
on lake ice thickness and duration. 

4 Energy Fluxes and Lake Size 

Lakes of all sizes have large net radiation and convective heat fluxes dur
ing their open water periods and their seasonal evaporation is significantly 
greater than for other high latitude surfaces (Rouse et al. 2007). The semi
transparent nature of lake water allows incident solar radiation to penetrate 
to considerable depths where it is largely absorbed. Hence lakes have low 
surface albedos. This penetration can reach the bottom of shallow lakes. In 
deeper lakes the penetration can be deep depending on transparency, and 
the absorbed heat energy is redistributed to greater depths by density- and 
wind-driven overturning. The total absorbed heat energy determines how 
long a lake will remain ice-free. It also determines how much heat is avail
able to drive the evaporative and sensible heat fluxes. Thus large deep 
lakes remain ice-free the longest and evaporate the most water. Evapora
tion for medium and large lakes is almost double that of upland Canadian 
Shield surfaces and significantly larger than for wetlands and small lakes 
(Table 3). 

Table 3. Seasonal energy balance components and evaporation for different size 
lakes compared with uplands and wetlands. (adapted from Rouse et al. 2005) 

Q* Qs QE QH E max-Qs Days of 
oEen water 

Upland 1094 0 560 534 227 57 
Wetland 1199 25 774 400 314 94 
Small lake 1386 28 855 503 346 268 154 
Medium lake 1259 27 1002 230 406 562 170 
Large lake 1290 10 1041 240 422 1048 228 

Q* net radiation" QH sensible heat flux, Qb latent heat flux (all in MJ m-2 d-1), E 

evaporation (mm), Qs and max-Qs heat storage and maximum heat storage dur
ing the ice-free season (M] m-2) 

The net radiation of small lakes is large and comparable to medium and 
larger lakes (Table 3). Although they have shorter open water seasons than 
larger lakes, their earlier ice melt allows them to absorb more solar radia
tion during the high sun season around the summer solstice. Vertical gra
dients of air temperature and vapor pressure control their surface to air 
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heating, cooling and evaporation rates. During the course of a day the lake 
surface warms less rapidly than the air above so that temperature and va
por pressure gradients are more moderate than the nearby terrestrial sur
faces. This suppresses sensible and latent heat fluxes. During evening and 
night the lake surface cools less rapidly than the overlying atmosphere and 
this enhances the sensible and latent heat loss. From day to day and over 
periods of several days the overlying air masses exert a similar influence 
on fluxes of small lakes. With cold overlying air, vertical temperature and 
humidity gradients are large and the sensible and latent heat fluxes are 
large. Shallow lakes cool rapidly and vapor fluxes are large. With warm 
overlying air, vertical temperature and humidity gradients are suppressed, 
sensible and latent heat fluxes are reduced, and lakes can have a net gain in 
heat storage. Small lakes tend to reach their greatest heat storage in mid
summer, but they cool off quickly in the fall and their sensible and latent 
heat fluxes decline rapidly through to freeze-up. 

The magnitudes of vertical heat and moisture fluxes to and from me
dium-size lakes are influenced temporally by several factors that can differ 
from small lakes. Their larger heat storage (Table 3) often results in little 
daily variation in their surface temperatures so that the diurnal variation of 
the convective fluxes is mainly controlled by air temperature and humidity 
of the overlying air. As well as responding to regional air mass activity, 
the vertical temperature and humidity gradients may be influenced by lake
land breezes (Oke 1987). By day, these enhance the vertical temperature 
and humidity gradients to promote evaporative and sensible heat losses, 
and by night suppress the vertical near-surface gradients to inhibit such 
moisture and heat losses. Seasonally, the greater frequency of cold air 
masses over relatively warm lake surfaces in late summer, fall and early 
winter strongly defines the vertical temperature and humidity gradients 
and drives especially strong evaporative heat fluxes through to final 
freeze-up. Warm dry air mass incursions during this period can lead to 
temperature inversion with downward directed sensible heat flux that helps 
accelerate evaporation. 

Many factors influencing medium lakes are magnified when applied to 
large lakes. Diurnal and day to day variability in fluxes is small during fair 
weather days. Storm activity and seasonality exert strong influences. Ma
jor mid-summer storms can stir large lakes to great depth and bring cold 
water to the surface and this can dampen evaporation and sensible heat 
loss for days afterward. Seasonally, the long lag due to spring and early 
summer heating, enhanced by the vertical convective turnover, promotes 
inversion or weak lapse gradients at the lake-atmospheric interface. After 
final breakup, this can dampen evaporation and sensible heat loss for 
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weeks. The large lakes heat gradually and tend to reach their highest tem
peratures in mid to late summer, coinciding with the period with the 
warmest overlying air masses so vertical gradients are moderate and fluxes 
are similarly modest. In fall, early winter and often into mid-winter cool to 
cold air masses dominate the overlying atmosphere but the ice-free lakes 
remain relatively warm. This drives very large fluxes. Figure 4 shows that 
the net radiation and evaporation for Great Slave Lake are out of phase. 
For 3.5 months after September 15, a period when average net radiation is 
negative, the evaporation magnitude is twice as large as the evaporation 
for the 3.5 months prior to that date, when average net radiation is large 
and positive. 
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Fig. 4. Average monthly net radiation (Q*) and evaporation rates (E) for Great 
Slave Lake (values converted in water equivalent unit) 

Not only do large lakes control their own environment but because of 
their considerable volumes and heat storage (Table 3), they exert pro
nounced effects on their surrounding landscape. Strong lake breezes cool 
the peripheral terrestrial environment in spring and early summer. The 
large evaporation in fall and early winter can trigger downwind snow 
squalls as seen in satellite images over the Great Slave and Great Bear 
Lakes region. 
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5 Large Lake Thermodyamic and Hydrodynamic 
Processes 

5.1 Seasonal Patterns 

The annual temperature cycle of Great Slave Lake shows the following 
pattern and characteristics. This lake is dimictic and its minimum tempera
ture «1 DC) usually occurs in mid-winter. Based on average condition be
tween 1988 and 1999, the central basin of the lake is expected to be ice
free by June 18 and to be frozen by December 7 (Walker et al. 2000). Af
ter spring melt, the penetration of solar radiation and wind mixing largely 
determine the lake thermal structure. Following the spring turnover, a ver
tical thermal structure develops with the warmest water in the upper layer 
and the coldest water in the lower layer and the transition characterized by 
sharper temperature gradients representing the thermocline. The thermo
cline generally deepens to a maximum in mid-summer when the lakes heat 
content is at a maximum. Subsequent cooling proceeds through to freeze
up. During the stratified summer season the colder deeper portion of the 
lake undergoes much smaller temperature variation than the upper mixed 
layer. Because of its large size and high latitude location, Great Slave Lake 
is prone to high winds and storm waves that lower the thermocline and re
duce the surface and subsurface temperatures (Schertzer et al. 2007). This 
reduces both the evaporative and sensible heat fluxes. 

Interannual variability in the thermal regime of Great Slave Lake is sub
stantial (Schertzer et al. 2007), as is evident in the sequential years of 1998 
and 1999 (Table 4 ). Walker et al. (2000) showed that extensive open water 
areas were evident by May 27, 1998, about three weeks earlier than the 
average. This, combined with late freezing in the fall, provided an ice-free 
season of 213 days. 1999 was closer to normal with 175 ice-free days. The 
seasonal maximum heat storage was 18% larger, maximum daily air tem
perature 31 % higher and maximum daily water surface temperature 24% 

Table 4. lee-free days, heat content, air temperature and surface temperature of 
Great Slave Lake (adapted from Schertzer et al. 2003; Walker et al. 2004) 

1998 1999 
Ice-free days 218 172 
Heat content [MJ x 1019] 3.1 2.0 
Air temperature [0C] 23.8 17.5 
Surface temperature [0C] 21.2 16.7 
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higher in 1998 than in 1999. The timing of the maximum heat content be
tween years is a clear signal of climate variability (Schertzer et al. 2007). 

5.2 Time Scales of Evaporation 

Recent analysis (Blanken et al. 2007) provides consistent insights that for 
Great Slave Lake, on average, 50% of total annual seasonal evaporation 
occurs during the first 60% of the seasonal cycle and 50% during the re
maining 40% of the cycle that leads up to final freeze-up of the lake. These 
evaporation cycles are in distinct contrast to evapotranspiration cycles over 
land. For the large lake, there is a shift from a heat sink in the summer 
when radiation inputs are at a maximum, to a heat source in the fall/winter 
when the adjacent terrestrial surfaces are a heat sink. Short term behavior 
of the turbulent fluxes over the lake also differs from that of the land envi
ronment. Unlike the diurnal evaporation cycles over land where the peaks 
occur around the same time each day, neither the evaporative nor sensible 
heat fluxes from the Great Slave Lake display such a symmetrical, diurnal 
pattern. Rather, for this lake, latent and sensible heat fluxes remain quies
cent, often for several days, then steadily increase over several hours to a 
maximum. Subsequently, the fluxes often return to their quiescent magni
tudes until the process repeats itself. The dominant time period for the cy
cle from quiescent to maximum to quiescent is 2.7 days (Table I in 
Blanken et al. 2007). Synoptic scale processes exert important controls 
over the convective heat exchange cycles. For example, the passage of a 
synoptic-scale cold front will reduce transpiration from boreal vegetation 
over a three-day period, while the cold, dry air mass is in place. However, 
a distinct diurnal pattern normally is superimposed on the overall reduction 
in evapotranspiration. In contrast, the lake increases its evaporation on the 
same time-scale as the synoptic event without any imposed diurnal re
sponse. The response of Great Slave Lake to relatively long-term events is 
likely pronounced since incursions of cold, dry air are common at these 
latitudes (Serreze and Barry 2005). Blanken et al. (2003) report that these 
three-day-Iong evaporation events comprise an aggregation of sweeps of 
warm, dry air from above the lake surface that persist for a few seconds. 
Thus, there appears to be an integration or aggregate effect of the superim
posed events happening at vastly difference time scales. 
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6 Modeling Lake Thermodynamic and Hydrodynamic 
Processes 

Blanken et al. (2007) demonstrate that the product of the horizontal wind 
speed and the difference in vapor pressure between the lake surface and 
atmosphere explains most of the variance in evaporation. They also show 
that varying the sampling interval from one to six hours in one-hour in
crements has no significant affect on the relationship between evaporation 
and its controls. This implies that mass transfer techniques are applicable 
for calculating the evaporative and sensible heat fluxes. Oswald et al. 
(2007) used the Dalton-type equations to compute evaporation for lakes. 
This approach has the attractiveness that wind speed and vapor pressure 
are often available from measurement sites near lakes and surface tempera
tures can be derived from satellite data. Alternatively, the necessary data 
can be obtained from regional climate models. The drag coefficient is ob
tained experimentally using measured data of various types. Oswald et al. 
(2007) present a theoretically-based analysis of results of the application of 
mass transfer equations for four different-size lakes in the central MRB. 
The drag coefficients are shown to differ from lake to lake and from year 
to year. When averaged multi-year exchange coefficients are applied to 
ensemble measured data, their performance is variable (Table 5). As other 
investigators have found, drag coefficients appear to be lake specific. 

A small-lake thermodynamic model that utilizes these drag coefficients 
was developed to investigate the thermal and evaporation regimes of MRB 
lakes (Binyamin et al. 2006). This is a whole-lake or slab model that al
lows input of the local meteorological forcing variables for computation of 
the required radiative and turbulent heat fluxes. The simulated tempera
tures represent lake-wide averages at each time step. As vertical mixing is 
easily achieved for small and medium-size lakes of shallow depths, the 
model can accurately approximate the temperature and surface flux re
gimes under such predominantly isothermal conditions. 

To capture the spatial and temporal variations of temperature character
istics and currents of large lakes, the extensive database collected during 
MAGS was applied to develop and verity hydrodynamic and thermody
namic models for Great Slave Lake. A 1-0 Dynamic Reservoir Model 
(OYRESM) was applied to derive the lake-wide averaged temperature 
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Table 5. Locations, dimensions and mass transfer coefficients of four research 
lakes. CD is the drag coefficient and 0 is its standard error. Absolute percent error, 
averaged for all years, is reported for cumulative latent (QE) and sensible heat loss 
(QH)' Correlation (r2) for linear regression of modeled and measured daily fluxes 
is averaged for all years (adapted from Oswald et al. 2007) 

Small lake 1 Small lake 2 Medium lake Large lake 
Latitude [ON] 63.6 62.5 62.9 61.9 
Area [km2] 0.1 0.3 5.5 1.9 x 104 

Mean depth [m] 3.2 0.5 12 32.2 
Mean volume [m3] 1.8 x 105 1.4 X 105 4.2 X 107 6.0 X lOll 
Instrument height [m] 1.8 1.8 1.8 18.0 
Years of measurement 3 3 3 6 
CD ± 0 [x10-3] 1.30 ± 0.07 1.26 ± 0.09 2.14 ± 0.20 1.10±0.15 
Absolute error for QE [%] 10 3 10 42 
Absolute error for QH [%] 15 6 23 44 
A verage ~ for QE 0.76 0.86 0.49 0.88 
A verage ~ for QH 0.62 0.81 0.73 0.88 

structure during the ice-free season (McCormick and Lam 1999). Both the 
simulation and observations show the beginning of thermal stratification in 
mid- to late June (Fig. 5). The simulated upper mixed layer and tempera
tures are similar to observations throughout the summer and show general 
deepening of the upper layer in the fall. Simulated temperature below the 
upper layer is more diffuse than in observations indicating that accurate 
approximation of the mean vertical light attenuation may be critical in af
fecting the vertical distribution of heating in this lake. 

Hydrodynamic 3-D models involve principles of conservation of mass, 
momentum and energy, incorporating many meteorological and limnologi
cal processes. These models produce output for lake currents, water tem
perature, long-term and short-term water levels, and pollutant transport. 
Momentum and heat fluxes are the dominant factors on time scales from 
days to seasons, while the hydrologic balance is important on longer time 
scales. With respect to potential climate change, prediction of long-term 
fluctuations in lake circulation becomes important since variations in wind 
stress, heat flux, or hydrological balance will cause changes in the lake's 
thermal structure and circulation, and eventually influence the whole eco
system. 

The ELCOM 3-D hydrodynamic model (Hodges et al. 2000) was ap
plied to Great Slave Lake (Leon et al. 2005). Results show that the domi
nant circulation characteristics for the upper layer of this lake are the pres
ence of a counter-clockwise circulation pattern around the lake and a large 
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Fig. 5. Comparison of (a) observed, (b) simulated and (c) simulated minus ob
served lake wide mean vertical temperature for Great Slave Lake based on the 
DYRESM I-D thermal model 

central basin counter-clockwise gyre (Fig. 6). Similar patterns occur in the 
Laurentian Great Lakes (Schertzer 1999, 2003). A quasi-verification of the 
circulation characteristics in the eastern part of the central basin of Great 
Slave Lake is inferred from the spatial distribution of suspended sediments 
conveyed by the flow from the Slave River, following a rapid release of 
reservoir water during the repair of the Bennett Dam (see Woo and Thorne 
2003, pp 334-335 for description of the event). While the particulate 
plume is affected largely by surface wind-driven circulation rather than the 
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Fig. 6. (a) Generalized dominant circulation pattern for the upper layer of Great 
Slave Lake based on ELCOM 3-D hydrodynamic model simulations (Leon et al. 
2005), and (b) example of the distribution of suspended sediments in Great Slave 
Lake after release from the Bennett Dam. The open arrow shows the point of input 
of particulates via the Slave River 

surface integrated flow, it shows dominant flows along the coastal zone up 
into the north arm as well as the complex currents in the deeper eastern 
sections of the lake. Future hydrodynamic simulations are needed to incor
porate the major inflow and outflow volumes through the Slave and 
Mackenzie Rivers as well as to account for the exchange between the cen
tral basin and the eastern arm of the lake. The 3-D hydrodynamic model is 
also useful for simulating the spatial (horizontal and vertical) temperature 
structure of a large deep lake in order to approximate the lake heat content 
(Schertzer et al. 2007). 
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7 Impacts of Climate Warming 

Lakes in high latitudes are more susceptible to impacts from climate vari
ability and climate change than are terrestrial surfaces. This arises from 
their strong absorption of solar radiation during the ice-free period. Any 
factor that increases this absorption will increase the net radiation, the heat 
storage, and the evaporative and sensible heat fluxes. Since final ice melt 
coincides with the annual period of longest days and most intense solar ra
diation, any factor that changes the date of ice melt has the potential to al
ter the total radiation absorbed and seasonal magnitude of net radiation. 
Higher temperatures will advance the date of lake ice melt and increase the 
net radiation in spring. Such increases in net radiation will increase the 
heat content of the lake, as was shown for Great Slave Lake in 1998. The 
increased heat storage ultimately must be dissipated, and this will increase 
evaporation and the sensible heat flux. For the large lakes this increase is 
especially notable in fall and early winter. 

While the warm year of 1998 showed that even large lakes like the 
Great Slave Lake are sensitive to atmospheric warming in a single season, 
the same responsiveness applies to lakes of all sizes. A warmer year with 
earlier thaw gives rise to larger seasonal net radiation for all surfaces in a 
region (Table 6). Most of this increase goes into greater evaporation for 
the lakes, in contrast to the terrestrial surfaces where it is more equally di
vided with the sensible heat flux (Table 7). This is because uplands and 
wetlands can and do become drier under the impetus of higher temperature 
and greater net radiation, whereas lakes provide an unlimited water source. 
An exception is that shallow lakes can change to wetlands or even disap
pear if greater evaporation exceeds increases in precipitation and ground
ice meltwater input from permafrost degradation. This has happened in the 
post-glacial past and there is recent evidence of disappearance of thermo
karst lakes (Smith et al. 2005). Large and medium size lakes are unlikely 
to be thus affected. Their level, however, may be drawn down considera
bly to impact the discharge regime of rivers issued from these lakes. Both 
the magnitude and timing of flow will be seriously altered. This is an 
important hydrologic consideration for a lake-rich system such as the 
MRB. 

8 Summary and Conclusions 

With areal coverage of about 11 % of the MRB, lakes of various sizes are 
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Table 6. Surface energy balance comparisons for the warmest year to the averages 
of all measurement years for the 5 regional surfaces. 

Q* [Wm-2] QE [Wm-2] QH [Wm-2] 
Upland Warmest 115 58 57 

Average 88 45 43 
Wetland Warmest 113 86 45 

Average 119 77 42 
Small lake Warmest 168 106 62 

Average 136 86 50 
Medium lake Warmest 144 117 27 

Average 124 100 24 
Large lake Warmest 151 123 28 

Avera~e 130 106 24 

Q* net radiation, Q£ latent heat flux, QH sensible heat flux. 

Table 7. Increase in the surface energy balance (all values in W m-2) between the 
annual highest and average measured values (High minus Average) for Lake 
(small, medium and large averaged) and Terrestrial (upland and wetland aver
aged) surfaces 

Net radiation 
Latent heat flux 

Lake surfaces 
24 
18 

Terrestrial surfaces 
20 
11 

subjected to a wide range in temperature and to substantial differences in 
precipitation. Small lakes have a longer (by 1 to 2 months) ice-covered pe
riod than larger lakes and northern lakes have a longer (by 2.5 to 3 
months) ice-covered period than their southern counterparts. For the open 
water period, the seasonality of convective fluxes for small shallow lakes 
is similar to the surrounding land surfaces, but for medium and large lakes 
there is a substantial temporal lag due to heat storage. The larger the lake 
the greater is its evaporation. 

Intensive study of Great Slave Lake indicates that it is highly sensitive 
to interannual climate variability and achieves substantially greater heat 
storage, higher temperatures, and greater evaporative and sensible heat 
fluxes during a warmer year than during an average year. Unlike the sur
rounding terrestrial environment, this lake does not have a pronounced di
urnal evaporation cycle. Rather its thermal and evaporative behavior is 
dominated by synoptic systems that approach a 3 day cycle. During these 
synoptic events, turbulence episodes lasting from seconds to minutes ex
change cold dry air with the water surface and drive large evaporative 
fluxes. 
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Mass transfer methods of calculating evaporation and sensible heat 
fluxes yield drag coefficients that are specific to lake size and exposure. 
Smaller lakes can be adequately modeled with relatively simple whole
lake models but for large deep lakes, atmospheric interactions and in-lake 
processes are best modeled with 1-0 or 3-D lake models linked to regional 
climate models. 

Climate warming will cause early melting of lake ice. This will greatly 
increase the seasonal net radiation to the lakes, ultimately increasing the 
latent and sensible heat fluxes. The effect is most strongly felt in fall and 
early winter when enhanced evaporation from medium and large lakes can 
augment lake-effect snowfall by depositing more snow on downwind ter
restrial locations. Increased evaporation losses from lakes will affect hy
drological cycling and reduce lake outflows. Many of the findings in this 
study are applicable to other high latitude lake-rich regions in the northern 
hemisphere. 
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Chapter 9 

Modeling Lake Energy Fluxes in the Mackenzie 
River Basin using Bulk Aerodynamic Mass 
Transfer Theory 

Claire J. Oswald, Wayne R. Rouse and Jacqueline Binyamin 

Abstract Multiple years of micrometeorological and energy flux measurements 
for four Canadian Shield lakes were used to develop bulk aerodynamic mass 
transfer coefficients (CD) for each lake and for groups of lakes. Transfer coeffi
cients determined from multiple years of data for the two smallest lakes were 
similar (1.26 x 10-3 and 1.30 x 10-3) while that for the largest lake was slightly 
smaller (1.10 x 10-3). The coefficient for the medium-size lake was erroneously 
high (2.14 x 10-3) likely due to generalizations in the calculation of heat storage. 
No strong relationships were found between the coefficient values and mor
phometric parameters. The linear regression comparison of measured and modeled 
daily fluxes using multi-year coefficients gave an average r2 of 0.78. The same co
efficients performed the best at estimating cumulative latent and sensible heat 
loss. Absolute percent errors suggest that the multi-year coefficients give accept
able results for small and medium-size lakes only, and that these coefficients can
not be transferred from one lake to another, unless the lakes are similar in size. 

1 Introduction 

This study uses multiple years of micrometeorological and energy balance 
data for four northern lakes to evaluate the potential for using the bulk 
aerodynamic mass transfer method to model surface turbulent fluxes. The 
ultimate goal is to provide lake and climate modelers with bulk aerody
namic mass transfer coefficients (ex) that allow modeling of latent (Qk) 
and sensible (QH) heat fluxes from lakes using meteorological data, such 
as horizontal wind speed, air, and water temperatures. 

On the Canadian Shield portion of the Mackenzie River Basin (MRB), 
where this study was carried out, there are extensive systems of intercon
nected lakes and rivers. Lakes are high-energy exchange systems that re
spond readily to climate variability and display a distinctive seasonality in 
their energy budgets (Rouse et al. 2007). Qk and QH are integral compo
nents of the surface energy balance. These fluxes can be measured directly 
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using the eddy covariance method, but the instrumental requirement limits 
it from being widely used. Due to the expense of equipment, field logis
tics, access to lakes, complexity of water-atmosphere interaction and the 
effect of lake size on the wind profile, this approach is not always feasible. 
Instead of direct measurements, micrometeorological methods are often 
used to estimate the turbulent fluxes. Profile methods that estimate daily 
flux values include the Bowen Ratio Energy Balance (BREB) and aerody
namic methods. The bulk aerodynamic mass transfer method outlined in 
this chapter is the simplest way to estimate QF and QH. Horizontal wind 
speed, relative humidity, and air temperature are measured at one height 
above the surface, and surface water temperature is used to complete the 
profile. No radiation, heat storage, or complex wind measurements are 
necessary. A previously determined dimensionless transfer coefficient is 
then used to express these turbulent fluxes. 

This study provided quality data on the latent and sensible heat fluxes 
over multiple lake surfaces. The dataset is unique in that measurements 
were obtained concurrently for multiple lakes and years in the same sub
arctic climatic region. When considering heat fluxes, the size of lakes is of 
concern because of their differences in heat storage capability and surface 
roughness which affects the wind profile. The design of this study ad
dresses the question of whether bulk transfer coefficients can be general
ized based on lake size. 

2 Study Area 

The study area is located north of Yellowknife, Northwest Territories (see 
Fig. 1 in Rouse et al. 2007). The region has subarctic continental climate, 
with relatively short, cool summers and long, cold winters (Environment 
Canada 1993). The Shield is characterized by exposed bedrock, subarctic 
boreal forest, discontinuous permafrost, and many lakes and wetlands 
formed by glacial scour and deposition (Spence and Woo 2007). Lakes, 
not including Great Slave Lake, cover approximately 23% of the total area. 
Of this 23%, small «I km\ medium-size (I to 50 km\ and large (>50 
km2) lakes make up an estimated 39%, 52%, and 9% of the total lake area, 
respectively. The experimental lakes are typical of the range of lake sizes 
and shapes found in the region (Table I; Fig. I). Gar Lake (GR) is a small 
lake located within the city limit of Yellowknife and is the only lake that 
freezes to the bottom during the winter. Skeeter Lake (SK) is about 130 
km north of Yellowknife and the shape of the basin is oval and regular. 
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Sleepy Dragon Lake (SO), located 95 km northeast of Yellowknife, has a 
maximum depth of ~30 m in its eastern basin and a maximum depth of 
~ 12 m in its western basin. For the large Great Slave Lake (GS), the study 
site is at the rocky Inner Whale back Islands (IWI) located in the main 
body of the lake. The depth of water surrounding the site is about 75 m 
(Schertzer 2000). The island is approximately 10m above the mean water 
surface, and its width and length are 100 m and 180 m, respectively. Fetch 
to the nearest shoreline exceeds 12 km in all directions (Blanken et al. 
2000). The main body of the lake typically becomes ice-free between June 
1 and June 25 and refreezes between December 1 and January 1 (Rawson 
1950; Walker et al. 2000). 

Table 1. Locations and dimensions of experimental study lakes. GS values are for 
the main-lake, excluding the East Arm (GS values from Schertzer, 2000). Aster
isk (*) indicates maximum seasonal values 

GS SD SK GR 
Latitude 61°55' N 62°55' N 63°35' N 62°31' N 
Longitude 113°44' W 112°55' W 113°53' W 114°22'W 
Ao [km2] 1.85 x 104 5A61 0.047 0.296 
Zmax [m] 168.7 35 *6.6 *0.9 
Zmean [m] 32.2 12 *3.2 *0.5 
V [m3] 5.96 x 1011 4.20 x 107 *1.80 x 105 * lAO X 105 

Ao surface area, Zmax maximum depth, Zmean mean depth, and V volume. 

3 Methods 

3.1 Instrumentation and Measurements 

Climate towers were set up on each of the study lakes in specific locations 
to optimize fetch requirements necessary to achieve surface boundary 
layer adjustment (Pasquill 1972). The height of the instruments above the 
homogeneous lake surface did not exceed 1 % of the fetch in most direc
tions. Meteorological instrumentation had been installed on the IWI since 
1997 (Schertzer et al. 2000) and the measurements are considered repre
sentative of a fully adjusted boundary layer at GS; but the small and me
dium-size lakes have developing boundary layers when the wind blows 
from directions of limited fetch. At GR and SK the towers were mounted 
on floating platforms securely anchored to the lake bottom to prevent drift 
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(a) 

(b) 

Fig. 1. Photographs of four study lakes: (a) Gar, (b) Skeeter, (c) Sleepy Dragon, 
and (d) Great Slave with Whaleback Island study site shown. (Photos: C. Oswald) 
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Fig. 1. (cont.) 
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or sway. The SO and GS towers were anchored to rock islands that were 
small enough not to influence the micrometeorological measurements. 

Air temperature, relative humidity, and horizontal wind speed required 
by the bulk transfer method were recorded at 1.8, 1.8, 3.3, and 18.0 m 
above the water surface for GR, SK, SO, and GS, respectively. Surface 
water temperature measurements were taken at each site in the mid-lake 
area using Tidbit sealed optical communication self-logging temperature 
sensors. The saturation vapor pressure at height z was calculated according 
to Bolton (1980) and vapor pressure was calculated as proportional to the 
relative humidity. Vapor pressure at the water surface was calculated as 
the saturation vapor pressure at the temperature of the water surface. All 
sensors were calibrated prior to each field season. 

A bathymetric map of each lake provided the morphometric data neces
sary for inter-lake comparisons (Oswald and Rouse 2004). Bathymetric 
maps were already available for the main body of GS (Schertzer 2000) and 
for SK (Spence et al. 2002). Bathymetric surveys were carried out at GR 
and SO in August 2000. 

3.2 Estimation of Turbulent Heat Fluxes 

The BREB method was used to estimate the convective energy fluxes for 
GR, SK, and SO (Oswald and Rouse 2004). This method invokes the gra
dient-flux relationships for heat and water vapor and requires measure
ments of radiation, heat storage within the water body, and meteorological 
parameters at multiple heights above the lake surface. The convective 
fluxes were estimated by apportioning the available energy between the la
tent and sensible terms by using their ratio. The eddy covariance method 
was used for GS (Blanken et al. 2000). This method involved measuring 
components of the wind vector with a three-dimensional sonic anemome
ter, air temperature with a fine wire thermocouple, and water vapor con
centration with an open path sensor, all at the same height. Water vapor 
fluxes were calculated as the covariance between the vertical wind speed 
and the water vapor concentration. 

3.3 Method for Determining Transfer Coefficients 

The aerodynamic method uses the concept of eddy motion transfer of a 
property such as water vapor or sensible heat. The aerodynamic equations 
for latent and sensible heat fluxes are written as: 
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and 

(2) 

where Lv is the latent heat of vaporization (J kg-I), k is the von Karman's 
constant (~0.40), z is height (m), pv is vapor density (kg m-3), Ca is the heat 
capacity of air (J m-3 K-1), u is the horizontal wind speed (m S-I), T is air 
temperature ee or K), rpvand rpH are dimensionless stability functions for 
water vapor and heat, and rpM is the dimensionless stability function to ac
count for curvature of the logarithmic wind profile due to buoyancy effects 

(Oke 1999, p. 381). Since Ca = pCp and Lv = Ca/r = pCp/r where y 

is the psychrometric constant (g m-3 K- 1), the aerodynamic Eqs. (I) and (2) 
become 

Q" ~ (p~p )eDu, (eo -e,) (3) 

and 

(4) 

where T and e are temperature and vapor pressure, and subscripts 0 and z 
denote water surface and a height z above water. Then, 

CD is the dimensionless aerodynamic drag coefficient for momentum 
and is dependent on the reference height z. The unmodified aerodynamic 
method described by the above equations only applies under neutral at
mospheric stability where the stability functions are set to 1. In reality 
there are also specific transfer coefficients for water vapor (CI:') and sensi
ble heat (CH ). These coefficients represent the efficiency of turbulent trans
fer between the surface and the reference height. Studies over large lakes 
indicate that CD ;? CE z CH (Heikinheimo et al. 1999). Table 2 gives sev
eral examples of C.G values where x represents the subscripts for latent 
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heat (E), sensible heat (H), or momentum (D). The values in Table 2 are 
suitable for the sites and time periods for which they were developed, 
however, errors are to be expected when the equations are applied to other 
studies without recalibrating the coefficients. Daily Cll and CH can be cal
culated from both of the ratios shown in Eq. (5) using measurements of 
temperature and vapor pressure, and independent estimates of QH and QH. 
Daily transfer coefficients vary with surface roughness and atmospheric 
stability so that the frequency distribution of the data is skewed. Because 
the data are not normally distributed, median CH and CH values were calcu
lated for each lake for each year and were combined as follows: 

- Lake-specific yearly coefficients (Cn, for simplicity) were derived 
from weighted averages of Cll and CH values. 

- Lake-specific multi-year coefficients were derived from weighted 
averages of yearly Cn values. 

- A weighted average was applied to the lake-specific multi-year 
coefficients, which were grouped in two ways: (1) small: GR and SK; 
medium-size: SD; large: GS; and (2) sma11lmedium-size: GR, SK, 
and SD; large: GS. 

- Standard error of the median and weighted standard error of the mean 
(Sc) were calculated to quantify the precision of CD values (Freund 
and Simon 1997, p. 306). 

Averages were weighted according to the number of days for which there 
were reliable data. 

Table 2. Selected mass transfer coefficients for momentum, latent heat and sensi
ble heat (CD" CEz, and CHz, respectively; z is the height of the measurements 
above the water surface in meters). These coefficients and others are summarized 
in Heikinheimo et al. (1999) 

Reference 
Brutsaert (1982) 
Heikinheimo et al. (1999) 

Smith et al. (1996) 
Stauffer (1991) 
Strub and Powell (1987) 

CElO = 1.18 to 1.34 
Cm = 1.81 
CE3 = 1.07 
CH3 = lAO 
CE <::; CH <::; 1.lO 
CElO = 1.35 
CElO = 1.90 
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4 Results and Discussion 

4.1 Coefficient Development 

The C/o, CH, and Cn values are calculated for each lake for each year (Ta
ble 3) and the main results are listed below. 

Based on Se, CE and CH are similar for each lake, except for four 
datasets (GR 2000,2001 and GS 1998, 1999). 
As expected, there is no apparent temporal trend in the yearly 
coefficients (Fig. 2). 
F or all lakes there are at least two years with similar yearly 
coefficients (based on Se) (Table 3 and Fig. 2). 
The multi-year Cf) for SO is 65 to 95% larger than the multi-year Cf) 
values for the other three lakes (Fig. 3). There is no statistical 
difference between the multi-year CD values for GR, SK and GS. 
No strong patterns in multi-year coefficients exist that can be 
attributed to morphometric factors (Fig. 4). 
The multi-lake CD value for small lakes is 67% lower than the 
coefficient for SO, but is statistically similar to the coefficient for GS. 
The multi-lake Cn for the small/medium-size grouping is 39% higher 
than the Cn for GS. 

The values of the transfer coefficients are consistent with typical refer
ence values for water surfaces (Table 2). However, the transfer coefficient 
for SO seems too high given the dependence of the coefficient on lake sur
face area as proposed by Harbeck (1962). Smaller lakes are more likely to 
be influenced by advection of air from the surrounding land than are larger 
lakes. Consequently, the small lake boundary layer is often in a state of 
development, as opposed to being fully equilibrated with the surface as is 
often the case for large lakes. It follows that more heat will be lost from a 
lake with a developing boundary layer, and hence the exchange coefficient 
should be smaller for larger lakes (Heikinheimo et al. 1999). 
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Fig. 2. Multi-flux weighted average bulk mass transfer coefficients (CD) for Gar 
Lake (GR), Skeeter Lake (SK), Sleepy Dragon Lake (SD), and Great Slave Lake 
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Table 3. Experimentally-determined transfer coefficients (CE or CH) measured 
at a height of 1.8 m above the water surface, for latent and sensible heat fluxes. 
Columns (a), (b) and (c) refer respectively to the yearly, multi-year and multi-lake 
weighted averages of the coefficients and their associated standard errors (in 
brackets) 

Lake Year Coeff. No. Median and 

GR 2000 CE 
CH 

2001 CE 
CH 

2002 CE 
CH 

SK 2000 CE 
CH 

2001 CE 
CH 

2002 CE 
CH 

SD 2000 CE 
CH 

2001 CE 
CH 

2002 CE 
CH 

GS 1997 CE 

CH 

1998 CE 

CH 

1999 CE 

CH 

2001 CE 

CH 

2002 CE 

CH 

2003 CE 

CH 

days stand. error 
(x 10'3) 

101 1.26 (0.03) 
25 1.39 (0.08) 
48 1.24 (0.06) 
45 1.17 (0.06) 
16 1.33 (0.13) 
15 1.31 (0.16) 
53 1.34 (0.06) 
52 1.37 (0.06) 
22 1.34 (0.08) 
24 1.33 (0.08) 
28 1.14 (0.09) 
34 1.22 (0.07) 
66 1.94 (0.15) 
60 1.82 (0.16) 
31 2.21 (0.20) 
28 2.28 (0.30) 
73 2.29 (0.19) 
66 2.36 (0.19) 
44 1.76 (0.17) 
17 1.54 (0.48) 
13 1.31 (0.12) 
16 0.76 (0.05) 
27 1.24 (0.05) 
33 1.02 (0.03) 
24 0.78 (0.07) 
28 0.80 (0.08) 
21 0.77 (0.09) 
11 0.67 (0.16) 
15 0.84 (0.10) 
12 0.86 ~0.11 2 

Mean and standard error (x1O,3) 

(a) (b) (c) 

1.26 (0.06) 1.26 1.28 1.53 
(0.09) (0.07) (0.12) 

1.21 (0.06) 

1.32 (0.15) 

1.35 (0.06) 1.30 
(0.07) 

1.33 (0.08) 

1.18 (0.08) 

1.88 (0.15) 2.14 2.14 
(0.20) (0.20) 

2.24 (0.25) 

2.33 (0.19) 

1.70 (0.31) 1.10 1.10 1.10 
(0.15) (0.15) (0.15) 

1.00 (0.10) 

1.12 (0.04) 

0.79 (0.08) 

0.74 (0.12) 

0.85 (0.11) 
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Fig. 4. Relationship between multi-year CD values and the morphometric parame

ters (a) surface area (Ao), (b) mean depth (z), (c) maximum depth (~nax)' and (d) 
volume (V). Note the logarithmic scale used on the horizontal-axis 

4.2 Coefficient Verification 

Splitting the datasets into independent test periods to minimize bias al
lowed for rigorous verification of the derived coefficients. Lake-specific 
yearly coefficients were averaged for all years except one and the result 
was used to model data from the year not included. For example, a 
weighted average of the CD values of years 2000 and 2001 for GR (from 
Table 3) resulted in a multi-year Cn of 1.25 x 10-3, which was used to 
model daily fluxes in 2002. The performance ofthe mass transfer approach 
and the yearly coefficients was evaluated by comparing the measured and 
modeled daily fluxes. Figure 5 shows reasonable agreement between 
measured and modeled fluxes for all lakes except SO. Linear regression 
analysis was used to quantifY the relationship (Table 4). If an r2 value of 
0.60 is used as an arbitrary level of acceptance, all coefficients give satis
factory results except for four datasets (SK QH 2000, SO QH 2000, and SO 
QH and QH 2002). The average r2 value of 0.78 indicates that 78% of the 
variability in the modeled data can be explained by the variability in the 



~ 180 ,-__ ------------------= l (a) 

d'120 
>. 

=a 
"0 

-g 60 

~ 
~ 

1 
120 

100 

d' 80 
>. 

60 =a 
"0 

~ 
40 

"0 20 0 
~ 

0 

(c) 

0 

o{:·· 
, 

• ° • 

60 120 180 
Measured daily QE rvv/m2) 

20 40 60 80 100 120 
Measured daily QE (W/m2) 1 ::: -,--(...,.e)--------------.. -...... -.• -..... -.• -.", .. • 

d'.~ •• 
>. 
~ 200 
"0 
"0 

'* "0 
100 

0 
~ 

0 

,0 o. .....• • 0 .. ..... . 
·0 °811 ~~,J; . .. ~o 80~:t'i' . ' ;Jr\oo 

o 100 200 300 400 
Measured daily QE (W 1m2) 

250 ,---,.-------....."., 

~ 200 
c 150 

d' 100 
>. 

=a 50 
"0 

"O:::o~ 0 
-50 

(g) 

......... ~ ........ . 

. . ~ ... ; . ~ 
~ /~.6. .6. .6.. ,6,.6. 

~ -100 "'--__ ..1....-______ ---' 

-100 -50 0 50 100 150 200 250 
Measured daily QE rvv 1m2) 

Modeling Lake Energy Fluxes 173 

~ 50 r---.----------------.~ Na (b) 

~ 40 

cJ 30 

~ 20 
"0 

10 

, ...................... . 

, . ° X ll.;. ··~·· ... 
• ° h\i~ ~ 'ioz 

~,.".;,~ .. 
~ .. ). .. 

O r-~L--+--r-~-+-~ 
-10 JO: .• ~ .•. _ •• ,,_ ••. -L-_________ --' ~ 

-10 o 10 20 30 40 
Measured daily QH rvv/m2) 

-30 0 30 60 

~ 250 (f) 

~ 200 
~'" 150 
CI 
.c 100 
:g 50 
"0 
..2 0 .g 
~ -50 

Measured daily QH rvv/m2) 

.• .......... 

50 

90 

-100 "'--__ .1..-______ ---' 

-100 -50 0 50 100 150 200 250 
Measured daily QH (W/m2) 

~ 
120 

Dc .. ~(.~ ... (b) 

~ 80 
, ~~v 

~t~" 

'" CI 40 • . .. ar.Jpc .6. 

.c .;Ititia -.@ 
0 --"0 

,.:.1f "0 

'* -40 "0 lI~+ +J::I 
0 ....... +1 
~ -80 ++ 

-80 -40 0 40 80 120 
Measured daily QH rvv/m2) 

Fig. 5. Comparison between daily measured and modeled latent (QE) and sensible 
(QH) heat fluxes for (a) GR QE, (b) GR QH, (c) SK QE, (d) SK QH, (e) SD QE, (f) 
SD QH, (g) GS QE, and (h) GS QH for all years. (LiI997; + 1998; D 1999; 0 2000; 
* 2001; • 2002; - 2003) 



174 Oswald et al. 

Table 4. Intercept and slope values of linear regression equations and r2 values for 
comparison of modeled (dependent variable) and measured (independent variable) 
daily sensible (QH) or latent (Qrc) heat fluxes. Modeled data use transfer coeffi-
cient values averaged from multiple years 

Lake Flux Year Interce)2t Slo)2e r 
GR QE 2000 9.77 0.87 0.88 

2001 15.5 0.80 0.79 
2002 13.0 0.72 0.91 

QH 2000 2.49 0.83 0.87 
2001 1.09 1.03 0.86 
2002 5.08 0.62 0.69 

SK QE 2000 15.6 0.66 0.72 
2001 13.6 0.72 0.92 
2002 19.7 0.73 0.64 

QH 2000 9.48 0.31 0.17 
2001 1.63 0.80 0.97 
2002 5.18 0.84 0.73 

SD QE 2000 45.2 0.66 0.29 
2001 19.0 0.75 0.70 
2002 54.7 0.50 0.49 

QH 2000 8.65 1.03 0.74 
2001 0.84 0.98 0.87 
2002 2.10 0.60 0.59 

GS QE 1997 -1.98 0.60 0.85 
1998 -8.53 1.06 0.94 
1999 8.09 0.70 0.89 
2001 1.27 1.25 0.88 
2002 -5.49 1.85 0.90 
2003 5.26 1.16 0.83 

QH 1997 -4.48 0.65 0.94 
1998 -0.51 1.43 0.77 
1999 1.21 0.77 0.94 
2001 -3.38 1.11 0.79 
2002 1.23 1.13 0.92 
2003 -1.39 1.14 0.92 

measured. It is important to note that the variability in the modeled data is 
largely a function of errors in the meteorological input. 

As well as verifying the use of mass transfer theory for determining 
daily turbulent fluxes, the ability of the method to estimate cumulative la-
tent and sensible heat loss over the measurement period was tested. Rela-
tive error was used to indicate the accuracy of the model where 
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R I . (0/) [mOdeled value-measured value] 100 e atlVeerror /0 = x 
measured value 

(6) 

Table 5 shows the results of this testing using yearly coefficients (col
umn a), multi-year small vs. medium-size lakes (column b), and multi-year 
small/medium-size lake (column c). The coefficients used for column a are 
the same as those for the regression analysis. For column b, the weighted 
average coefficient for small lakes (Table 3) was tested on SO and the 
multi-year coefficient for SD was tested on GR and SK. For column c, a 
weighted average of multi-year coefficients from two of the three lakes in 
the small/medium-size grouping was used to model data from the lake not 
included. 

Column a in Table 5 yields absolute percent errors of at best 1 %, on 
average II %, and at worst 36% for the small/medium-size lakes and at 
best I %, on average 43%, and at worst 101 % for the large lake, GS. Aver
age absolute percent errors increase with increasing lake depth and volume 
(GR: 5%, SK: 13%, SO: 17%, GS: 43%) indicating that this method may 
perform better for smaller lakes. There are factors operating on GS that 
render the use of a multi-year coefficient unreliable. This may be related to 
large lake boundary layer processes that contradict the fully adjusted 
boundary layer assumptions of aerodynamic theory (Blanken et al. 2003, 
2007). As well, the multi-year transfer coefficient for GS may not be ap
plicable for all time periods covered by the datasets. Strubb and Powell 
(1987) found different CE values depending on the time of year and associ
ated stability conditions. Column b in Table 5 shows absolute percentage 
errors of at best 25%, on average 60%, and at worst 94%, which are all 
higher than column c that inidcates absolute percentage errors of at best 
5%, on average 37%, and at worst 60%. If an average relative error of 
±20% is used as an arbitrary measure of acceptance, the lake-specific 
multi-year coefficients yield satisfactory results for all lakes except GS. 
Both groupings of multi-year coefficients give unsatisfactory results ex
cept for SK 2000 for QH. These findings indicate that an acceptable level 
of confidence cannot be achieved when transferring coefficients from one 
lake to another, unless the lakes are similar in size, such as GR and SK. 
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Table 5. Transfer coefficient ( C f) ) verification quantified by error (in %) in cu
mulative latent (Qlo) and sensible heat (QH) loss estimates. Column (a) Multi-year 
values where coefficients for a particular lake from all years except one were av
eraged and then tested on data from the year not included. Column (b) Multi-lake 
values derived for small group are used for the medium-size lake and vice versa. 
Column (c) Multi-lake values derived for the small/medium-size group are applied 
by averaging two lake coefficients and using the result to model fluxes from the 
lake not included. A negative value indicates that the modeled data underesti
mates the measured data; N/A = not applicable 

Lake Year Flux (a) Multi-year (b) Multi-lake 
(S grouped) 

C D Error C D Error 

GR 2000 QE 1.26 1 2.14 71 
QH -5 (SD) 62 

2001 QE 1.30 6 74 
QH 12 84 

2002 QE 1.25 -4 65 
QH 2 75 

SK 2000 QE 1.26 -5 2.14 61 
QH -15 (SD) 44 

2001 QE 1.27 -4 62 
QH -9 54 

2002 QE 1.34 22 94 
QH 21 93 

SD 2000 QE 2.28 22 1.28 -32 
QH 33 (GR -25 

2001 QE 2.10 -4 ISK) -42 
QH 1 -39 

2002 QE 2.06 5 -35 
QH -36 -60 

GS 1997 QE 0.90 -44 N/A 
QH -101 

1998 QE 1.04 -46 
QH 45 

1999 QE 1.02 -22 
QH -1 

2001 QE 1.08 33 
QH 33 

2002 QE 1.09 62 
QH 50 

2003 QE 1.07 43 

f2H 32 

(c) Multi-lake 
(SIM grouped) 

C D Error 

1.72 37 
(SK 30 
ISD) 40 

48 
33 
40 

1.70 28 
(GR 15 
ISD) 29 

22 
54 
53 

Same as (2) 

N/A 
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4.3 Modeling Considerations 

4.3.1 Representativeness of Lakes 

One major question to consider is whether the lakes in this study are repre
sentative of all lakes in the MRB. Although each lake size category is rep
resented, the number of samples is obviously not optimal. There are also 
characteristics of each lake that may be site-specific. For example, lily 
pads grow over the surface of GR throughout the summer, and this may af
fect the penetration of solar radiation and the amount of heat stored. Pre
sumably, not all lakes of similar area and depth have the same vegetation 
growth as GR. SK is surrounded by steep bedrock uplands; hence it is sub
ject to the advection of warm air from the surrounding land. This could in
fluence measured results although efforts were made to minimize the ef
fects by eliminating data when wind direction and air temperature 
suggested advective conditions. SD has two distinct basins that differ in 
maximum depth by 23 m and hence have different heat storage capacities. 
Turbulent energy fluxes may also vary between basins, which may not be 
the case for single basin medium-size lakes. The only other large lake near 
the size of GS in the MRB is Great Bear Lake, which is located north of 
GS and experiences very different climatic conditions. 

4.3.2 Potential Sources of Error 

The approach used in this study assumes neutral stability conditions and 
similarity of the coefficients for QE and QH (Oke 1999). Differences be
tween CF and CH in Table 3 may be due to errors in the flux measurements 
or the use of different days to calculate the coefficients. Annual variability 
in the coefficients may be due to the representation of lake storage by a 
point measurement in the center of the lake and the propagation of this 
generalization through to the calculation of the turbulent fluxes using the 
BREB approach (only at small and medium-size lakes). Any errors associ
ated with the calculation of QF and QH that arise from measurement inac
curacies will ultimately affect the derived coefficients. 

The BREB method of calculating QE and QH invokes the measurement 
of the change in lake heat storage (L1Qs). In this study, L1Qs was estimated 
using temperature measured over the entire depth profile from one location 
in each lake. There are possibilities of over or underestimating L1Qs de
pending on the depth of the lake at the point of measurement and the rep
resentativeness of that depth for the rest of the lake. An underestimation of 
L1Qs would cause an overestimate of the energy available for exchange 
with the atmosphere and an erroneously high exchange coefficient would 
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result. The eddy covariance method of determining the turbulent heat 
fluxes, which was used at GS, is preferable since it does not require the 
measurement of heat storage. However, there remains the problem of using 
a point measurement of surface temperature for an entire lake as surface 
temperature is a key element that influences the determination of QH and 
QH (LeDrew and Reed 1982). This is especially problematic on large 
lakes, where surface temperatures can differ greatly (Schertzer et al. 2000, 
2007) and the point of measurement is not always representative of the 
upwind region. The measurement errors engendered by these factors are 
difficult to estimate accurately. 

5 Conclusions 

Aerodynamic mass transfer coefficients were developed and evaluated us
ing climatological data from four different-sized lakes in the MRB. Yearly, 
multi-year, and multi-lake coefficients were calculated using bulk aerody
namic mass transfer theory. The coefficients are consistent with other val
ues reported in literature; but generalizations made in the calculation of 
heat storage at the medium-size lake may be responsible for the inflation 
of its transfer coefficient. A comparison of measured and modeled daily 
fluxes indicates that lake-specific multi-year coefficients provide accept
able results. Further verification of the coefficients suggests that once the 
coefficients are determined using historical data they can be used with suf
ficient confidence to estimate cumulative latent and sensible heat loss over 
the ice-free period for future years for the same lake. However, the trans
ferability of multi-year coefficients to another lake or the use of a multi
lake coefficient cannot attain an acceptable level of confidence unless the 
lakes are of similar size. 

Unique to this study is the simultaneous measurement of meteorological 
variables for the computation of turbulent fluxes for four nearby lakes in 
the subarctic Shield. Although these lakes are generally representative of 
their size categories found in the MRB, further research on medium-size 
lakes is warranted. It is expected that the findings for small lakes in this 
study will be applicable to other northern regions. The lake-specific coef
ficients for the small lakes should prove useful to those attempting to 
model daily fluxes or seasonal heat loss. The transfer coefficient for Great 
Slave Lake should also provide a starting point for lake modelers, though 
comparison with other large lake values is recommended. 
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Chapter 10 

The Time Scales of Evaporation 
from Great Slave Lake 

Peter Blanken, Wayne Rouse and William M. Schertzer 

Abstract Direct measurements of evaporation from Great Slave Lake, Northwest 
Territories, Canada, over a six-year period are compared in terms of the influence 
of time scales on the magnitude and control of the process. Based on measure
ments using the eddy covariance method, both the latent and sensible heat fluxes 
were consistently small following ice break up, but increased dramatically as ice 
formation commenced. Half of the total evaporative water loss occurred over only 
20% of the observation periods. Large evaporation events occurred over periods 
typically lasting nearly three days, and were controlled by the product of the hori
zontal wind speed and the difference between vapor pressure at the water surface 
and atmosphere. Both a stepwise linear regression and principal component analy
sis were used to determine the sensitivity of the relationship between evaporation 
and its controls to various sampling intervals. Varying the sampling interval from 
one to six hours in I-hr steps had no significant effect on the coefficients used to 
predict the 24-hr evaporation totals. The dichotomy between lake and land sur
faces in terms of temporal changes in heat source and sink, and the longer dura
tion for processes occurring over the lake than land are discussed. 

1 Introduction 

The large number and areal coverage of lakes in the Mackenzie River Ba
sin (MRB) indicate that likely play an important role in the Basin's annual 
water and energy cycles (Rouse et al. 2007). For large, deep lakes such as 
Great Slave and Great Bear, the linkages and feedbacks between the lakes 
and the surrounding terrestrial areas result in a dynamic coupled system 
especially sensitive to climate change. The objective of this study is to bet
ter understand the role lakes play in this coupling and the climate system 
of northern ecosystems. 

Pioneering studies were made over the past several years on Great Slave 
Lake, building upon a foundation study by Rawson (1950). In this chapter, 
evaporation data from Great Slave Lake are analyzed. The first direct 
measurements described by Blanken et al. (2000) showed that evaporation 
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occurred over events typically lasting 45 hours, and that 4 °C above
average air temperatures associated with the 1997-98 EI Nino caused a de
lay in ice formation and a substantial increase in evaporative water loss. 
Schertzer et al. (2000) detailed the cross-lake spatial variation in the 
bathymetry, water temperature, and meteorology. These studies were fol
lowed by investigations of the specific processes behind turbulent ex
change (Blanken et al. 2003), the interannual and seasonal variability of 
the surface energy balance (Rouse et al. 2003a), and the lake's heat content 
and thermal mixing properties (Schertzer et al. 2003). Studies examining 
the role of lakes in the regional context of the MRB are provided by Rouse 
et al. (2003 b), Rouse et al. (2005), and Rouse et al. (2007). 

These studies conducted over Great Slave Lake have revealed special 
and unique issues pertaining to the temporal scale of observations related 
to evaporation and its controls. Rather than the diurnal patterns typically 
exhibited over terrestrial surfaces, Great Slave Lake shows large evapora
tive water losses over a typical time scale of nearly three days, yet embed
ded within these long-duration evaporation events are fast "pulses" of 
evaporation generated by the entrainment of warm, dry air above the wa
ter. This raises the question of whether the relationship between evapora
tion and its controls varies with the time scale of observation. Such a ques
tion has relevance to the popular use of the mass transfer approach for 
spatial and temporal extrapolation of evaporation measurements. Since the 
mass transfer coefficient is dependent upon the sampling interval and av
eraging period of the observations, the sensitivity of the mass transfer co
efficient to sampling intervals needs to be addressed. This chapter investi
gates the influence of time scales on the magnitude and controls of 
evaporation from Great Slave Lake. 

2 Study Area 

Physical characteristics of Great Slave Lake can be found in Rawson 
(1950) and Schertzer et al. (2007). Thermal stratification occurred between 
mid-July and late August, with a thermocline depth of roughly 15 m. 
Thermal mixing occurred around July 1 and again around October 1 (di
mictic). Lake ice conditions vary significantly from year to year (Schertzer 
et al. 2007, Walker et al. 2000), but the lake is generally ice-free from 
early June through mid- to late December. 

Field measurements were made at a location central to the main body of 
Great Slave Lake. Instruments were placed on a small island (Inner 
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Whalebacks; 61.92"N; 113.73°W) surrounded by waters with a depth that 
matches the average depth of 50 m (main body of the lake excluding the 
deep Eastern Arm; Rawson 1950) located roughly 12 km from the nearest 
shore. A turbulent flux footprint model (Schuepp et al. 1990) was used to 
quantifY the upwind sampling distance contributing to the turbulent flux 
measurements (Blanken et al. 2000). These calculations indicated that 80% 
of the turbulent fluxes originated from within 4.9, 5.9, and 8.4 km of the 
site (daytime, neutral, and nighttime atmospheric stability conditions, re
spectively). Turbulent flux measurements were most sensitive to upwind 
distances of 557, 657, and 933 m (daytime, neutral, and nighttime atmos
pheric stability conditions, respectively), well beyond the maximum island 
dimensions of roughly 100 by 180 m. Measurements were made for as 
long as possible during the years 1997, 1998, 1999, 2001, 2002 and 2003. 

3 Methods and Instrumentation 

The eddy covariance (or correlation) method was used to directly measure 
the latent (AE) and sensible (H) turbulent heat fluxes from the lake over 
the upwind distances described above. This method calculates AE and H 
using the covariance between fluctuations (primes) relative to the temporal 
means (overbars) between high-frequency measurements of the vertical 

wind speed (w) and either vapor density CPv) for AE; AE = AW'P~ or air 

temperature (1) for H: H = PaC fJ W' T' where Pa and cp is the air density 

and specific heat, respectively, and A is the latent heat of vaporization. 
During 1997, 1998, and 1999, the Mk2 Hydra eddy covariance system 

(Shuttleworth et al. 1988) was used. The Hydra's one-dimensional sonic 
anemometer, fine-wire thermocouple, and infrared hygrometer were 
mounted on a telescopic mast 6.9 m above the ground surface (roughly 17 
m above the water surface), well away from any spray or splash from the 
lake. Signals were sampled at a frequency of 20 Hz with fluxes calculated 
over a I-hr averaging period. Additional details of the Hydra system use at 
Great Slave Lake are provided in Blanken et al. (2000) and Blanken et al. 
(2003). 

In 2001, the Hydra was replaced with another eddy covariance system 
consisting of a three-dimensional sonic anemometer (model CSA T 3, 
Campbell Scientific Inc. (CSI), Logan, UT), and an open-path gas analyzer 
(model LI-7500, Li-Cor Inc., Lincoln, NB). Signals were sampled at 10Hz 
with fluxes calculated over a 0.5-hr period using a data logger (model 23X, 
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CSI, Logan, UT). The instruments were mounted 7 m above the ground 
surface from a triangular-constructed tower. Standard corrections were ap
plied to the eddy covariance measurements, including coordinate rotation 
(Kaimal and Finnigan 1994), virtual air temperature correction (Schotanus 
et al. 1983), and the Webb adjustment (Webb et al. 1980). For both sys
tems, turbulent fluxes away from the surface are considered positive; to
ward the surface, negative. 

Supporting meteorological measurements were made from a separate 9-
m tall tower, roughly 18 m above the water surface. Horizontal wind speed 
(UIS) was measured with a prop-vane anemometer (model 5310, R.M. 
Young, Traverse City, MI), and relative humidity and air temperature were 
measured with a resistance-based hydrometer (model HMP-35D, Vaisala, 
Helsinki, Finland). Water surface temperature was measured with an infra
red thermometer (model 4000.GL, Everest Interscience, Tucson, AZ) with 
a 15° field of view. The infrared thermometer was mounted at the end of a 
horizontal boom which extended 14 m from the shore at a height of 2 m 
above the water surface over water with a mean depth of9 m. Signals were 
sampled every 5 seconds and IS-minute means were stored in a data log
ger (model CRI0X, CSI, Logan, UT). The vapor pressure at a height of 18 
m above the water surface (eIS) was calculated from the relative humidity 
and air temperature measurements. The vapor pressure at the water surface 
(eo) was calculated as the equilibrium vapor pressure evaluated at the wa
ter surface temperature (Buck, 1981). 

The plots showing the flux "fingerprints" (Fig. 1) were created by calcu
lating the mean hourly AE and H for each day for each year. Isolines were 
interpolated and the areas between isolines were filled with different col
ors. Power spectral densities (Fig. 2) were estimated using Welch's aver
aged periodogram method (Math Works, Inc., Lowell, MA). A fast Fourier 
transform length of 29 was used with non-overlapping Hanning windows 
of the same length. Since the length of observations varied for each year, 
the power was divided by the maximum power to enable comparisons be
tween years. To allow comparison between years of different observation 
periods, the cumulative evaporation (Fig. 3) was calculated as the cumula
tive daily total evaporation (E in mm), in descending order, divided by the 
total E for each year plotted against the number of days (percent) in each 
year's observations. 

The I-hr time series provided the base data for the calculation of 24-hr 
means evaluated at various time intervals. For example, the 24-hr mean 
based on a I-hr sampling interval was determined simply as the average of 
24 numbers (for E, the 24-hr totals were then calculated). The 24-hr mean 
based on a 2-hr sampling interval was determined by averaging the values 
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Fig. 2. Power spectrums for the latent heat flux from Great Slave Lake over a six
year period 

selected from every other number in the I-hr time series; the 24-hr mean 
based on 3-hr sampling interval was derived by sampling every third num
ber, and so on. Means aggregated from means obtained over shorter peri
ods are not affected by the calculations. 

Stepwise linear regressions were performed to determine the coeffi
cients and the correlation between the 24-hr total E for each sampling in
terval and the independent variables (i.e., U1S, eO-elS, and the product of the 
two). Principal component analysis was used to determine the "loadings" 
or importance of U1S, eO-elS, and their product in determining the 24-hr to
tal E as a function of different sampling intervals. Since the variables have 
different units, they were standardized by dividing by their respective 
standard deviations. 
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4 Results 

Flux "fingerprints" for AE (Fig. la) and H (Fig. Ib) for each of the meas
urement years illustrate how the turbulent fluxes did not follow a consis
tent, regular diurnal pattern. These fingerprint plots show the hourly aver
aged fluxes (vertical axis) for each day of each year (horizontal axis), with 
the magnitude of the flux indicated by the scale on the right. In general, AE 
was small and positive, and H was small and often negative during roughly 
half of the ice-free period (ca. before day-of-year 250 or September 7). As 
the ice-free period progressed (ca. after day-of-year 250), both AE and H 
increased dramatically. This was shown notably in 1999 and 2002 when 
the instrumentation continued to operate during the harsh late autumn and 
early winter (other years possibly show a similar increase in AE and H had 
the instrumentation remained operational). 
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Fig. 3. Percent of cumulative evaporation plotted against percent of the observa
tion days for each year 

In addition to shifting from a heat sink in the summer when radiation 
inputs are at a maximum, to a heat source in the fall/winter when the adja-
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cent terrestrial surfaces are a heat sink, the lake surface also differs from 
its terrestrial counterparts in terms of the temporal behavior of its turbulent 
fluxes. Figure 1 shows that neither leE nor H displayed a symmetrical, di
urnal pattern which is common to the terrestrial surfaces. Rather, leE and H 
were quiescent often for several days, then rose steadily over a period of 
several hours to reach a maximum. After that, the fluxes often subsided 
and the process repeated itself. 

Figure 2 shows the power spectral densities of AE for each year. This 
type of analysis converts a time series to frequencies using a Fast Fourier 
transformation to reveal the periodicity of the signal (AE in this case). Fig
ure 2 and Table 1 show that the dominant time period for the AE events for 
all six years of observations was 2.7 days with a standard deviation of 0.74 
days (64.8 hrs ± 17.8 hrs). This is nearly three times the dominant time pe
riod for terrestrial turbulent events. These late-season episodic evaporation 
events were concentrated over short durations. Figure 3 indicates that 
about 50% of the evaporation in each year occurred over only 20% of the 
days. This episodic behavior is similar to Lake Ontario, where 50% of the 
evaporation took place over 18% of the days (Quinn and den Hartog 
1981 ). 

Table 1. The dominant period for the latent heat flux from Great Slave Lake for 
each of the six observation years as indicated by the power spectrums shown in 
Figure 2 

Year 
1997 
1998 
1999 
2001 
2002 
2003 
Mean (SD) 

Dominant period [days] 
3.6 
2.2 
3.2 
1.8 
3.3 
2.2 
2.7 (0.74) 

The meteorological forcing that regulates evaporative water loss from 
this and other large lakes includes the extent of open water (ice-free or 
covered), horizontal wind speed, and the difference in vapor pressure be
tween the water surface (equilibrium vapor pressure) and the atmosphere. 
Since periods of high winds are often associated with the intrusion of cold, 
dry air, the product of U 18 and eO-el8 is highly correlated with AE (Blanken 
et al. 2000). Figure 4 shows the linear relationship between U18(eO-e18) and 
E where E is the total mm of evaporation over 24 hours using data from 
the first three years when simultaneous measurements of all the variables 
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were available (for clarity, individual data points are not shown). There are 
six overlapping lines in Fig. 4, each representing a different sampling in
ternal from which the 24-hr means were determined. The sampling inter
vals of 1, 2, 3, 4, 5 and 6 hours from the I-hr time series of each variable 
represent, for example, a measurement that was available at a coarser reso
lution than perhaps is required to resolve higher frequency processes. 
Since the dominant period of E events was nearly three days, sampling be
low this frequency should not dilute any details in the variables necessary 
to reconstruct the behavior of E. 
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Fig. 4. Linear regression lines showing the relationship between total evaporative 
water loss over a 24-hr period and the product of horizontal wind speed at 18 m 
above the water surface and the difference between the vapor pressures at the wa
ter surface and at 18 m above the water surface. Six overlapping lines are shown, 
each representing sampling intervals of 1, 2, 3, 4, 5 and 6 hours. For clarity, indi
vidual data points are not shown 

Figure 4 and Table 2 show that increasing the sampling interval from 
one to six hours had no significant effect on the linear regression coeffi
cients for the 24-hr mean U18 , eO-e18, or U18(eO-e18). Therefore, estimates of 
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the 24-hr total E as a function of UIS(eO-eIS) were not significantly depend
ent on the sampling interval chosen. Table 3 shows, however, that for each 
variable, the R2 decreased and the RMSE increased as the sampling period 
increased because the sample size decreased. Overall, the highest R2 and 
lowest RMSE were obtained when U1S(eO-elS) was used to predict the 24-
hr total E. 

Table 2. Coefficients based on a stepwise linear regression analysis using sam
pling intervals of various lengths 

1 
2 
3 
4 
5 
6 

Coefficients 
U IS [m S·I] 
0.414 
0.408 
0.406 
0.394 
0.395 
0.378 

eo - elS [kPa] 
4.74 
4.86 
4.64 
4.60 
4.74 
4.70 

UIS(eo - els) [m S·I kPa] 
0.795 
0.804 
0.792 
0.766 
0.782 
0.792 

Table 3. Statistics associated with the stepwise linear regression analysis using 
sampling intervals of various lengths 

Sampling interval UIS eo - elS UIs(eo - els) 
[hours] [m S·I] [kPa] [m S·I kPa] 

R2 RMSE R2 RMSE R2 RMSE 
1 0.350 l.32 0.458 1.20 0.629 0.994 
2 0.337 l.34 0.474 1.19 0.638 0.989 
3 0.316 l.38 0.436 1.26 0.601 1.06 
4 0.394 l.37 0.435 1.24 0.586 1.07 

The Principal Component Analyses (PCA) showed that 71 % of the vari
ance in the 24-hr total E was explained by the first principal component 
regardless of the sampling period (Table 4). The second component ex
plained 27% of the variance, again regardless of the sampling interval. For 
the first principal component, U1S(eO-elS) had the largest coefficient, indi
cating its large contribution in predicting E (Table 5), followed by eO-eiS 
and UIS. The order changed for the second principal component, with UIS 
having the largest coefficient followed by U1S(eO-elS) then eO-elS. For both 
components, the sampling interval had virtually no effect on the compo
nent coefficients (Fig. 5). 
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Table 4. Percent of the variance explained by the first and second principal com
ponents in relation to the sampling interval 

Sam 
first second first + second 

1 71 27 98 
2 71 27 98 
3 71 27 98 
4 71 27 98 
5 71 27 98 
6 71 27 98 

Table 5. First and second principal component coefficients in relation to the sam-
pling interval 

PrinciEal comEonent coefficients 
Sampling interval UIS eo - elS UIS( eo - els) 

[hours] [m S· I] [kPa] [m S· I kPa] 
first second first second first second 

1 0.391 0.909 0.635 -0.380 0.667 0.171 
2 0.392 0.908 0.634 -0.383 0.667 0.171 
3 0.396 0.901 0.633 -0.386 0.666 0.171 
4 0.401 0.903 0.630 -0.394 0.665 0.171 
5 0.386 0.912 0.636 -0.375 0.668 0.169 
6 0.390 0.908 0.634 -0.385 0.668 0.166 

6 Discussion and Conclusions 

There is a large seasonal disparity between lakes acting as a heat sink dur
ing the spring/summer when the terrestrial surface is a heat source, and be
tween the lakes acting as a heat source during the fall/winter when the ter
restrial surface is a heat sink. The behavior of escalating increases in AE 
and H due to increased gradients in vapor pressure and temperature has 
been well documented and discussed for Great Slave Lake (Blanken et al. 
2000; Rouse et al. 2003a) and the Laurentian Great Lakes (Schertzer 
1997). The incursion of cold, dry air over the relatively warm, humid open 
water late in the ice-free season results in massive evaporation and sensi
ble heat losses to the atmosphere. This process is especially pronounced 
over large cold region lakes that remain ice-free late into the winter due to 
their high volumetric heat capacity. 
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Fig. 5. First and second principal components for each the horizontal wind speed 
at 18 m above the water surface (U1S), and the difference between the vapor pres
sures at the water surface and 18 m above the water surface (eO-elS), and their 
product. The components for the six sampling intervals (1 to 6 hours) are plotted, 
but they overlap and cannot be distinguished individually in the diagram 

Large lakes act as a heat sink during the summer, with the subsequent 
heat release late in the fall and winter likely having a large impact on their 
adjacent land surface (Rouse et al. 2007). The terrestrial area influenced by 
the lake is likely a function of its surface area to volume ratio, thus the 
climatological and ecological terrestrial footprint of Great Slave and the 
other large lakes in the MRS is probably large. For example, lake-effect 
snow would alter the hydrology and ecology of the region; increased 
summer cloud cover would alter the radiation balance with a shift from di
rect to diffuse short-wave radiation, which would enhance photosynthesis 
and thus affect the carbon cycle in boreal regions (Gu et al. 1999); lake
breezes would alter the air temperature and local wind patterns; and cyc
logenesis may be modified by the presence of the large lakes (Gyakum 
1997). All these potential effects are influenced by the ice-free duration, 
especially late in the ice-free season when the turbulent fluxes are largest. 
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Whereas the terrestrial surface often displays a distinct diurnal pattern in 
energy and radiation balance components, the lake's AE and H late in the 
ice-free season typically had a dominant frequency of about three days, 
suggesting that the lake and the land respond to forcings operating at dif
ferent time scales. For example, the passage of a cold front over the region 
would likely reduce transpiration from the boreal vegetation over the typi
cal three-day period, but probably with a diurnal pattern superimposed on 
the overall reduction in evapotranspiration. In contrast, the lake response 
to this synoptic-scale event would be an increase in AE over the same time 
scale as the synoptic-scale event without any imposed diurnal response. 
Thus, we hypothesize that transpiration responds to both the radiation cy
cle (diurnal time scales) and air temperature and humidity (diurnal and 
longer time scales) whereas the lake responds primarily to air temperature 
and humidity (longer time scale of three days). 

A periodicity of 2.7 days for AE is typical of the passage of synoptic
scale systems (e.g., cold, dry air associated with the passage of cold 
fronts). This response to such relatively long-term events is likely pro
nounced in the MRB since such incursions of cold, dry air are common at 
these latitudes (Gyakum, 1997). Blanken et al. (2003) reported that these 
evaporation events were an aggregation of brief (i.e., a few seconds) 
sweeps of warm, dry air from above the lake surface. Thus, there appears 
to be an integration or aggregate effect of the superimposed events hap
pening at vastly difference time scales. If the processes controlling AE are 
acting in a fractal manner (i.e., the physics behind the response of AE is 
the same regardless of the time scale; processes are independent of time), 
then the chosen observational time scale (such as seconds, minutes or 
days) should not affect the relationships between AE and its controls. Lake 
evaporation, whether driven by intermittent sweeps of warm dry air from 
above, or driven by synoptic-scale cold fronts lasting three days, is con
trolled by the same variables. 

Over Great Slave Lake, as over other large lakes, evaporation can be 
expressed adequately in terms of Fick's diffusion law: E = KEUz(eo-ea) 

where KE is the eddy diffusivity for water vapour (Blanken et al. 2000; 
Oswald et al. 2007; Winter et al. 1995). The sensitivity of E to the product 
of Uz and eo-ea, expressed by the slope of the linear regression between 
the two variables (KE) should not vary significantly if these controls on E 
behave in a fractal manner. The "mass transfer coefficient", analogous to 
KE, is often derived from measurements of E , U and e, with KE obtained at 
a time scale different from that for the measurements of U and e (tempera
ture and humidity) and from different locations or at different times. For 
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example, after the transfer coefficient is determined from I-hr measure
ments, one may wish to estimate E from the same location using buoy or 
meteorological data that are only available at 6 or 12-hr intervals. This 
analysis has shown that the sampling interval has little effect on the mass 
transfer coefficient when used to estimate 24-hr E totals. This result im
plies that the fast, short-term events reported by Blanken et al. (2003) are 
reflected in the longer-term averages, thus the sensitivity of E to U and e 
does not change. Also, because the dominant period for the large E events 
that are responsible for the majority of E is about three days, sampling at 
or below the Nyquist frequency of roughly 1.5 days is sufficient to de
scribe these events. Therefore, as these analyses have shown, sampling at 
intervals of between one and six hours had no significant affect on the sen
sitivity of E to U1S, eO-elS, or U1S( eO-elS). 

Principal component analysis was used to discern which combination of 
variables explained most of the variance in E, and to ascertain whether the 
order of importance of these variables changed as the sampling interval 
changed. In agreement with the stepwise linear regression analysis, 71 % of 
the variance in the 24-hr total E was explained by the first principal com
ponent with U1S(eO-elS) having the largest coefficient. Importantly, the co
efficients did not vary significantly when the sampling intervals were less 
than the dominant averaging period of roughly three days. 

The role of large northern lakes in the water and energy cycles of the 
MRB has only recently been appreciated. Two dichotomies of lakes versus 
land are the seasonal temporal shifts between heat sinks and sources, and 
the longer time scales involved in lakes compared to land. A landscape 
such as the MRB with a large coverage of lakes should exhibit dynamic 
coupling and feedback between the two surfaces. The magnitude, controls 
and seasonal dynamics of several processes important to understanding 
this lake-land coupling are now known. What remain to be discovered are 
the spatial extent of the coupling, its ecological and environmental impor
tance, and how both will be affected by climate change. 
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Chapter 11 

Interannual Variability of the Thermal 
Components and Bulk Heat Exchange 
of Great Slave Lake 

William M. Schertzer, Wayne R. Rouse, Peter D. Blanken, 
Anne E. Walker, David C.L. Lam and Luis Leon 

Abstract Intensive year-round observations (1998-2003) revealed that Great 
Slave Lake is highly responsive to variations in both short-term meteorological 
and longer-term climatic conditions. The lake is dimictic and exhibits spatial and 
temporal variability in air temperature and wind speed that impacts water surface 
temperature and lake heat flux. Storm events with high winds were responsible for 
short-term highly dynamical responses of the lake, with deep vertical mixing of 
temperature affecting thermal stratification characteristics. Significant interannual 
variability was observed. The longest ice-free period over a 16-year period oc
curred in 1998 (213 days) compared to a cooler year in 2002 (174 days). Maxi
mum surface temperature was in 1998 (21.2°C) compared to 2002 (14°C). Simula
tion of surface temperature using a 3-D hydrodynamic model demonstrated 
marked nearshore and offshore temperature differences. Variation of the 8°C iso
therm effectively demonstrated interannual variability in the lake heating. Annual 
heat content ranged from 2.61 x 1019 J in 1998 to 2.l3 x 10 19 J in 2002. Five-year 
mean heat content maximum was 2.24 x 1019 J. The bulk heat exchange, ranging 
between 267 W m·2 and -338 W m·2, compared well with conventional heat flux 
calculations at Inner Whaleback Island located in the central basin of the lake. 

1 Introduction 

There is a growing concern regarding potential impacts of climatic change 
on freshwater resources (Schertzer et al. 2004). In Canada, observations 
and model projections suggest that some of the regions most vulnerable to 
change are in the north (Rouse et al. 2002; Stewart et al. 1998). Knowl
edge regarding the thermal and energy responses of deep northern lakes 
such as Great Slave Lake to climate is lacking and requires quantification. 

Pioneering research on Great Slave Lake conducted by Rawson (1950) 
was based largely on ship surveys in 1947 and 1948, sampling at a grid of 
stations to provide information on lake depth and its temperature structure. 
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These enabled the first lake-wide description of the temperature structure 
and heat content, but the limited number of depth soundings permitted 
only a general description of the lake bathymetry for use in applications to 
thermal or hydrodynamic problems. Also, lake surveys were conducted 
only during the ice-free period which precluded derivation of an annual 
temperature cycle. Temperature observations were conducted at ~30 lake 
sites at approximately weekly intervals, necessitating use of mean values 
for heat content analysis. Dynamics of air-lake interactions, important to 
understanding the role of lakes in a northern environment (Rouse et al. 
2007a), were not examined. 

During the Mackenzie GEWEX Study (MAGS), intense field observa
tion and modeling effort were made on Great Slave Lake. The objective 
was to quantifY the interannual variability of key over-lake meteorological 
variables, the thermal structure, heat content, and heat exchange of the 
lake. The multi-year observations established baseline thermal characteris
tics and their interannual variability, thus enabling insight to be gained on 
the responsiveness of this large, deep northern lake to climatic variability. 

2 Study Area 

Great Slave Lake is one of three large lakes in the Mackenzie River Basin 
(Fig. 1 in Rouse et al. 2007b). The lake has a surface area of 27 ,200 km2 

and a volume of 1,070 km3 (van der Leeden et al. 1990). It consists of a 
main basin, a north arm, and an east arm. A 2 x 2 km2 grid bathymetry was 
derived for Great Slave Lake (Schertzer 2000), and Fig. I shows the depth 
contours of the central basin which is the main area of this study. A large 
part of the central basin was less than 60 m deep though the maximum 
depth sounding of the central basin attained 187 m. The maximum depth 
of the 2 x 2 km2 grid was 167.8 m and the mean depth was 32.2 m. Based 
on the grid bathymetry, the central basin has a surface area of 18,500 km2 

and an integrated volume of 596 km3. 

The measurement program for a large lake should ideally include a 
combination of in situ moorings and lake-wide surveys over a grid of sta
tions to sample spatial variability. Such a program was precluded by logis
tical constraints to cover a lake of such large size. Instead, a cross-lake 
transect of in situ moorings was deployed along the lake main-axis (Fig. 
1), including land-based, island-based, and lake-based moorings. This ar
ray configuration was used to provide the first intensive measurements of 
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meteorological, radiation, lake temperature, and hydrodynamic variables 
on this lake. 

Great Slave Lake 
(Central Basin) 
20 20 Kilometers 
e---'I 

Main Basin -~.."... 

Fig. 1. Bathymetry of Great Slave Lake and location of cross-lake meteorological 
and temperature mooring observation sites. Depths are in meters 

3 Methods 

Cross-lake measurements using meteorological buoys and thermistor 
moorings were made (e.g., Blanken et al. 2000; Schertzer et al. 2000). Fig
ure 1 provides the station names and instrumentation used at each location 
during the summer and winter periods (described in detail in Schertzer et 
al. 2003). The basic measurement configuration was maintained through
out 1998 to 2003, allowing examination of interannual variability. In 2000, 
a temperature mooring was added to sample the temperature structure in 
the north arm and in 2003, currents were sampled with acoustic doppler 
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current meters (ADCP) at two sites in support of hydrodynamic model de
velopment and verification. 

3.1 Meteorology 

Meteorological observations included air temperature, water surface tem
perature, relative humidity, wind speed, wind direction, and solar and 
long-wave radiation. Measurements were recorded at 10-minute intervals 
at sites HR, NW1, NW2, IWI, and hourly at OD (Fig. 1). All data were 
processed to hourly and daily averages. Wind speed along the lake tran
sect, measured at different heights, was converted to a common height of 8 
m based on Shore Protection Manual (1984) engineering procedures. The 
characteristics of selected variables such as over-lake air temperature, 
wind speed and water surface temperature were depicted as means and 
ranges of daily values from individual sites averaged over the study period. 

3.2 Water Temperatures 

Water temperature moorings in 1998 included a combination of tempera
ture loggers (Stow A way Optic, Stow A way Tidbit, and Brancker loggers). 
In 1999-2003, moorings were equipped with StowAway Tidbit sensors 
exclusively. Sensor depths were standardized to allow for comparability of 
thermal profiles (Schertzer et al. 2003) and observations were recorded at 
IS-minute intervals. A bulk surface temperature was measured at each of 
the meteorological buoys (Schertzer et al. 2000, 2003). This is not the 
"skin" temperature which is often derived from infrared thermometer; 
rather, the observations represent a bulk water surface temperature meas
urement common in physical limnology and oceanography. 

Winter temperature moorings were installed at OD in 1998-99 and at 
OD and NW2 in 1999-2003. To avoid ice rafting, thermistors were de
ployed from a depth of 12 m below the surface to I m above the lake bot
tom. Isothermal conditions are assumed for the water layer above the 12 m 
depth for the winter experiment in order to facilitate computation of the 
winter heat content over the whole lake volume. Vertical temperature pro
files and heat content over the lake volume were computed using proce
dures applied to the 2 x 2 km2 grid bathymetry (Neilson et al. 1984). 
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3.3 Ice Freeze-up and Breakup Dates 

Passive Microwave Imagery (SSM/I) at the 85 GHz range obtained over 
Great Slave Lake enabled discrimination between areas of ice cover and 
open water (Walker and Davey 1993). The SSM/I technique is applicable 
at any time of the day, in all weather conditions and provides a resolution 
of 12.5 km2 from the 85 GHz channel. One major application of the tech
nique was in monitoring the dates of complete freeze-up or lake-ice 
breakup for Great Slave Lake (Walker et al. 1999) to permit determination 
of the ice-free duration. 

3.4 Heat Content and Bulk Heat Exchange 

The heat content of Great Slave Lake was approximated using lake 
bathymetry data, lake volume, and with temperature profile observations: 

H = fffPwcpTwdxdydz 
v 

(1) 

where H is the lake-wide mean heat content, Pw is the density of water, Cp 

is the specific heat of water, and Tw is the water temperature at depth. On 
the Laurentian Great Lakes, the mean lake-wide heat content is usually de
rived based on many years of short duration lake temperature surveys over 
a grid of stations (Schertzer et al. 1987), only in ice-free conditions 
(Schertzer 1997). The present investigation included continuous vertical 
temperature observations along the cross-lake transect as well as in the 
north arm. Since observations were conducted through a summer and win
ter program, an annual heat content cycle can be derived, allowing inter
annual comparison. 

With heat content information, the daily bulk heat exchange (QHH) of 
Great Slave Lake can be obtained: 

QBH = (dH / dt)/ As (2) 

where H is the heat content over the time interval of 1 day, and A., is the 
surface area of the lake. QHH represents the total heat gain or loss from the 
lake, assuming that all possible exchanges at the air-water interface and 
through hydrologic flows are accounted in the thermal observations used 
to derive the daily heat content curves. 
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3.5 Surface Heat Flux 

The heat budget for a lake is computed as: 

Qr = Q*-Qf: -QH -QA (3) 

where Qr is the total surface heat flux. The net radiative flux, Q*, is the net 
balance of incoming and reflected solar radiation, and incoming and emit
ted long-wave radiation. Turbulent exchanges are represented by the latent 
(Qh) and sensible (QH) heat fluxes. At the buoy locations, incoming solar 
and longwave radiation are measured and the turbulent exchange is deter
mined from temperature, wind, and humidity observations (Schertzer et al. 
2003). At IWI, the turbulent heat fluxes are determined directly through 
the eddy correlation technique (Blanken et al. 2000, 2003, 2007; Rouse et 
al. 2003). Evaluation of the advective component (QA) is complicated be
cause information on hydrologic flow and temperature is limited. How
ever, on the Laurentian Great Lakes such as Lake Erie, the advective com
ponents are small compared to the radiative and turbulent exchanges (e.g., 
Derecki 1975). 

4 Variability of Lake Thermal and Heat Flux Components 

4.1 Over-lake Meteorology, Lake Surface Temperature, and 
Radiation 

General characteristics of the over-lake meteorology in Great Slave Lake 
for the Enhanced Canadian GEWEX Study period were presented in 
Schertzer et al. (2003). Table I provides a summary of the means and 
ranges for key over-lake meteorological components for the June to Octo
ber ice-free seasons in 1998 and 1999. These were two contrasting years 
with warmer conditions in 1998, possibly influenced by an intense El Nifio 
event that resulted in significantly higher air and water temperatures but 
little change in average winds. The warm conditions prolonged the ice-free 
duration (Walker et al. 1999) that affected heat exchanges and lake heating 
(Schertzer et al. 2003). 

This chapter enlarges upon that study using aggregated observations for 
1998-2003. For the ice-free period, averages include over-lake observa
tions from the meteorological buoys while the winter program included 
meteorology from Hay River, Inner Whaleback Island (IWI), and Yellow
knife. Mean air temperature (Fig. 2a) ranged from -10 to -20°C in Decem
ber-January and peaked at ~ 15°C in July-August. Larger air temperature 
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Table 1. Statistical summary of measured over-lake meteorological components 
during 1998 and 1999 . Averages are computed for the Great Slave Lake stations 
over the June-October period. For comparison, June-October averages are pro
vided for Yellowknife Airport 

Variable Year Mean Maximum Minimum YZF 
Air temperature [0C] 1998 12.9 23.5 0.3 9.8 

1999 9.7 18.4 -2.7 
""," 3.2 5.1 3.0 

Surface temperature [0C] 1998 12.9 20.5 3.5 
1999 9.3 16.9 0.2 

""'" 
3.6 3.6 3.3 

Wind speed [m s-'] 1998 6.8 15.6 1.5 4.3 
1999 6.7 13.7 2.7 
""," 0.1 1.9 -1.2 

YZF represents Yellowknife airport, NWT (June-Oct. climate normal 1942-90). 
a"", represents value 1998 minus 1999. 

ranges over winter and in the heating phase leading up to August, com
pared to the cooling phase from August through November, indicate a 
moderating influence by the lake. Figure 2b indicates that lower wind 
speeds occurred during winter (recorded largely from land-based sites) 
with higher values recorded in the ice-free period. Mean values of 5 m S-1 

were expected between August and October. Variability in the daily wind 
speeds was very high in the ice-free season, reaching maximum daily val
ues of 15-20 m S-1 during intense storms. High wind events influenced 
both the surface temperature and vertical temperature structure as well as 
over-lake heat fluxes. Water surface temperatures (Fig. 2c) increased rap
idly after ice-melt in June and attained a lake-wide mean of ~ 15°C in late 
July to early August. Certain characteristics between the lake response and 
atmospheric variables are noted. For example, mean water temperature fol
lows increased air temperature to the peak in June-July. Strong winds in 
September-October are associated with the progressive decrease in lake 
heat as the surface water layer cools to the temperature of maximum den
sity (fall overturn). The wide range of water surface temperature is an in
dication that Great Slave Lake is highly sensitive to weather conditions. 
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Fig. 2. Variability of over-lake air temperature (Ta), wind speed (U) and water sur
face temperature (T w) 
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4.2 Lake Temperatures 

4.2.1 Measured Characteristics 

Monthly mean air temperatures for October to April at Yellowknife range 
from -I to -2SoC. These low temperatures cause the formation of a lake ice 
cover that effectively de-couples the lake-atmospheric exchange. The 
length of the ice-free season reflects climatic conditions. Based on a com
posite of ice breakup and freeze-up dates from 1988 to 2003 (Fig. 3), the 
central basin is expected to be ice-free by June 17 and ice freeze-over is 
expected on December 8 with an average ice-free duration of 174 days. 
The longest ice-free period of 213 days occurred in 1998 compared to only 
174 days in 2002. Spring air temperature in 1998 was 3°C higher than 
normal, resulting in extensive open water areas about 3 weeks earlier than 
average (Walker et al. 1999), in contrast to the cooler 2002 in which ice 
breakup occurred nearly 21 days later than in 1998. In cooler years (e.g., 
2002), ice freeze-up can occur significantly earlier than in very warm years 
such as 1998 (Fig. 3). 

Mean ice break-up 
2004 June 17 (Julian day 168) 

• 2002 - • • 2000 - • • 1998 - • • 1996 - • • 1994 - • • 1992 - • 
1990 - • • 1988 - • 

M 
I 

J 
I 

J 
I 

Ice-free season 
Mean = 174 days 

180 
174 
176 
184 
186 
213 
176 
156 
159 
177 
168 
175 
n/a 
152 
163 
17l 

A 
I 

S 
I 

Mean ice freeze-up 
Dec. 8 (Julian day 342) 

• • • • • •• • • • • • • 
• • • 

o I 
N 

I 
D 

Fig. 3. Dates of ice breakup and freeze-up and corresponding ice-free days for the 
period 1988-2004 based on SSM/T techniques. Data from Walker et al. 1999 (re
produced from Schertzer et al. 2003) 
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The thermally stratified period for dimictic lakes such as Great Slave 
Lake is defined as the number of days between the spring and fall overturn 
(when the lake temperature passes the temperature of maximum density at 
4°C, once in the spring and once in the fall). Table 2 shows large variabil
ity in the onset date of thermal stratification. The average onset occurred 
on day 178 (June 27); the earliest in 1998 and 2000 and the latest in the 
cooler 2002. Table 2 also shows the interannual variability in the maxi
mum lake-wide mean surface temperature. The highest maximum surface 
temperature of 21.2°C occurred in 1998 and the lowest, 14.0°C, in 2002. 

Table 2. Interannual variability of thennal components for 1998-2002 showing 
date of disappearance of the 4°C isothenn (onset of thermal stratification), the 
maximum lake-wide surface temperature and date, and the maximum heat content 
and date. Day of year is shown in parentheses 

Year Onset of thennal Max. surface temperature Max. heat content 
stratification [0C] Date [x 1019 J] Date 

1998 Jun. 19 (170) 21.2 Ju1.6 (187) 2.61 Aug.5 (217) 
1999 Jun.26 (177) 16.5 Aug.21 (233) 2.16 Aug.23 (235) 
2000 Jun.l8 (170) IS.4 Aug.5 (21S) 2.41 Aug. 12 (224) 
2001 Jun.25 (176) IS.7 Jul.30 (211) 2.27 Sep.ll (254) 
2002 Ju1.l5 {1 962 14.0 Jul.26 {2072 2.13 Se)2.9 {2522 
Average Jun.27 (17S) 17.S Jul.30 (211) 2.32 Aug.24 (236) 

4.2.2 Modeled Characteristics 

The spatial variability in surface temperature was simulated by Leon et al. 
(2004), applying the hydrodynamic model ELCOM (Hodges et al. 2000). 
Simulations assumed a no flux condition between the central basin and the 
east arm of the lake, and inflow from the Slave River and outflow through 
the Mackenzie River were set to zero. Figure 4 illustrates surface tempera
tures simulated for four time periods through the summer ice-free season. 
On July 10 2003, Great Slave Lake was still in the heating phase. Lake 
bathymetry played an important role in lake heating and in the surface 
temperature distribution. Nearshore areas with shallower water showed 
more rapid increases in temperature (e.g., >6-12°C) compared to the 
cooler mid-lake which was at the temperature of maximum density (4°C). 
On July 20 2003, heating has increased with 4°C water remaining only in 
the deepest part of the central basin. The disappearance of the 4°C iso
therm at the end of July signaled the beginning of full summer thermal 
stratification for the central basin of the lake. On August 20,2003, the cen
tral basin was near the period of maximum heat content of the lake. While 
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the mid-lake temperature was 6-8°C, much of the nearshore coastal area 
had temperatures of 12-18°C. Cooling phase continued and on September 
20, 2003 (Fig. 4d), cooling progressed more rapidly in the shallow near
shore than in the mid-lake. 

(c) '-~~.o'\;.~~ (d) )2 ~ 
'\ 14~ ~. 8 12 ( 10 

Great Slave Lake (surface) l10~ Great Slave Lake (surface) '\ ~ -
20-Aug-103 (00.00) " 6 8~ 20-Sep-103 (00:00) "'I N 

t!2~ ~ ~h 'V ~I -~~lj 8)\10 
(7.~': '~ ~.~~ F/v' 

",0 '1[0 0 ~: "Jj ,,-- : \,~t/ /I. e-
\ ~'J) 'Ir U' c~ c:~ \J 

Fig. 4. Spatial variation of the surface temperature based on simulation results 
from the 3-D hydrodynamic model ELCOM 

Figure 5 shows a time series of isotherms for temperature moorings across 
the lake for the summer of 2003. Evident in the time series are the differ
ences in the timing of thermal stratification (Table 2), the depth of the up
per warmer layers, and the relative differences in temperature. Such differ
ences are largely attributed to inter-annual variations in climatic conditions 
and to depth effects: shallower parts of the lakes (e.g., site HR) warm 
faster and have generally higher temperatures than the deeper, cooler mid
lake (e.g., Site NW2). Weather events strongly influence the short-term 
dynamic responses of lakes and their water temperature. For example, 



208 Schertzer et al. 

170 180 190 200 210 220 230 240 250 260 270 

DOY(2003) 

Fig. 5. Isotherms for Great Slave Lake temperature moorings for 2003. Intense 
mixing occurs in response to storms on August 3 (DOY 215) and August 24 
(DOY 237) 

large storms with high winds occur relatively frequently over large, deep 
lakes such as Great Slave Lake or the Laurentian Great Lakes (Schertzer 
and Croley 1999). Due to fetch characteristics, the nearshore winds are 
generally lower than in the mid-lake. Schertzer et al. (2003) found that 
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storms with high winds occurring at the start of thermal stratification sig
nificantly mixed the water column in the vertical. This effectively lowered 
the thermocline (a transition zone separating the warm upper layer and 
colder lower layers) and reduced both the surface and subsurface tempera
tures. Two large storm events in 2003 offer illustrative examples (Fig. 5). 
Atmospheric pressure was relatively uniform (~980 hPa) across the lake 
on August 3, but on August 24 it was ~975 hPa on the west side of the lake 
and 971 hPa on the east side. Peak winds varied considerably across the 
lake in both events but were generally higher at either end of the cross-lake 
transect compared to the mid-lake. Particularly evident in these time-series 
is the deep vertical mixing in response to the two storms. On August 3, at 
the shallow nearshore site OD, temperatures approaching 20°C prior to the 
storm were mixed to 12°C. As the water at 00 began to warm over the 
next three weeks, a second intense storm on August 24 caused further mix
ing and cooling of the water column, deepening the upper mixed layer to 
~ 18-20 m depth, where it remained throughout the summer. Mixing also 
affected the offshore sections of the lake and the north arm, resulting in 
lowering their upper layer temperatures, which impacted on the seasonal 
thermal structure of the lake and affected the air-water heat exchange. 

The colder, deeper portion of the lake was less responsive to diurnal 
changes than the upper mixed layer during the stratified summer period. 
Timing of the beginning and end of the thermally stratified period varies 
between years (Fig. 6). For most of the year, Great Slave Lake was below 
the temperature of maximum density. Thermal stratification began when 
the lake warmed to the temperature of maximum density at 4°C. In con
trast to the temperature structure at specific sites where dynamic responses 
are discernible, the lake-wide temperature structure shows the averaged re
sponse to the meteorological forcing. Consequently, the thermocline re
gion deepens almost monotonically from the start of stratification in June
July to the period of complete mixing achieved in late September-October 
as the temperature progressively decreases due to increased surface heat 
losses to the atmosphere (Rouse et al. 2007a). 

The influence of the climate on lake heating can be seen by tracking the 
progression of an isotherm associated with, for example, the depth of the 
thermocline region (e.g., Simons and Schertzer 1987). Figure 7 shows the 
interannual variation of the depth of the 8°C isotherm during the stratified 
period between years in the central basin. Compared with other years in 
this study, in warmer 1998, the 8°C isotherm began earlier in the year, ex
tended deeper in the water column during summer, and disappeared later 
in the fall. In the cooler 2002, the lake took longer to heat up. The 8°C iso-
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Fig. 6. Interannual variability in the lake-wide average thennal structure in the 
upper 50 m of Great Slave Lake 
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therm formed later, did not attain the vertical extent seen in the other 
years, and disappeared earlier, especially when compared to 1998. 
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Fig. 7. Variation of the depth at the 8°C isotherm from 1998 to 2002. 

4.3 Lake-wide Heat Content 

The lake-wide heat content for 1998 was higher than the other years (Table 
2). Its maximum value of 2.61 x 1019 J was significantly larger than those 
reached in 1999 and 2002. Interannual difference in the timing of the 
maximum is an important indication of the climate variability. With earlier 
ice cover loss in warm years, the lake has increased time to absorb solar 
radiation which results in higher heat content. In 1998, for example, 
maximum heat content was attained on August 5 (DOY 217), 37 days ear
lier than it did in cooler 2001and 2002. 

The spring heat income is defined as the amount of heat gained by the 
lake from its minimum temperature to the temperature of maximum den
sity (4°C). The summer heat income represents heating from the time of 
temperature of maximum density to the date of maximum heat content. 
Table 3 shows that 1998 had both larger spring and summer heat incomes 
compared to the other years. The heat content range (minimum to maxi
mum) was 2.54 x 1019 J in 1998 compared to 2.00 x 1019J in 2002. The de-
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rived daily heat contents show a pronounced asymmetry between the heat
ing and cooling rates especially for 1998 (Schertzer et al. 2003). During 
the ice-free period in fall, the high heat content contributes to increased 
heat and moisture transfer to the cooler overlying air (Rouse et al. 2007b; 
Schertzer et al. 1987). 

Table 3. Spring and summer heat incomes, and annual heat content range for the 
period 1998-2002 

Year 

1998 
1999 
2000 
2001 
2002 
Average 

Spring heat income 
[x 1019 J] 
0.78 
0.68 
0.59 
0.67 
0.71 
0.69 

Summer heat income 
[x 1019 J] 
1.75 
1.39 
1.66 
1.49 
1.16 
1.49 

4.4 Heat Flux and Bulk Heat Exchange 

Annual heat content 
range [x 1019 J] 
2.54 
2.07 
2.29 
2.16 
2.00 
2.21 

Heat fluxes were computed at Inner Whale back Island using detailed ra
diation and the eddy correlation technique (Blanken et al. 2000, 2007; 
Rouse et al. 2003). Under a stable atmosphere, generally from ice-melt to 
the time of maximum heat content, the sensible and latent heat fluxes are 
small and most of the net solar radiation is consumed in heating the lake. 
After mid-August until the ice freeze-up, the atmosphere becomes increas
ingly unstable and the sensible and latent heat fluxes begin to dominate the 
total surface heat flux as the lake loses heat to the atmosphere. 

Heat fluxes computed from lake buoys or island platforms are essen
tially site specific and may not necessarily represent the average condition 
for the entire lake, especially for large lakes with considerable cross-lake 
variability in meteorology and water temperatures. One approach to ap
proximate the lake-wide total heat flux is to derive a bulk heat exchange 
(Eq. 2) based on the daily lake-wide heat content. Figure 8 compares the 5-
day mean bulk heat exchange determined from heat content computations 
with the total heat flux computed near Inner Whaleback Island in 1999 
(Rouse et al. 2003). Both methods yield similar magnitudes of lake heat 
gains during the spring and heat losses during the fall. There was consider
able spatial variability in hydrometeorologic variables across the lake (e.g., 
surface temperature as shown in Fig.4), and this accounts for the short
term (e.g., daily) differences between the lake-wide mean bulk heat ex-
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change and the surface flux computed at single points. On a seasonal basis, 
however, their good agreement gives confidence in applying Eg. (2) to 
calculate the lake heat storage and provides verification of the computed 
heat fluxes from Inner Whale back Island. 

Fig. 8. Comparison of the computed heat flux from Inner Whaleback Island (thick 
line) and the bulk heat exchange (thin line) derived from lake temperature and 
heat content (reproduced from Schertzer et al. 2003) 

4.5 Interannual Variability of the Heat Content and Bulk Heat 
Exchange 

Figure 9 shows the between-year variations in the monthly bulk heat ex
change of Great Slave Lake. Changes in lake heat content are very small 
during the ice covered period (January-June). There is virtually no ex
change with the atmosphere, but only exchanges through such processes as 
hydrologic discharges, release of heat from the sediments, and possibly 
penetration of light through the ice cover. Ice breakup from end-May to 
early-June results in rapid heat gain to the lake, continuing through June to 
mid-August. From mid-August to mid-September, the monthly mean (and 
daily-averaged) bulk heat exchange alternates between periods of heat gain 
and loss in response to storms that induce progressive deepening of the 
upper mixed layer. Large negative bulk heat exchanges are more prevalent 
from mid-September to the beginning of December and these are related to 
deep mixing from strong winds and enhanced turbulent heat losses (Rouse 
et al. 2003). The interannual differences (Fig. 8) demonstrate the sensitiv
ity of the lake heating and heat exchange process that can occur in the 
northern region. 
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Fig. 9. Interannual variability in the bulk heat exchange based on temperature ob
servations 

A composite of the heat contents and derived bulk heat exchange over 
the 1998-2002 period is shown in Figs. lOa and lOb, respectively. Super
imposed on the interannual distribution is a 5-year mean. The average heat 
content of Great Slave Lake is 2.08 x 1019 J, with a range between 2.24 x 
1019 J and 0.16 x 1019 J. The mean bulk heat exchange ranges between ap
proximately 267 W m-2 and -338 W m-2 . Errors in the computed heat con
tent can be attributed to errors in lake bathymetry and temperature meas
urements. Schertzer (2000) indicates that ~ 1.4 x 109 m2 of the deep mid
lake lacks depth soundings, requiring interpolation. Assuming that the es
timated depth in the mid-lake area is in error by I m and that the tempera
ture ofthis deep volume of water is in error by 1°C, then the expected error 
is < 0.1 % of the maximum heat content. 
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Fig. 10. Five-year mean and range of the heat content and bulk heat exchange. 
Thick lines represent means and the grey lines represent the range of values over 
the period 1998-2002 

5 Discussion and Conclusions 

This chapter presents the baseline characteristics of a large, deep northern 
lake, with a focus on the magnitude, variability, and interannual variability 
of its thermal responses to climate. The measurement program adopted is 
unique in physicallimnological research for large, deep lakes. A cross-lake 
transect consisting of land-based and island-based stations, meteorological 
buoys and temperature moorings allowed year-round water temperature 
measurements from which daily lake-wide heat content and bulk heat ex
change were derived. The computed bulk heat exchange is compared with 
traditional methods of evaluating the surface heat flux from a fixed loca
tion, and the cross-lake observations demonstrated considerable spatial 
variability in over-lake air temperature and winds. Shallow nearshore areas 
warm faster than the deeper mid-lake during spring and cool faster in the 
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fall. Future studies should assess the winter temperature distribution espe
cially in the lower water column using thermistors with higher sensitivity. 

Great Slave Lake is dimictic in all years studied with considerable inter
annual variability in the dates of spring and fall overturn. It acquires a 
complete ice cover in winter. The length of the ice-free season dictates the 
available time that the solar radiation can heat the lake and consequently, 
its temperature and heat content characteristics. The lake-wide average 
temperatures of 1998-2002 show that the vertical temperature structure 
varies greatly from year to year. Large between-year differences are found 
in the magnitude of heat content, and in the timing of the temperature and 
heat content maxima. 

Initial application of 3-D hydrodynamic models forced with meteorol
ogy and heat fluxes in this investigation provided surface temperature 
simulations that compared well with observed temperatures. The simula
tions required assumptions on water exchange and river flows. Based on 
Rawson (1950), the volume input of the Slave River is about 0.6% of the 
total central basin volume. With mean river water temperatures of ~ 10-
14°C above the temperature of maximum density, the heat delivered by the 
Slave River would be sufficient to raise the temperature of the central ba
sin by 0.6°C, and may be more important near the river mouth. Heat input 
from other, smaller tributaries may be important locally but insignificant in 
relation to the expansive central basin. Nevertheless, more work is re
quired to quantify the heat contribution of rivers for the purpose of hydro
dynamic modeling of the lake. 

The lake-wide bulk heat exchange and the heat flux computed from In
ner Whaleback Island exhibit comparable seasonal trends. However, there 
are differences in absolute values of the total heat flux and the bulk heat 
exchange. Differences are expected since meteorological conditions at the 
deeper, eastern part of the lake at may not be representative of conditions 
in the nearshore or the western part of such a large lake. The bulk heat ex
change is based on temperature observations that included a sampling of 
conditions in the nearshore and deep-lake regions in the central basin. For 
evaluation of the lake-wide heat flux, future investigations should consider 
an expanded network of high-accuracy systems such as were employed at 
Inner Whale back Island, and increased spatial representation of tempera
ture observations. An expanded network of measurements including the 
east arm of the lake is required to provide a comprehensive assessment of 
the baseline and climate impact on Great Slave Lake as a whole. 
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Chapter 12 

Flow Connectivity of a Lake-Stream System in a 
Semi-arid Precambrian Shield Environment 

Ming-ko Woo and Corrinne Mielko 

Abstract Many small lakes occupy Precambrian Shield and lowland areas in the 
boreal region. To investigate the processes causing seasonal severance of flow 
connection in the lake-stream system, a chain of lakes in northern Canada was 
studied in 2004. Water balance shows that rapid and substantial runoff from the 
local basin slopes during the snowmelt period led to a rise of lake levels above 
their outlet elevations to generate outflow. Continued summer evaporation caused 
drawdown of lake storage below the outflow thresholds, represented by the lake 
outlet elevations. Outflow ceased and the lakes became disconnected. Summer 
rainfall in a semi-arid environment was insufficient to overcome storage deficit to 
re-establish flow connectivity among all lakes. For the drainage system as a 
whole, streamflow interruption or continuity depends on linkage of its lake-stream 
sub-units. The principle of fill and spill of lakes should be considered in modeling 
Shield hydrology under semi-arid conditions, to take account of (1) antecedent 
storage in individual lakes, (2) their storage change calculated through water bal
ance, and (3) the thresholds to be exceeded for outflows to occur. 

1 Introduction 

Many areas in the Canadian and Eurasian subarctic are occupied by Pre
cambrian rocks, with landscapes comprising bedrock uplands and flat
bottomed valleys containing lakes and wetlands. Most investigations of 
lake hydrology were in humid environments where there is usually ade
quate precipitation and inflow to maintain continuous discharge from the 
lakes. During dry subarctic summers, however, lakes have been observed 
to experience a draw down that sometimes cuts off their outflow, isolating 
them into disjointed hydrologic entities. Spence (2000), for example, ob
served flow cessation in a small headwater lake that produced flow for 
only 13 days in an entire year. The processes relating surface flow connec
tions with lake storage remain inadequately understood. 
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Attention has been paid to flow connectivity in relation to runoff gen
eration in a variety of landscapes, including northern wetlands (Bowling et 
al. 2003; Quinton et al. 2003), bedrock upland with soil-filled valleys in 
temperate and boreal latitudes (Branfireun and Roulet 1998; Buttle et al. 
2004; Spence and Woo 2003), and lake basins in the subarctic and the Arc
tic (FitzGibbon and Dunne 1981; Woo et al. 1981). Mielko and Woo 
(2005) investigated the runoff processes of a subarctic Shield lake and its 
catchment during the snowmelt season and confirmed the importance of 
lake storage status in streamflow generation. The study was restricted to 
the snowmelt season and referred to only a single lake. The findings need 
to be enlarged to encompass lakes and streams in a drainage system 
throughout the spring and summer periods. It is the purpose of this study to 
investigate the flow connectivity in a subarctic Shield setting, to under
stand the processes operating in a lake-stream drainage network. Results of 
this study will increase knowledge on the behavior of the subarctic hydro
logic system that can lead to improved algorithm development to model 
Shield hydrology in a semi-arid environment abundant with lakes. 

2 Study Area 

This study was carried out from mid-April to the end of August 2004, in a 
headwater catchment (62°33'N; 114°21'W) located 15 km north of Yellow
knife, Northwest Territories, Canada. It is situated in the subarctic Cana
dian Shield that is scattered with numerous small lakes. The climate is su
barctic and semi-arid, with annual precipitation recorded at Yellowknife 
Airport of about 280 mm, 116 mm of which is snowfall (Environment 
Canada 2004). Mean January temperature falls to -26.8°C and mean July 
temperature reaches 16.8°C. The area is dominated hydrologically by a 
large snowmelt freshet followed by a gradual drying of the landscape. The 
study basin covers 4.76 km2, consisting of a chain of four lakes with sur
face areas between 0.1 km2 and 0.6 km2, and a contributing basin of 3.15 
km2 draining to the lowest lake. The chain of lakes is the focus of the pre
sent study. The uppermost Melvin Lake drains into Shadow Lake, which 
in turn drains to Hazel Lake and finally to Lois Lake (Fig. 1 in Spence and 
Woo 2007). The lowest, Lois Lake, receives additional surface flows from 
Rater Lake that lies outside of the chain. These lakes are linked by chan
nels that have intermittent flows. In addition to lakes, the basin includes 
crystalline bedrock outcrops, soil-filled valleys, and wetlands. 
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3 Methods 

Detailed description of the field techniques and the instruments used are 
presented in Mielko and Woo (2005). The deployment of instrumentation 
was enlarged for this study (Fig. 1) and following is a summary of the 
methods employed . 
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Fig. 1. Study area containing four lakes (Rater Lake not shown), and instrumenta
tion sites 

Lake levels for five lakes (Melvin, Shadow, Hazel, Lois, and Rater) were 
recorded at half-hour intervals, commencing after the onset of lake ice 
breakup, which enabled the installation of the water level gauges. Rainfall 
was measured using a tipping-bucket gauge and ten manual gauges located 
throughout the basin. Both the snow and ice on the lake are treated as an
tecedent storage in the lake, being solid inputs and attributed to phase 
change of the lake water in the winter. Lake stage reflects the hydrostatic 
pressure exerted by the snow and ice on the lake water, and therefore is an 
integration of both the solid and liquid water in the lake. Photographs were 
taken of the decaying lake ice covers during the spring to estimate the 
changing ice-free fraction. Evaporation was calculated half hourly by the 
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Priestley and Taylor (1972) method for the ice-free portion of each lake, 
using measured radiation, air, and water temperatures. Channel flow into 
and out of the lakes was gauged at high and moderate flows using a veloc
ity-area method with velocity obtained by a pygmy current-meter, and at 
low flows by collecting a measured volume over a fixed time (several 
minutes). These periodically measured flows were related to lake levels to 
establish rating curves that allowed the conversion of lake level records 
into hourly discharges. As this study concentrates on the chain of four 
lakes from Melvin to Lois, the Rater Lake sub-basin was not instrumented 
and only the level and the outflow of Rater Lake were monitored. 

4 Water Balance 

Examination of lake water balance permits an understanding of how each 
of its components influences lake storage at different times of the thawed 
season. The water balance ofa lake is (expressed in mm day-I): 

(1) 

Here, rainfall on the lake (R), storage change based on lake level fluctua
tion (L~S), flows along stream channels into (QD and out of the lake (Qo) 
were measured directly, and lake evaporation (E) was calculated by the 
Priestley and Taylor method using measured variables. Qb * is the net flux 
of water delivered to or leaked from the lake via overland or subsurface 
flows in its direct catchment area; and S is the error in the evaluation of the 
water balance components. Both Qb * and S cannot be assessed independ
ently. The magnitude of S cannot be established but is assumed to be small 
relative to the magnitude of various components of the water balance. Qb * 
was then obtained as a residual term by rearranging Eq. (1). Water balance 
calculations were performed after much of the basin snow had melted, at 
the onset of lake ice breakup. Figure 2 is a plot of the daily values of water 
balance for the four lakes studied and Table 1 provides their total magni
tudes for the study period. 

Snowmelt on the basin slopes produced a large influx of Qb * that 
reached the lake through overland and subsurface flows (Mielko and Woo 
2005). After the melt period (all the basin snow disappeared by 26 May), 
Qb * became negative, suggesting that there has been a continuous ground
water loss from the lakes. Despite the bedrock structure, seepage loss is 
highly plausible because the rock fractures can be effective conduits for 
water (Spence and Woo 2007; Thorne et al. 1999). Lake evaporation incr-
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Fig. 2. Daily variation of water balance components of four study lakes from 
snowmelt to late summer, 2004 

Table 1. Water balance (in mm) of four lakes for the period May 5 to August 31, 
2004 

Lake area [km2] 

Rainfall 
Evaporation 
Stream inflow to lake 
Stream outflow from lake 
Net exchange with basin 
Net storage change 

Melvin 
0.009 
54 
349 
o 
880 
1052 
-123 

Shadow 
0.087 
53 
310 
91 
283 
343 
-107 

Hazel 
0.007 
50 
343 
980 
933 
-17.05 
-264 

Lois 
0.108 
53 
326 
3523 
2413 
-821 
17 
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eased steadily in May when the lake ice cover diminished. Afterwards, 
lake evaporation averaged 3.3 mm d-1 and was the main process responsi
ble for lake storage decline. A 20-22 mm rainstorm event in late July 
raised the water levels in all four lakes. Lake inflow and outflow were ob
served at all the lakes during the snowmelt period but summer rainfall 
events raised channeled outflow from only one lake (Lois). 

Several generalizations can be drawn from the water balance study. At 
the beginning of the study period and prior to snowmelt, there was zero 
flow in the channels that enter or leave the lakes. This was a time when 
lake levels were below the elevation of their outlets. Slope runoff in the 
melt season was the dominant process that led to a sharp rise in storage. In 
this regard, both the intensity and the amount of flow are important, hence 
the rate and duration of snowmelt on the basin slopes are significant con
siderations (Mielko and Woo 2005). Evaporation, inhibited when a lake 
ice cover was present, continued throughout the summer to deplete lake 
storage. Although rainfall can produce a rapid rise in lake level, the magni
tude can seldom match the rise due to snowmelt runoff to the lake because 
intense rain is seldom sustained in the semi-arid environment. Water bal
ance calculations indicate that a lake can be recharged by slope runoff and 
can also lose water through subsurface conduits. Major hydrologic ex
changes are between the lakes and their local catchment area, but except 
for the uppermost Melvin Lake, all the lakes receive periodic stream in
flow from the lakes above them. 

5 Lake Outflow Generation 

The snowmelt season is the primary period for outflow generation. Of note 
is that the starting and ending dates differed among the lakes (Table 2). 
Hazel Lake, the third along the chain of lakes, was the first to generate out
flow, followed by Shadow Lake above it. Thus, there was no systematic 
downstream sequencing in the starting or ending dates of flow, and out
flow generation from a lake is not necessarily predicated upon the release 
of discharge from a lake upstream along the lake-stream system. 

For the entire study period, Melvin Lake, the highest in elevation but 
with the smallest drainage area, had the lowest volume of outflow. On the 
other hand, Lois Lake, which receives inflows from both Hazel and Rater 
lakes, yielded the largest outflow. Shadow and Hazel lakes had intermedi
ate and comparable volumes but different timings of outflow. For all the 
lakes, snowmelt was the dominant, if not the only period when lake out-
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flow was produced. Rainfall was able to revive outflow only for Lois 
Lake. 

Field observation of outflow occurrence shows that a lake has to rise 
above the lip of its outlet which marks the flow threshold. This threshold is 
normally the lowest point along the perimeter of the lake and can be a bed
rock sill, a channel carved in soil, the bottom of culvert such as for Rater 
Lake, or a blockage by a beaver dam as in the case of Lois Lake. In the 
spring, snow drift and ice often raises the threshold elevations so that the 
lake water would be impounded to a greater height than in the summer 
(Fig. 3). Such situations have been reported for other lakes in the subarctic 
(FitzGibbon and Dunne 1981) and in the Arctic (Woo et al. 1981). 

Table 2. Start dates, end dates, and total volumes of outflow from the five study 
lakes 

Direct catchment areaa [km2] 

Basin areab [km2] 

Lake area [km2] 

Lakelbasin ratio [%] 
Snowmelt period outflow 
Start date 
End date 
Total flow volume [m3] 

Summer season outflow 

Melvin 
0.116 
0.116 
0.009 
7.8 

May 24 
June 25 
8,265 

Shadow 
0.565 
0.681 
0.087 
12.8 

May 22 
June 25 
24,490 

Hazel 
0.168 
0.849 
0.007 
0.8 

May 20 
June 15 
23 ,329 

Lois 
0.760 
4.759 
0.108 
2.3 

May 24 
July 5 
260,693 

Start date July 26 

Rater 
3.150 
3.150 
0.214 
6.8 

May 30 

End date July 31 Aug. 24 
Total flow volume [m3] 4 173,328c 

aDirect catchment area refers to the basin area that feeds directly to the lake and 
exclusive of the area contributing to streamflow above the lake inlet. 
bTotal basin area that drains into a lake, including its direct catchment and the ar
eas upstream. 
cOutflow for Rater Lake was continuous between May 30 and August 25 ; number 
refers to total flow during this period. 

6 Lake Storage and Outflow 

Field information can be combined with water balance analysis to relate 
lake storage with outflow. The fill-and-spill concept, previously applied to 
soil-filled valleys in the Shield environment to explain flow generation 
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Fig. 3. Fluctuations of lake storage above outflow thresholds for five lakes. Note 
that threshold elevations can change when the lake outlets are blocked by snow 
and ice 

(Spence and Woo 2003), can be extended to the lake-stream flow system. 
For a lake, outflow (Qo) occurs when its storage level exceeds the flow 
threshold (ST): 

(2) 

where St-1 is lake storage level at end ofthe past period t -1; ~St is the change 
in storage for the current period t, obtained by water balance through Eq. 
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(1). Thus, whether outflow can be produced is predicated upon antecedent 
storage (St-I), the change in storage for time t, and the threshold that must 
be exceeded, and this threshold can be higher in the spring when the lake 
outlet is blocked by snow and ice. 

It was previously thought that a lake with small area relative to its 
catchment size «5%) will not significantly attenuate streamflow because 
lake storage then plays a relatively little role compared with the magnitude 
of basin runoff (FitzGibbon and Dunne 1981, P 282). Table 2 shows that 
Lois Lake with a low lake-to-basin ratio of 2% was able to arrest the flow 
from Rater Lake throughout most of the summer. This suggests that a low 
ratio is not a satisfactory indicator of flow attenuation; rather, it is the ca
pacity of lake storage relative to water input that is of concern. 

7 Flow Connectivity of Lake-Stream System 

Outflow generation does not proceed systematically from the highest to the 
lowest lake, nor does outflow stoppage follow any ordered sequence along 
the chain of lakes. Hazel Lake in the middle of the chain was the first to 
generate and terminate outflow, whereas Shadow Lake above it continued 
to discharge for almost two more weeks. As flow connectivity does not 
progress systematically along the drainage network, each lake can form a 
subsystem that mayor may not link with others after certain hydrologic 
events. 

The physical setting of a lake plays an important role in terms of it hy
drologic connectivity within the flow system. The Precambrian Shield rock 
is composed mainly of impervious granite and gneiss, with an occasional 
veneer of soil cover on the uplands, that allows efficient shedding of rain 
and meltwater, though infiltration is encouraged where fissures abound 
(Spence and Woo 2002). Fast delivery of water from the basin slopes 
causes rapid increase in lake storage, resulting in quick rise of lake level 
above the outlet threshold to produce outfow. Under cold subarctic condi
tions, a long duration of the lake ice cover shortens the evaporation season. 
Lake level drawdown due to evaporation is confined to the ice-free period 
but daily evaporation in the summer can be large because of long daylight 
hours. Finally, a semi-arid climate ensures that post-snowmelt evaporation 
loss exceeds rainfall input so that the summer water balance favors lake 
level decline that leads to periods of no outflow. Outflow cessation is less 
commonly reported for Shield lakes in humid temperate areas due to lake 
storage replenishment by high rainfall. 
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8 Implications on Streamflow 

In a humid environment, discharge often increases downstream and this may 
be attributed to an enlarged area of flow contribution from the basin slopes 
that exceeds the retention capacity of channel storage. The presence of lakes 
represents a significant storage along the drainage channels so that lakes 
modifY the shape of the hydrographs. In semi-arid and arid areas, the vertical 
water balance of the lake and its direct catchment area (here referred to as 
the basin area that feeds directly to the lake and exclusive of the area con
tributing to streamflow above the lake inlet) can overwhelm the magnitude 
of channel inflow-outflow to distort the downstream change in flow normally 
exhibited in rivers of the humid region. Flow interruption arises when con
nection between a lake and its adjacent streams is severed. The hydro graph of 
Lois Lake outlet offers such an example. Outflow from this basin was main
tained for only 49 days in 2004. 

The same fill-and-spill processes apply to other headwater catchments 
and to larger drainage systems in a lake-studded landscape under cold, 
semi-arid conditions. Baker Creek (62°30'48"N; 114°24'34"W) offers exam
ples that a larger basin (area 121 km2 or two orders of magnitude larger than 
the study basin) also experienced flow discontinuities in the summer (Water 
Survey of Canada 2003). This Shield basin has a number of lakes that form 
parts of a lake-stream network. Figure 4 shows that in 1998, flow ceased on 
August 19-24, but was revived by rainfall in early November. In 2001 and 
2004, Baker Creek discharge fell below 0.01 m3 S-l after August 19 and re
mained so for half a month. Similarly, in 2004 its flow dropped below 0.01 
m3 S-l in mid September. Such zero or negligible flows occurred late in the 
dry summers after much water was lost to evaporation. It is proposed that the 
severance of connection among the lakes effectively reduced the source areas 
that maintained flow for the Creek, as discussed by Spence (2006) who 
mapped the changing runoff contributing areas in the basin for two summers 
(Fig. 7 in Spence and Woo 2007). 

Fill and spill of individual lakes represents the major mechanism for 
streamflow generation in the Shield lake-stream system. This concept can be 
applied to the modeling of flow connectivity along a chain of lakes. Hydro
logic models usually use routing procedures to treat flow attenuation along 
channels, or reservoir schemes to represent flow retention and release. This 
study shows that for a natural lake-stream system, particularly in a dry envi
ronment, lake storage plays a deciding role in outflow production. Each lake 
and its direct catchment may be considered to operate as an independent unit 
along the chain, subject to variable channel flow linkages with the entities 
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Fig. 4. Hydrographs of Baker Creek in semi-arid northern Shield showing occur
rences of zero or negligible flows during open channel (ice-free) conditions 

above or below. In modeling the lake-stream system, therefore, not only the 
channel flows but the storage capacity and the water balance of the direct 
catchment areas for each lake must be represented explicitly. 

9 Discussion and Conclusions 

Investigation of flow connectivity between lakes and streamflow in the semi
arid northern Canadian Shield demonstrates that outflow production is gov
erned by (1) antecedent storage in the lake, which is a product of cumulative 
water balance in the past periods, (2) lake water balance of the current period, 
which includes vertical fluxes due to snowmelt, rainfall and evaporation, lat
eral exchanges with the slopes that drain directly to the lake, and inflow and 
outflow, and (3) lake storage capacity, which sets the threshold for lake out
flow. Outflow occurs only when the threshold is exceeded, hence channel 
flow is variable in time and flow linkage need not be continuous along a 
chain of lakes. This confirms the significance of the fill-and-spill concept in 
outflow generation from small lakes. While the processes described are ap
plicable to arid and semi-arid areas subject to alternating flooding and dry
ing, the lake fill-and-spill principle is also relevant to the humid region, but 
with ample water inputs to the lakes, the severance of channel flow linkage 
between lakes in the humid Shield areas is uncommon. The concept can be 
applied to the development of algorithms for modeling Shield hydrology. 
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A process-based model of flow release and stoppage for lakes will permit 
improved prediction of flow reliability which can be an important consid
eration in water resource management in regions with many small lakes. 
This modeling approach is not limited only to lake-stream flow systems, 
but can be adapted to predict flow in other systems and environments 
where the fill-and-spill principle is at work, including those presented by 
Spence and Woo (2003) and Tromp-van Meerveld and McDonnell (2006). 
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Chapter 13 

Hydrology of the Northwestern Subarctic 
Canadian Shield 

Christopher Spence and Ming-ko Woo 

Abstract The Canadian Shield occupies about one-third of Canada's land area, 
one-fifth of the Mackenzie Basin, and contains much of Canada's freshwater re
source. The northwestern portion of the Shield has a relatively dry, subarctic cli
mate and a heterogeneous landscape comprising exposed bedrock uplands, soil 
mantled slopes, wetlands and lakes. The water budget of bedrock uplands is influ
enced by rock fractures, slope aspect, precipitation or melt intensity, and storage 
capacity. The lateral transfer of runoff from exposed bedrock is crucial to the hy
drology of downslope soil-filled areas where the water maintains storage to sus
tain evaporation and support streamflow generation. Headwater lakes are an im
portant store of water that must be recharged to storage capacity prior to yielding 
outflow to higher order streams. Even in perennial streams, flow thresholds must 
be exceeded before runoff generated in headwaters can be transferred to basin out
lets. The subarctic Shield environment has large spatial and temporal variations in 
available storage, where the hydrologic connectivity that dictates runoff response 
is controlled in part by the geometry and spatial distribution of landscape compo
nents. Streamflow regime may be dominated by snowmelt runoff from the land 
(nival regime) or modified by storage effects of lakes along the channel network 
(pro lacustrine regime). 

1 Landscape and Hydrologic Considerations 

The Canadian Shield occupies about one-third of Canada's land area, ex
tending from the humid temperate latitudes of southern Ontario and south
ern Quebec to the eastern Queen Elizabeth Islands of the High Arctic. The 
Shield constitutes the eastern fifth of the Mackenzie River Basin (MRB) 
where the Precambrian rock was glaciated by the Laurentide Ice Sheet to 
produce a rolling topography. The landscape includes undulating bedrock 
uplands, soil mantled slopes and soil-filled valleys that often contain wet
lands and lakes, with open water accounting for about 25% of the Shield 
area (Fig. 1). Drainage networks are controlled by the bedrock structure to 
produce rectangular drainage patterns. 
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Fig. 1. Typical Canadian Shield landscapes with exposed bedrock uplands, soil
filled valleys and numerous beautiful lakes. Shadow Lake is shown at the center 
(Photo: C. Mielko) 

The main bedrock types are granite, gneiss, migmatite, and metavol
canic and metasedimentary rocks of Archean age and less metamorphosed 
Proterozoic sedimentary rocks. Bedrock uplands tend to be moderately to 
highly fissured with joints and exfoliation fractures. Glaciofluvial deposits 
in the forms of drumlins, eskers and deltas appear throughout the physi
ographic province. Depressions left by glacial action are now filled pre
dominantly by Dystric Brunisols. Turbic and Organic Cryosols are found 
in poorly drained frozen peat-filled depressions. The Canadian Shield has 
a wide range of soil climates with discontinuous permafrost present north 
of a broad arc extending from northern Saskatchewan, south of James Bay 
and east to southern Labrador. Large changes in topography, vegetation, 
winter snow accumulation, local hydrology and geology over short dis
tances result in abrupt soil temperature transitions in the discontinuous 
permafrost zone. Permafrost is typically found in wetlands and peat pla
teaus but seldom occurs in exposed bedrock and well drained coarse thin 
overburden (Wolfe 1998). Permafrost generally becomes continuous north 
of the tree-line (Brown 1978). 
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Arboreal vegetation in the subarctic shield ecozone is predominantly 
open black spruce (Picea mariana) forest with periodic stands of white 
spruce (Picea glauca), jack pine (Pinus banksiana), birch (Betula spp.) 
and aspen (Populus tremuloides). The open canopy allows for a prominent 
understory dominated by dwarf willow (Salix spp.), Labrador tea (Ledum 
groenlandicum), blueberry (Vaccinium augustifolium) and bog cranberry 
(Vaccinium vitis-idaea). Ground cover on bedrock outcrops includes moss 
and lichen (Cladina and Cladonia spp.). Peat wetlands are common. 
Sphagnum moss species cover expansive parts of wetlands, with lichen, 
grass (Eriophorum spp.) and sedges (Carex spp.) also present. Organic 
soils derived from sphagnum decomposition are commonly 0.5 m thick or 
more and are underlain by either bedrock or sandy till. Forest fires 
(Kochtubajda et a!. 2007) create vegetation communities that vary widely 
in composition and age. 

The climate of northwestern subarctic Shield may be characterized by 
the record at Yellowknife (1971-2000 average); see 
http://www.climate.weatheroffice.ec.gc.calclimate_normals/index_e.html. 
It has short cool summers with a July daily average temperature of 17°C, 
and long cold winters with a January average temperature of -2rc. An
nual unadjusted precipitation for the same period averages 280 mm, 55% 
of which falls as snow. Convective cells produce much of the summer pre
cipitation, with large interannual variability (Szeto et al. 2007). The 
weather becomes cool and damp in autumn when periodic synoptic condi
tions allow for frequent travels of cyclones across the region (Spence and 
Rausch 2005). Annual snow cover begins in October and lasts until the 
end of April and beginning of May. 

Hydrologic characteristics of the Shield region have been examined at 
different scales, from bedrock uplands to small headwater areas to lake
dominated basins. This chapter provides a synopsis of several studies con
ducted in the semi-arid Shield environment ofthe MRB. 

2 Bedrock Upland Hydrology 

2.1 Snow Processes 

Snow accumulation patterns vary widely across bedrock uplands due to 
drifting events that often leave ridge tops free of snow or covered by shal
low dense snow, and fill most depressions with deep snowdrifts. Local to
pography and slope orientation affect the timing and rate of snowmelt. 



238 Spence and Woo 

Normally, snow on south facing slopes and ridge tops melts first, followed 
by areas with average snow depth and finally the large drifts. 

2.2 Storage 

Landals and Gill (1972) found that near Yellowknife, the water storage ca
pacity of bedrock terrain is about 13 mm, which is in agreement with the 8 
mm (Peters et al. 1995) and 6mm (Allan and Roulet 1994) values noted for 
Shield areas in Ontario. Spence and Woo (2002) observed that only de
pressions deeper than 50 mm are likely to contain soil. The smallest de
pressions «10 mm) are found exclusively on un fractured bedrock sur
faces, while deeper depressions are often associated with fissures. The 
frequency distributions of mean depth and areal extent of depressions (Fig. 
2) are both highly skewed, indicating that smaller depressions dominate. 
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Fig. 2. Frequency distributions of depressions and size relative to depression 
depth in bedrock plots at Pocket Lake, NWT 

Deep depressions reach their water storage capacity more slowly and 
less often than shallow ones, but the deeper depressions can retain water 



Hydrology of Northwest em Canadian Shield 239 

longer after rainfall (Fig. 3). Spence and Woo (2002) documented an ex
ample of a 0.025 m3 depression on a bedrock slope that, after drying out 
following spring snowmelt, did not reach capacity again for four months. 
The time resolution in Fig. 3b is too coarse to show that storage capacity in 
shallow depressions can be fully attained and the water can be lost com
pletely to evaporation within a single day. Only those days in late summer 
and fall with low evaporation, or periods of intense rain in the mid
summer allow storage in these depressions to remain longer than a day. 

2.3 Evaporation 

Evaporation occurs from both the exposed rock face and soil patches. 
Spence and Woo (2002) found that depending on water availability, sum
mer rates of evaporation from exposed bedrock can be as high as 2.0 mm 
d-1. Daily values of Priestley-Taylor a average 1.7 in the summer months, 
a value considerably higher than the 1.26 usually reported for northern lo
cations (Rouse et al. 1977) but not unexpected given the inevitable advec
tion of heat from the dry, warm granite surfaces surrounding the ponded 
water and wet soil. 

As most summer rainfall in the western subarctic is of low intensity that 
lasts for several hours, much of the rain is evaporated from the water film 
on the bedrock surfaces. Water held in deeper depressions may sustain 
evaporation for several days after rainfall. However, deep depressions con
stitute only a small fraction of the surface area, and it is the larger areal 
coverage of the shallow depressions that dictates the overall plot evapora
tion (Fig. 3c). Moisture availability plays a greater role than energy in af
fecting evaporation. At a site near Yellowknife, a late summer (August and 
September of 2000) with lower temperature and higher humidity than the 
mid-summer accounted for 35% of the annual evaporation due to the fre
quently wet conditions ofthe rock surfaces (Spence and Woo 2002). 

2.4 Infiltration 

The groundwater flow system in Shield rock may be treated as imperme
able blocks dissected by fractures, the latter being the only effective con
duits of flow (Davison, 1984). A parallel plate analogue can be used to 
calculate fluid velocity (Kr in m S-l) within individual fractures (Domenico 
and Schwartz 1998; Raven et al. 1985): 
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K f = b 2 g(12,ufl (1) 

where b is fracture width (m), g is acceleration due to gravity (m s-2)and f.1 
is the kinematic viscosity of water (m S-2). Equation I shows that a few 
wide fractures will greatly enhance infiltration into bedrock. The influence 
of fracture width is pervasive, proving to be more important than fracture 
density (Spence and Woo 2002). The capacity of fractures to transfer water 
is crucial to infiltration. Both Spence and Woo (2002) and Thorne et al. 
(1999) documented cases when more intense storms and snowmelt events 
experienced less infiltration as the K.t of individual fractures was exceeded. 
Well connected fractures transfer water easily from the surface to depth, 
thus preventing the water from remaining in the surface cracks to freeze in 
the winter (Spence and Woo 2002). Frozen bedrock does not inhibit infil
tration unless its fractures are filled with ice. Thorne et al. (1994) observed 
a water table rise in frozen Precambrian bedrock in southeastern Manitoba, 
Canada, corresponding with snowmelt each spring. Fracflow (1998) work
ing in a mine below Yellowknife, found that meteoric water could infil
trate the mine workings, with infiltration controlled by snowmelt rate in 
the spring and by rainfall intensity in the summer. 

2.5 Runoff 

The magnitude of runoff during a given storm depends on the presence and 
distribution of soil on the bedrock and the meteorological and antecedent 
moisture conditions. The presence of a soil cover significantly reduces 
runoff because it greatly enhances water storage (Landals and Gill 1972). 
Spence and Woo (2002) documented a 0.44 difference in average runoff 
ratio (ratio of runoff to rainfall or snowmelt) between bare rock and slopes 
with soil patches (Fig. 4). Runoff ratios may double once soil patches on 
upper slopes become saturated (Spence and Woo 2002). Soil covered 
zones downslope of exposed bedrock can delay, reduce or even nullity 
runoff produced during some rain events (Allan and Roulet 1994; McDon
nell and Taylor 1987; Spence and Woo 2002). 

Evaporative demand affects the amount of water left for runoff genera
tion (Landals and Gill 1972; Roulet 1990). Opportunity time is crucial. 
Long and steady rain events support more evaporation at the expense of 
runoff. However, high intensity rain allows storage requirements to be met 
quickly to permit runoff initiation. The magnitude of runoff is controlled 
by storage, as is supported by Spence and Woo's (2002) observation that 
the runoff ratio in bedrock slopes decreases with large storage capacity. 
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Fig. 4. Runoff ratios from bedrock plots near Pocket Lake, NWT 

3 Soil-filled Valley Hydrology 

Runoff produced on uplands is transferred downslope where it is often 
modified by the storage and flow delivery mechanisms in the soil-filled 
zones (Allan and Roulet 1994; Buttle and Sami 1992; Peters et al. 1995). 
There is a wide range of runoff ratios reported for such headwater areas 
(Branfireun and Roulet 1998; Landals and Gill 1972; Spence and Woo 
2003). Variable soil depths across the Canadian Shield landscape result in 
a diverse range of storage capacity (Devito et al. 1996). The influence of 
deep soils on hydrologic connections depends on whether conditions are 
wet (Branfireun and Roulet 1998) or dry (Spence and Woo 2003). The 
presence of saturated frozen soils (Metcalfe and Suttle 2001) in some loca
tions further complicates the hydrology. 
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3.1 Water Sources 

Sources of water to soil-filled valleys include rainfall and snowmelt, as 
well as lateral transfer of runoff from upslope. Recharge occurs in the 
spring and fall when there are large amounts of water and small net evapo
ration losses, respectively (Thorne 1992; Thorne et al. 1994). Recharge 
during spring snowmelt depends on the condition of the frozen soil. Melt
water infiltration is likely in frozen soils with low ice content (Pomeroy et 
al. 2007), possible due to dessication or good drainage before the freeze
up. However, infiltration is limited where concrete frost is present, as in 
most valley wetlands. 

Vertical recharge from summer rain depends on soil wetness. A ground 
cover of lichen and moss common in subarctic locations can intercept and 
withhold much rainwater, especially when dry (Bello and Arama 1980). 
Spence and Woo (2003) noted an interception fraction of 0.6 over a sum
mer in a dry valley near Yellowknife. In dry regions of the Canadian 
Shield, the main source of recharge is from lateral inflow that enters the 
valley through seepage along the soil-bedrock interface. This process can 
be observed even under frozen-soil conditions because soils at the edges of 
the valleys tend to be well drained and do not have much pore ice to block 
the passage of water. Such a mode of inflow avoids interception loss from 
the vegetation and feeds directly to the valley soil storage. 

3.2 Water Delivery and Storage 

Storage tends to be highest soon after snowmelt recharge. Afterwards, wa
ter table in the valley declines and then flattens as dry summer conditions 
cause soil moisture deficits. When large rainfall occurs, lateral inputs are 
re-activated if the upland areas are large enough to produce sufficient run
off. As more water enters the valley along the bedrock surface, it gives rise 
to a saturated layer along the sides of the valley while the middle of the 
valley is still dry (Bottomley et al. 1986; Branfireun et al. 1996; Peters et 
al. 1995; Renzetti et al. 1992; Wells et al. 1991). Configuration of bedrock 
topography further facilitates a rapid rise and an earlier peaking of the wa
ter table along the valley sides where the soil tends to be thinner than in 
the center of the valley (Peters et al. 1995; Renzetti et al. 1992; Spence and 
Woo 2003). When the rain ceases and lateral inflow stops, the water table 
declines first at the sides and then in the middle, eventually flattening 
across the valley (Spence and Woo 2003). 



244 Spence and Woo 

Water budget of a valley north of Yellowknife illustrates the hydrologic 
importance of lateral inputs (Spence and Woo 2003). In the relatively dry 
summer of2000, direct rainfall on the valley was 155 mm and inflow from 
the uplands was 106 mm. These amounts sustained the losses to 
evapotranspiration (164 mm) and outflow (34 mm), yielding a calculated 
soil moisture recharge of 64 mm (measured storage change was 73 mm). 

3.3 Water Spillage 

Flow along a valley is closely linked to where, when and how the soil stor
age capacities are satisfied. Surface flow occurs only where the water table 
rises above ground, otherwise only subsurface flow may be maintained 
through the soil matrix and the macropores. Even subsurface flow may be 
arrested if blocked by bedrock sills. Field observation showed that as sur
face flow moves down a valley, it may encounter a non-saturated lower 
valley segment. The water will infiltrate along its path and if all the surface 
flow is lost to seepage, the stream becomes intermittent. This runoff 
mechanism is captured by the "fill-and-spill" process proposed by Spence 
and Woo (2003). Its central tenant is that the spatially variable valley stor
age needs to be satisfied before water spills to generate either surface or 
subsurface flow. Storage capacity in the valley is variable because of sur
face and bedrock topography, soil heterogeneity and unevenness, and sea
sonal presence of ground frost. Valley storage status is dynamic, being en
riched by rainfall, snowmelt and lateral inflow, but lost to evaporation and 
downstream drainage. Thus, along segments of a valley, soil water storage 
will continue to be filled until (1) the local storage spills over the threshold 
created by any bedrock sills to permit subsurface flow, and (2) the water 
table rises above the ground surface to generate overland flow. 

Runoff from slopes varies considerably in a semi-arid Shield environ
ment, producing highly uneven lateral input to different segments of a val
ley. A Shield valley may be considered to comprise a series of storage res
ervoirs with inflows from adjacent slopes and from upstream, filling 
individual reservoirs to satisfY their deficits until their thresholds are 
reached. Then spillage resumes to continue the flow downstream. Figure 5 
illustrates this "fill-and-spill" concept. At f1, rain begins and the valley wa
ter table is below the topographic surface. By f2, lateral inflow has entered 
from bedrock uplands, prompting a water table rise above ground to gen
erate saturation overland flow at the valley sides. Storage demands 
downslope interrupt this overland flow before it can reach the valley out
let. As event inputs continue, the storage requirements in the valley are 
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met so that by t3 an ephemeral stream of saturation overland flow reaches 
the outlet and discharges runoff. 

(b) 

Fig. 5. Conceptualization of "fill-and-spill" runoff generation mechanism. a is a 
longitudinal profile of a valley and b is its cross section. P is precipitation, t is 
time at steps 1, 2 or 3. SSSF is subsurface stormflow and SOF is saturation over
land flow. A is the runoff contributing area at t2 or t3 
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4 Headwater Catchment Hydrology 

Streamflow generation in many headwater catchments in the humid tem
perate latitudes follow the variable source area concept described by 
Dunne (1978), based on the work of Hewlett and Hibbert (1965). In this 
conceptualization, the portion of a watershed yielding surface flow shrinks 
and expands as subsurface flow from upslope exceeds the capacity of the 
soil to transmit it, the magnitude of which is controlled by rainfall and an
tecedent moisture. Normally, the runoff first occurs as saturation overland 
flow in the downslope area, and then expands upslope (Dunne 1978). In 
the Shield environment, however, Allan and Roulet (1994), Suttle and 
Sami (1992), and Spence and Woo (2003) revealed that the upslope areas 
are the first sources of runoff, and these contributing areas expand 
downslope, stopping only when runoff cannot satisfy subsurface moisture 
demands (Fig. 6). Several runoff processes can occur simultaneously 
within the same headwater basin, including Hortonian overland flow from 

Expansion of incremental 
contributing locations 
_ 23 August 
_ 26August 

_ 27 August 

-- 30August 

N 

~ 

Basin outlet 

Fig. 6. A 5-ha headwater basin near Yellowknife: (left) expansion of the areas 
contributing to surface runoff, and (right) surface runoff linkages during an Au
gust 2000 event 
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exposed bedrock and saturation overland flow from soil filled areas, while 
infiltration and exfiltration are functions of the highly varied local topog
raphy and water table (perched or otherwise) position along the slopes. It 
is therefore useful to consider a headwater basin to comprise a number of 
hydrologic elements and introduce the element threshold concept to de
scribe flow production in the Shield environment. 

4.1 Element Threshold Concept 

Runoff generation from catchments in the Canadian Shield should con
sider its topographic complexity in terms of landscape geometry and to
pology. Landscape geometry delineates the boundary of each physi
ographic unit and the variable flow contributing areas within it, thus 
allowing their relative size and shape to be discerned. Topology defines 
the arrangement of physiographic units and their locations relative to each 
other on the landscape. Taking into consideration the flow contributing ar
eas and the hydrologic linkages between physiographic units in controlling 
flow production in a headwater catchment near Yellowknife, Spence and 
Woo (2006) proposed the "element threshold concept" which has the fol
lowing attributes: 

I. Canadian Shield catchments consist of a number of hydrologic ele 
ments. 

2. In the context of runoff production and delivery, an element can 
perform one or more of the three functions of storing, contributing 
and transmitting water. The functional status of an element is 
determined by the water balance status relative to the thresholds that 
regulate runoff generation. 

3. Differences in element physiography result in differences in storage 
capacity within a catchment. On the other hand, the status of 
available storage within each element is a result of the hydrologic 
processes within the element as well as its connections with the 
adjacent elements. 

4. Landscape geometry and topology influence the behavior of 
elements because hydrologic connections influence the inputs to, 
and outputs from, the elements. 

5. Hydrologic behavior is considered to be relatively uniform within 
elements and dissimilar among elements and this gives rise to 
variations in their runoff responses (uniformity is, of course, relative 
and scale dependent). 
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6. Runoff is released only when storage exceeds some threshold 
imposed by the physiography. Thus, flows along a drainage network 
can be disjointed during dry periods. 

At a given time, an element performs one or more hydrologic functions 
of storing water, contributing runoff to another element, or providing a 
conduit that transmits water from and to its adjacent elements. Note that 
topological consideration dictates that only those elements connected to at 
least two other elements can perform the transmission function, though all 
elements have the potential to store and to contribute runoff. The water 
balance status of an element at a particular time and the thresholds that 
regulate runoff generation play the dominant role in determining which
ever function(s) will be realized. 

Elements with low thresholds relative to available water are the first to 
produce surface flow. The flow expands downslope but may be depleted to 
satisfY the storage requirements ofthe lower elements (Fig. 6). The storage 
capacity varies greatly among the elements, as does their antecedent mois
ture condition which changes in space and time. Thus, the areas that con
tribute to runoff can be highly disjointed as different elements generate 
flows at different times. Downstream passage of flow need not be continu
ous since the 'fill-and-spill' runoff mechanism (Spence and Woo 2003) re
quires the storage downstream to exceed their runoffthresholds before out
flow occurs. 

4.2 Examples 

Field results from a 5-ha basin that drains into Pocket Lake near Yellow
knife showed that bedrock uplands and soil-filled valleys behave differ
ently over time. For example, runoff generation during minor rain events 
or at the beginning of large ones is restricted to the bedrock upland while 
storage demands in the valley curtail flow production (Fig. 6). At a longer 
time scale, the seasonal water budgets of each land cover type are differ
ent. In summer, bedrock upland yields larger runoff than the yield from the 
overall basin (Table 1). Uplands generate runoff more often while the val
leys serve mainly to store or transmit water to the catchment outlet. This il
lustrates that basin runoff is not a simple additive function of runoff from 
each element, but their hydrologic connection is a major consideration in 
streamflow. To produce streamflow in a valley, the upland contributing 
area has to yield sufficient runoff to exceed valley storage demands. 
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Table 1. Magnitude of water budget components for a headwater basin that drains 
to Pocket Lake near Yellowknife, NWT, during the 2000 growing season and 
2001 spring melt period. 

P+M 
ET 
F 
I 
R 
LiS 

Summer 2000 Spring 2001 
Upland Vallex: Basin Upland Vallex: Basin 
5,882±294 1,686±84 7,568±378 5,085±956 1,794±337 6,879±1293 
2,1 63±433 1,783±357 3,946±789 569±114 685±137 1,254±25 1 
2,087±522 645±161 
1,684±118 4,212±815 

199±28 199±28 
1,127±282 1,127±282 607±152 

4,393±879 4,393±879 
598±150 -9±2 

LiS(calc) -52 1,388 -341 928 

P rainfall, M snowmelt, ET evapotranspiration, F infiltration, I lateral runoff from 
upland to the valley, R outflow, L1S and LiS(calc) measured and calculated change 
in storage (all units in m3). 

The element threshold concept applies equally well to headwater basins 
with lakes. Storage demands in a lake near the outlet of a headwater basin 
allowed only 7% of snow meltwater to leave the catchment (Spence 2000). 
This lake initially behaved as a store (April 15-29), subsequently transmit
ted flow from upslope and contributed flow to the basin area below its out
let (April 30-May 8) once the lake level exceeded its outlet elevation. The 
dynamic aspect of the element threshold concept is highlighted by Mielko 
and Woo (2006) who observed that elements contribute water downslope 
with different time lags depending on their storage conditions and relative 
location in the basin. Furthermore, outflows from different lakes along a 
valley were independent of runoff generated at the lakes located above or 
below (Woo and Mielko 2007). Each lake contributed runoff at different 
times because of the particular amount of runoff produced from its direct 
catchment, and the antecedent storage status of the lake relative to its out
flow threshold. 

5 Basin Hydrology 

The hydrology of a drainage basin may be distinguished into two compo
nents: land phase and channel phase. Land phase hydrology concerns land 
processes that generate, store and deliver water to the stream channels. 
Channel phase hydrology concerns the water in the streams and their ripar
ian zones. In many hydrologic models, the former is often dealt with using 
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land surface schemes while the latter is handled through routing proce
dures. This arrangement is unsatisfactory where the channels play major 
roles in flow production, storage and transmission, so that runoff received 
from the land phase is significantly modified before the water reaches the 
basin outlet. The Canadian Shield with its myriads lakes and wetlands 
along the stream channels is one such landscape. 

Two situations favor the uncoupling of streamflow from land phase 
runoff in this landscape. First, an increase in channel surface area and vol
ume enlarges vertical exchanges with the atmosphere and groundwater, 
and attenuates channel phase runoff. Second, storage demands by hill
slopes and headwater lakes can physically disconnect source areas of land 
phase runoff from the channel. The mechanisms associated with the ele
ment threshold concept dictate whether outflow can be released from a 
particular segment of the drainage network. Briefly, a valley bottom 
(which may contain a lake or wetland) will receive water from adjacent 
elements and undergoes vertical water gains and losses, but will yield out
flow only when the storage status exceeds its capacity. In the dry north
western Canadian Shield, the only events capable of creating conditions 
that can exceed capacities are spring melt and large autumn rainfall events. 
After snowmelt, evaporation loss dominates and draws down valley stor
age. When the loss is not compensated by rainfall and lateral inflow, net
work runoff may be disrupted. Spence (2006) noted a shrinkage of the land 
areas contributing water to the channels of Baker Creek (basin area 137 
km2 at the outlet of Lower Martin Lake) during the dry summer of 2003 
(Fig. 7). Only major rainstorms in this semi-arid environment yielded suf
ficient land phase runoff to replenish storage in a valley above its particu
lar threshold to permit streamflow revival. 

As basin size increases, discontinuity in streamflow becomes increas
ingly uncommon. The three catchments in Fig. 8 have similar lake cover
age (~18%) and yet show three distinct stream discharge signals. The 
small Baker Creek basin (137 km2) exhibits a subarctic nival streamflow 
regime (Church 1974) with high flows in the snowmelt season but zero 
flow in the winter. Among the three basins, it has the flashiest hydrograph, 
and is the only basin that shows flow response to late summer rainfall (Fig. 
4 in Woo and Mielko 2007). The moderated and attenuated signal in 
streamflow is evidence of the lake storage effect in the larger Cameron 
(3630 km2) and Camsell (32100 km2) basins. These larger rivers exhibit a 
streamflow regime that is considered prolacustrine (Woo 2000) versus the 
nival regime of the smaller Baker Creek. It is not percentage of lake cover
age, but the lake size and location in a basin (i.e., relative geometry and 
topology) that determine the degree of attenuation. A shift in regime oc-
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curs when the lakes in a basin become so large or so positioned that their 
storage and release functions overwhelm the seasonality of the land phase 
runoff. The result is a streamflow signal dominated by the hydraulic dy
namics of the lakes. 

May, 2003; late May - mid June, 2004 Early June, 2003 Mid June - late July, 2003 

(a) (b) 

Late July - November 2003 Mid June - July, 2004 August and September, 2004 

(d) 

Fig. 7. Changing contributing areas to streamflow at the outlet of Lower Martin 
Lake, NWT, 2003 and 2004. The map denoting contributing area to the outlet of 
Lower Martin Lake from 1 May - 1 June 2003 and 25 May to mid June 2004 does 
not explicitly represent contributing area but rather event contributing area for 
events bounded by these dates. Percentage values are relative to the maximum 
contributing area denoted in (a) 

6 Concluding Remarks 

The key result of several years of field investigations in the northwestern 
Canadian Shield region is the understanding that the Shield is a landscape 
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with spatially and temporally variable available storage, where the hydro
logic connectivity that dictates runoff response is controlled in part by the 
geometry and topologic arrangement of landscape components (Spence 
and Woo 2006). Furthermore, it is in a semi-arid area where snowmelt is 
the primary source of water while summer rain may be insufficient to sat
isfY water demands to raise streamflow. The fill-and-spill principle and the 
element threshold concept explain the temporal and spatial variations in 
runoff. Flow linkage within the Shield drainage network can become dis
continuous, and hydrologic connectivity significantly affects streamflow, 
especially in headwater Shield catchments. Connectivity has also been 
found to control runoff generation in the boreal plains (Quinton and Haya
shi 2007), mountains (Carey and Woo 2001) and arctic tundra (Roulet and 
Woo 1988). 
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Fig. 8. Mean annual streamflow of Baker Creek (nival regime), Cameron River 
(transition between nival and prolacustrine regimes) and Camsell River (prolacus
trine regime) 
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The Canadian Shield holds freshwater resource of immense quantity and 
it is of paramount importance to understand its hydrologic behavior. On a 
regional scale, several major rivers (e.g., Churchill in Labrador, la Grande 
in Quebec, Churchill and Nelson in Manitoba) have been harnessed to 
produce hydroelectricity. On a local scale, Shield terrain is considered to 
be a favorable repository site for mining and nuclear wastes with the as
sumption that the bedrock is restrictive to groundwater flow. Furthermore, 
there is great uncertainty over the impacts of climate variability and 
change (ACIA 2005) on the water resources of the Mackenzie Basin, a 
sparsely monitored environment because of its relative isolation and inac
cessibility. Yet, our ability to model the Shield hydrology has yielded lim
ited results (Pietroniro et al. 1998; Spence et al. 2005). Spence (2001) sug
gested that available models do not adequately simulate the subarctic 
Canadian Shield streamflow because they do not account for the relevant 
processes governing the lateral exchanges of energy and water. With an 
improved appreciation of the predominant processes, we are poised to in
corporate them into numerical models. 

Acknowledgements 

Funding for this research was provided by Environment Canada, the 
Mackenzie GEWEX Study, Indian and Northern Affairs Canada through 
the Northern Student Development Program and the Northwest Territories 
Power Corporation. The authors thank Brian Yurris, Kerry Walsh, Doug 
Halliwell, Mark Dahl and Dave Fox of Environment Canada; Bob Reid, 
Denise Bicknell, Shawne Kokelj and Derek Faria of Indian and Northern 
Affairs Canada and Claire Oswald, Steve Kokelj, lain Stewart, Devon 
Worth, Corrinne Mielko, Paul Saso and Jara Rausch for their assistance in 
the field. This project could not have been possible without Dan Grabke of 
the NWT Energy Corporation. 

References 

ACIA (2005) Arctic climate impact assessment. Cambridge University Press, 
Cambridge 

Allan C, Roulet N (1994) Runoff generation in zero order precambrian shield 
catchments: the stormflow response of a heterogenous landscape. Hydrol 
Process 8:369-388 



254 Spence and Woo 

Bello R, Arama A (1980) Rainfall interception in lichen canopies. Climatol B 
23:74-78 

Bottomley DJ, Craig D, Johnston LM (1986) Oxygen-18 studies of snowmelt run
off in a small Precambrian shield watershed: implications for streamwater 
acidification in acid sensitive terrain. J Hydrol 88:213-234 

Branfireun B, Heyes A, Roulet NT (1996) The hydrology and methylmercury dy
namics of a Precambiran Shield headwater peatland. Water Resour Res 
32: 1785-1794 

Branfireun B, Roulet NT (1998) The baseflow and storm flow hydrology of a Pre
cambrian shield headwater peatland. Water Resour Res 32: 1785-1794 

Brown RJE (1978) Permafrost. In: Hydrological atlas of Canada, Plate 32. Dept 
Fish Environ 

Buttle JM, Sami K (1992) Testing the groundwater ridging hypothesis of stream
flow generation during snowmelt in a forested catchment. J Hydrol135:53-72 

Carey SK, Woo MK (2001) Spatial variability of hillslope water balance, Wolf 
Creek basin, subarctic Yukon. Hydrol Process 15:3113-3132 

Church M (1974) Hydrology and permafrost with reference to North America. In: 
Permafrost hydrology. Proc Workshop seminar 1974, Can natl committee in
ternational hydrological decade, Ottawa, pp 7-20 

Davison C (1984) Hydrogeological characterization at the site of Canada's under
ground research laboratory. In: Proc Internat symp on groundwater resources, 
utilization and contaminant hydrogeology, Montreal, Internat Assoc Hydro
geologists, pp 310-355 

Devito K, Hill AR, Roulet N (1996) Groundwater-surface water interactions in 
headwaterforested wetlands of the Canadian Shield. J HydroI181:127-147 

Domenico PA, Schwartz W (1998) Physical and chemical hydrogeology. John 
Wiley and Sons, Toronto 

Dunne T (1978) Field studies of hills lope flow processes. In: Kirkby MJ (ed) HiII
slope hydrology, Wiley, Toronto, pp 227-293 

Fracflow (1998) Preliminary hydrogeological, geochemical and isotopic investiga
tions at the Giant Mine, Yellowknife, NWT. Report prepared for Water Re
sources Division, Indian and Northern Affairs Canada, Yellowknife, North
west Territories 

Hewlett J, Hibbert A (1965) Factors affecting the response of small watersheds to 
precipitation in humid areas. In: Sopper W, Lull H (eds) International sympo
sium on forest hydrology, Pergamon Press, Oxford, UK, pp 275-290 

Kochtubajda B, Flannigan MD, Gyakum JR, Stewart RE, Burrows WR, Way A, 
Richardson E , Stirling I (2007) The nature and impacts of thunderstorms in a 
northern climate. (Vol. I, this book) 

Landals A, Gill D (1972) Differences in volume of surface runoff during the 
snowmelt period, Yellowknife, NWT. In: The role of snow and ice in hydrol
ogy, IAHS Publ no 107, pp 927-942 

McDonnell J, Taylor C (1987) Surface and subsurface water contributions during 
snowmelt in a small Precambrian shield watershed, Muskoka, Ontario. Atmos 
Ocean 25:251-266 



Hydrology of Northwestern Canadian Shield 255 

Metcalfe RA, Buttle JM (2001) Soil partitioning and surface store controls on 
spring runoff from a boreal forest peatland basin in north-central Manitoba. 
Hydrol Process 15:2305-2324 

Mielko C, Woo MK (2006) Snowmelt runoff processes in a headwater lake and its 
catchment, subarctic Canadian Shield. Hydrol Process 20:987-1000 

Peters D, Buttle JM, Taylor C, LaZerte B (1995) Runoff production in a forested 
shallow soil Canadian Shield basin. Water Resour Res 31:1291-1304 

Pietroniro A, Martz L, Soulis ED, Kouwen N, Marsh P, Pomeroy JW, Spence C 
(1998) Hydrology for cold regions: GEWEX sub basin working group (ad 
hoc), paper presented at the 4th Sci workshop for the Mackenzie GEWEX 
Study, Montreal, November 1998, pp 16-18 

Pomeroy JW, Gray DM, Marsh P (2007) Studies on snow redistribution by wind 
and forest, snow-covered area depletion, and frozen soil infiltration in north
ern and western Canada. (Vol. II, this book) 

Quinton WM, Hayashi M (2007) Recent advances toward physically-based runoff 
modeling of the wetland-dominated central Mackenzie River Basin. (Vol. II, 
this book) 

Raven K, Smedley J, Sweezey R, Novalowski K (1985) Field investigations of a 
small groundwater flow system in fractured monzonitic gneiss. In: Hydro
geology of rocks of low permeability. Proc Internat Assoc Hydrogeologists 
17th Internat Congress, Jan. 7-12, 1985, Tucson, pp 72-85 

Renzetti A, Taylor C, Buttle JM (1992) Subsurface flow in a shallow soil Cana
dian Shield watershed. Nord Hydro123:209-226 

Roulet NT (1990) The hydrological role of peat covered wetlands. Can Geogr 34, 
82-83 

Roulet NT, MK Woo (1988) Runoff generation in a low arctic drainage basin. J 
Hydroll01:213-226 

Rouse WR, Mills P, Stewart R (1977) Evaporation in high latitudes. Water Resour 
Res 13:909-914 

Spence C (2000) The effect of storage on runoff from a headwater subarctic Ca
nadian Shield basin. Arctic 53:237-247 

Spence C (2001) Sub-grid runoff processes and hydrological modeling in the su
barctic Canadian Shield. In: Soil-vegetation-atmosphere transfer schemes 
and large scale hydrological models. Proc symp 6th IAHS Scientific assembly 
at Maastricht, The Netherlands, July 2001, lAHS Publ no 270, pp 113-116 

Spence C (2006) Hydrological processes and streamflow in a lake dominated wa
ter course. Hydrol Process 20:3665-3681 

Spence C, Dies K, Woo MK, Martz LW, Pietroniro A (2005) Incorporating new 
science into water management and forecasting tools for hydropower in the 
Northwest Territories, Canada. Proc Northern research basins 15th Int sympo
sium and workshop, pp 205-214 

Spence C, Rausch J (2005) Autumn synoptic conditions and rainfall in the subarc
tic Canadian Shield of the Northwest Territories, Canada. Int J Climatol 
25:1493-5106 



256 Spence and Woo 

Spence C, Woo MK (2002) Hydrology of subarctic Canadian Shield: bedrock up
land. J HydroI262:111-127 

Spence C, Woo MK (2003) Hydrology of subarctic Canadian Shield: soil-filled 
valleys. J Hydrol 279: 151-166 

Spence C, Woo MK (2006) Hydrology of subarctic Canadian Shield: heterogene
ous headwater basins. J Hydro1317: 138-154 

Szeto K, Liu J, Wong A (2007) Precipitation recycling in the Mackenzie and three 
other major river basins. (Vol. I, this book) 

Thorne G (1992) Soil moisture storage and groundwater flux in small Precam
brian shield catchments. In: Proc 9th Int northern research basins symposium 
and workshop, Dawson City, Canada, pp 555-574 

Thorne G, Laporte J, Clarke D (1994) Infiltration and recharge in granitic terrains 
of the Canadian Shield during winter periods. In: Proc 10th Int northern re
search basins symposium and workshop, Spitsbergen, Norway, pp 449--466 

Thorne G, Laporte J, Clarke D, Davison C (1999) Water budget of an upland out
crop recharge area in granitic rock terrain of southeastern Manitoba, Canada. 
In: Proc 12th lnt northern research basins symposium and workshop, Reykja
vik, Iceland, pp 317-330. 

Wells C, Taylor C, Cornett R, LaZerte B (1991) Streamflow generation in a 
headwater basin on the Precambrian shield. Hydrol Process 5:185-199 

Wolfe SA (1998) Living with frozen ground: a field guide to permafrost in Yel
lowknife, Northwest Territories. Geol Surv Can misc report 64 

Woo MK (2000) Permafrost and hydrology. In: Nuttall M, Callaghan TV (eds) 
The Arctic: environment, people, policy. Harwood Academic Pub, Amster
dam, The Netherlands, pp 57-96 

Woo MK, Mielko C (2007) Flow connectivity of a lake-stream system in a semi
arid Precambrian Shield environment. (Vol.ll, this book) 



Chapter 14 

Recent Advances Toward Physically-based 
Runoff Modeling of the Wetland-dominated 
Central Mackenzie River Basin 

William L. Quinton and Masaki Hayashi 

Abstract Field studies were initiated in 1999 at Scotty Creek in central 
Mackenzie River Basin to improve understanding and model-representation of the 
major water flux and storage processes within a wetland-dominated zone of the 
discontinuous permafrost region. Four main topics were covered: (1) the major 
peatIand types and their influence on basin runoff, (2) the physical processes gov
erning runoff generation, (3) how runoff processes observed at the hillslope scale 
relate to basin-scale runoff, and (4) the water balance of Scotty Creek and its adja
cent basins. A conceptual model of runoff generation was developed that recog
nizes distinct hydrologic roles among the major peatland types of flat bog, channel 
fen and peat plateau. This model contributes to resolving some of the difficult is
sues in the hydrologic modeling in this region, especially in relation to the storage 
and routing functions of wetlands-dominated basins underlain by discontinuous 
permafrost. 

1 Introduction 

Wetland-dominated terrain underlain by discontinuous permafrost covers 
extensive parts of northern North America and Eurasia. The hydrologic re
sponse of these areas is poorly understood, in large part due to the lack of 
study on the hydrologic functioning of the major wetland types, and the in
teraction among them. Near the center of the Mackenzie River Basin is an 
extensive area (ca. 53,000 km2) of flat organic terrain with a high density 
of open water and wetlands, in the continental boreal region and the zone 
of discontinuous permafrost (Hegginbottom and Radburn 1992). With a 
limited understanding of the processes governing the cycling and storage 
of water in this region, attempts to model basin runoff have been met with 
limited success (Stewart et al. 1998). Discontinuous permafrost terrain is 
particularly sensitive to the effects of climatic warming, and pronounced 
changes in water storage and runoff pathways are expected with only small 
additional ground heat (Rouse 2000). Improved process understanding and 
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description will reduce the uncertainty regarding future runoff production 
from wetland-dominated basins in the zone of discontinuous permafrost. 

2 Methods 

2.1 Field Studies 

Wetlands occupy approximately 125xl03 km2 or 7% of the Mackenzie 
River Basin and are concentrated mainly in the Peace-Athabasca lowlands, 
the Mackenzie River delta and the lower Liard River valley. Scotty Creek 
(61°18' N; 121°18' W) lies in the lower Liard River valley, 50 km south of 
Fort Simpson (Fig. la) in discontinuous permafrost. The wetlands of 
Scotty Creek are typical of the 'continental high boreal' wetland region 
(NWWG 1988). 

The Fort Simpson region is characterised by a dry continental climate, 
with short summers and long cold winters. It has an average (1971-2000) 
annual air temperature of -3.2°C, and receives 369 mm of precipitation an
nually, of which 46% is snow (MSC 2002). Snowmelt usually commences 
in the second half of March and continues throughout most of April so that 
by May, only small amounts of snow remain (Hamlin et al. 1998). Field 
measurements were taken at four gauged basins (Fig. 1 b). At the Jean
Marie, Blackstone and Birch Rivers, measurements were limited to dis
charge at the basin outlets, aerial reconnaissance and ground verification 
surveys. Most fieldwork was conducted at Scotty Creek because it con
tains the major ground cover types found in the region, and was logisti
cally manageable given its relatively small (152 km2) size and proximity to 
Fort Simpson. 

The stratigraphy in this region includes an organic layer of up to 8 m in 
thickness overlying a silt-sand layer, below which lies a thick clay to silt
clay deposit of low permeability (Aylesworth and Kettles 2000). Field re
connaissance at Scotty Creek revealed three major peatland types: peat 
plateaus, ombrotrophic flat bogs and channel fens (Quinton et al. 2003; 
Robinson and Moore 2000). These peatlands support a diverse vegetation 
community that includes four tree species (Picea mariana, Larix laricina, 
Pinus contorta, Betula papyri/era), fifteen shrub species (predominantly 
Betula, Ledum, Kalmia and Salix), sixteen species of lichen (predomi
nantly Cladina), thirteen species of bryophytes (predominantly Sphag
num), in addition to species of vine, club-moss, fungi, liverwort, sedges, 
grasses, aquatic plants, horsetails and wild flowers. Peat plateaus are un
derlain by permafrost, and their surfaces rise I to 2 m above the surround-
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- - - Former basin boundary 

Fig. 1. Inset shows location of study area in Central Mackenzie Basin. Birch and 
lean-Marie Rivers, and Scotty Creek study basins (boundaries shown in solid 
black lines) in the lower Liard River valley near Fort Simpson, Northwest Territo
ries. Boundary of Blackstone River basin (dashed line) is based on published es
timate but has now been revised (but not yet published by the Water Survey of 
Canada). Black squares indicate gauging stations operated by the Water Survey 

ing bogs and fens. Picea mariana is the principal tree species, but Pinus 
contorta and Betula papyrifera are also present. Shrubs are most abundant 
on peat plateaus and lichen species dominate the ground cover, though 
patches of bryophytes also occur. Underlying the vegetation is sylvic peat 
containing dark, woody material 

Channel fens take the form of broad, 50 to > 1 00 m wide channels. Their 
surface is composed of a floating peat mat of sedge (Carex sp.) origin, ap
proximately 0.5 to 1.0 m in thickness that supports sedges, grasses, herbs, 
shrubs, aquatic and plants including Typha latifolia, Equisetum fluviatile 
and Menyanthes trifoliate. Dense patches of Tamarack (Larix laricina) 
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also occur in the fens. Flat bog surfaces are relatively fixed, and are cov
ered with Sphagnum sp. overlying yellowish peat with well-defined 
sphagnum remains (Zoltai and Vitt 1995). The club-moss, fungi and liver
wort species are most prevalent in the bogs. Most flat bogs are small fea
tures that occur within peat plateaus. As a result, they appear to be inter
nally drained and hydrologically isolated from the basin drainage system. 
However, other flat bogs are connected to channel fens. These are rela
tively large bog complexes that often contain numerous peat plateaus. Sur
face drainage from connected flat bogs to channel fens has been observed 
during the spring freshet and in response to large, late-summer rain events. 

2.2 Satellite Image Analysis 

Two multi-spectral images were acquired for ground cover analyses, in
cluding (I) a 4x4 m resolution IKONOS image covering 90 km2 of the ISO 
km2 Scotty Creek basin, and (2) a 30x30 m resolution Landsat image cov
ering a 32,400 km2 area of the lower Liard River valley that includes four 
study basins (viz., Birch, Blackstone, Jean-Marie and Scotty). Both images 
were classified using the maximum likelihood method (Arai 1992; Rich
ards 1984; Yamagata 1997) with training sites (Lillesand and Kiefer 1994) 
obtained from homogeneous areas, including flat bogs, channel fens and 
peat plateaus. The three major peatland types were readily identified on the 
basis of their contrast in surface characteristics. For example, because satu
rated surfaces absorb infra red light, the channel fens appear relatively 
dark compared with the surrounding bogs and peat plateaus (Fig. 2). This 
contrast is enhanced by the relatively high photosynthetic activity of the 
drier surfaces away from the channel fens. Since the reflection of red light 
increases with decreasing photosynthesis (Lillesand and Kiefer 1994) these 
drier areas are represented by bright surfaces on the image. Additional data 
layers containing topographic information, the location of drainage net
works and basin boundaries, were included and used for computations of 
drainage area, drainage density, and average slope. The average slope was 
computed from the difference between the maximum elevation and eleva
tion of the basin outlet, divided by the distance measured along the drain
age way between these two points. 

From the IKONOS image, a 22 km2 area of interest that includes the 
main locations where field measurements were made, was chosen for the 
purpose of obtaining a detailed and accurate ground-cover classification 
from field knowledge. All peat plateaus, channel fen and flat bogs within 
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Fig. 2. Sample of high-resolution (4 m x 4 m) IKONOS image showing a 22 km2 

section in the southern part of Scotty Creek basin where field studies are concen
trated. The unclassified image has been converted from false-color to a grey scale. 
Channel fens appear relatively dark compared with the surrounding areas com
posed of flat bogs and peat plateaus 

the area of interest were digitised. Image analysis software was used to 
compute the proportion of this area occupied by each cover type, as well as 
the area and perimeter of individual peat plateaus, channel fens and flat 
bogs. Peat plateaus occupy the largest proportion (43%) of the target area 
(Table 1). Since permafrost occurs only beneath the peat plateaus, the 
analysis suggests permafrost occupies less than half of the area shown in 
Fig. 3. Despite the large number of isolated flat bogs, they account for less 
than 5% of the area, but the area covered by connected flat bogs is more 
than five times larger that of the isolated flat bogs, with a total area 
roughly equivalent to the area occupied by channel fens (Table 1). It is dif
ficult to differentiate among individual connected flat bogs. The channel 
fens appear to separate much of the remaining landscape into distinct bog
peat plateau complexes, the size of which depends largely on the spacing 
of the channel fens. There also appears to be separation of connected flat 
bogs by large peat plateaus that extend between adjacent channel fens. 
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Table 1. Selected results of detailed ground cover classification of sub-section of 
the TKONOS image of Scotty Creek, representing an area of ca. 22 km2 on the 
ground. N is the number of samples of each cover type. Deriving the number of 
connected flat bogs was not attempted 

Cover type 
Peat plateaus 
Flat bogs (isolated) 
Flat bogs (connected) 
Channel fens 
Lakes 

0.0 

Peat Plateaus 

Flat Bogs (connected) 

Channel Fens 

Flat Bogs (isolated) 

Lakes 

0.5 1.0 krn 
i 

N Area [km2] Area [%] 
609 9.52 43.0 
999 0.89 4.0 

5.03 22.7 
2 4.65 21.0 
4 2.06 9.3 

Fig. 3. Major ground-cover types in the same 22 km2 area of the Scotty Creek ba
sin presented in Fig. 2 

3 Influence of Peat Bogs and Channel Fens on Basin 
Runoff 

The arrangement of channel fens on the landscape, and observations of 
flow over their surfaces suggests that their hydrologic function is primarily 
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one of lateral flow conveyance. Bogs are either surrounded by peat pla
teaus and therefore internally drained, as in the case of the isolated flat 
bogs, or have only ephemeral, tortuous surface flow routes to the channel 
fens, as in the case of the connected flat bogs. Flat bogs primarily serve the 
function of water storage rather than conveyance. This contrast between 
the channel fens and flat bogs suggests that the relative proportion of these 
two peatland types has implications for basin runoff. For example, a basin 
with a relatively high proportion of flat bogs should generate less runoff 
than a basin with a lower coverage of flat bogs. Figure 4 indicates that an
nual runoff was positively correlated with the percentage cover of channel 
fens, and negatively correlated with the percentage cover of flat bogs. The 
associations between channel fen coverage and runoff, and between bog 
coverage and runoff, are correlated in opposite directions because of the 
difference in the main hydrologic function of these two wetland types. An
nual runoff correlates positively with both drainage density and the square 
root of basin slope, suggesting that the basins with more efficient drainage 
mechanisms have higher annual runoff. 
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Fig. 4. Mean annual runoff of four-year period (1997-2000) plotted against (a) 
drainage density; (b) square root of the average basin slope; and percentage of the 
basin covered by (c) channel fens, and (d) flat bogs 
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The Scotty and Jean-Marie basins have relatively low average annual 
runoff values (Table 2), as these basins posses the characteristics that 
would diminish and delay runoff production: a relatively low average 
slope and drainage density, a low proportion of channel fens, but high cov
erage of flat bogs. The hydrographs of these basins are more delayed and 
have lower peaks than those of the Blackstone and Birch River basins (Fig. 
5). However, Scotty and Jean-Marie differ in the timing oftheir runoff. On 
average, by the beginning of June, 41 % of the annual runoff had drained 
from Scotty Creek, while at Jean-Marie, only 29% of the annual runoff had 
occurred. The greater basin lag of Jean-Marie reflects the fact that this 
river drains an area approximately 8.5 times larger than that of Scotty 
Creek, and as a result, the average flow distance to the basin outlet and the 
residence time are both longer at Jean-Marie. 

Table 2. Size and percentage cover of major terrain types of the four study basins, 
derived from Landsat imagery. For each basin, the drainage density, average 
slope, and the average annual, spring (April-May) and summer (June-August) 
runoff for the four years (1997-2000) of observation are shown. The bog class re
fers to the sum of both isolated and connected flat bogs. The wooded class in
cludes peat plateaus and wooded uplands in the northern parts of each basin 

Blackstone Jean-Marie Birch Scotty 
Area [km2] 1910 1310 542 152 
A verage annual runoff [mm] 161.8 127.4 155.0 108.8 
A verage spring runoff [mm] 56.8 34.5 59.9 43.3 
A verage summer runoff [mm] 105.0 92.9 95.0 65.5 
Wooded [% of basin] 66.8 65.6 64.9 63.2 
Fens [% of basin] 33.5 27.4 30.7 19.6 
Bogs [% of basin] 3.4 7.6 6.5 10.2 
Drainage density [km km·2] 0.378 0.237 0.373 0.161 
Average slope [m m· l ] 0.0055 0.0034 0.0063 0.0032 

Blackstone and Birch River basins both possess characteristics associ
ated with higher runoff production, namely a relatively high average slope 
and drainage density, a high proportion of channel fens and a low coverage 
of flat bogs (Table 2). Consequently these two basins produce the highest 
average annual runoff (Fig. 4). The Birch River has a relatively small 
drainage area, and therefore would also have a relatively small average 
stream flow distance to the basin outlet. This could account for the slightly 
larger average runoff from this basin compared with the Blackstone during 
the April-May period (Table 2). Among the four basins studied, the Birch 
River basin was the first to commence runoff in each of the four study 
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years. In three of these years, Scotty Creek, the other relatively small ba
sin, was the second to respond. 
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Fig. 5. Runoffmeasured at the outlets of the four study basins for 1997-2000 

4 Influence of Peat Plateaus on Basin Runoff 

Several physical attributes suggest that peat plateaus perform an important 
role in basin runoff generation. Annual late winter snow surveys over the 
period 1993-2005 indicated that a large amount of snow was stored be
neath the tree canopy by late winter. The relatively high topographic posi
tion of peat plateaus produces a hydraulic gradient that is an order of mag
nitude larger than the adjacent flat bogs and channel fens. In addition, the 
presence of frozen, saturated soil close to the peat plateau surface severely 
restricts their capacity to store snowmelt and rainfall inputs so that much 
of the water received is shed laterally through their active layer (Fig. 6). 
However, the rate of subsurface drainage from peat plateaus to their adja
cent bogs and fens strongly depends on the depth of ground thaw, as the 
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frozen soil is relatively impermeable. Horizontal transmISSIOn also de
pends on properties of the active layer which vary sharply with depth 
(Quinton et al. 2000). 

Channel fen Peat plateau Flat bog 
----------. ! ~. -------------------------. ~. ----------

active layer 

Fig. 6. Schematic cross-section of a peat plateau flanked by a channel fen on one 
side, and a flat bog on the other 

4.1 Soil Conductance and Hydraulic Response 

Similar to many other northern organic-covered terrains, such as arctic and 
alpine tundra, the soil profile on a peat plateau contains an upper, lightly 
decomposed layer, underlain by a darker layer in a more advanced state of 
decomposition (Fig. 7a), though the thickness of the upper layer can be 
highly variable over short «1 m) distances. Because the degree of decom
position increases with depth below ground, the bulk density generally in
creases with increasing depth (Fig. 7b), while the porosity generally de
creases (Fig. 7c). Peat development on the peat plateaus is derived mainly 
from sphagnum moss which, under similar environmental conditions, can 
form organic soils with a similar range of inter-particle pore diameters, re
gardless of the geographic setting. This is important hydrologically since 
pore size controls both the flux and the storage of water in the active layer. 
Detailed microscopic analysis (Quinton et al. 2000) of soils sampled from 
arctic tundra (Fig. 8a) indicates that the lower layer contains a larger pro
portion of small-diameter pores, with the consequence that both the hy
draulic conductivity (Fig. 8b) and drainable porosity (Fig. 8c) are substan
tially reduced in the lower peat layer (Quinton and Gray 2003). Here, 
drainable porosity refers to the amount of water drained from a unit vol-
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ume of sample, when a 0.4 m long core was placed vertically and allowed 
to drain freely for 24 hours. 
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Fig. 7. (a) Typical organic soil profile in the study area showing upper and lower 
organic layers; variation in (b) bulk density and (c) total porosity with depth be
low the ground surface of a peat plateau at Scotty Creek. In (b) and (c), compari
son is made with other organic cover types in northwestern Canada 

For a peat plateau in Scotty Creek basin, Fig. 9 illustrates the sequence 
of events that produced a rapid runoff response to 23 mm rainfall. Prior to 
this rain, the water table was 0.43 m below the ground surface. The rela
tively large hydraulic conductivity near the surface (Fig. 8b) allowed the 
infiltrating rainwater to reach quickly the zone of high moisture content 
above the water table, thereby inducing an abrupt 0.13 m water table rise. 
The magnitude of this rise indicated a field-based drainable porosity of 18 
%, which is consistent with the drainable porosity measured in the labora
tory (Fig. 8c) on soils sampled from 0.3-0.4 m below the surface. Figure 
8b indicates that this water table would rise into a zone where the hydrau
lic conductivity is one to two orders of magnitude higher, thereby allowing 
efficient lateral drainage of subsurface water. 

4.2 Soil Water Storage 

When saturated, the volumetric moisture content of the organic soil typi
cally exceeds 80% (Fig. lOa). Laboratory data show that saturated peat 
from the upper layer can drain to a residual value of about 20%. Under 



268 Quinton and Hayashi 

28.5 em 
(a) 

100 •••••••.•.•••..•.•..••...•. : ~.:?.E!!!- - .::: 
" -- ---

(b) 

S 
u .......-

"0 
I:: 
:::l 
0 .... 
OJ) 

~ 
0 

a:i 
.D 

£ 
0. 
Q) 

0 

80 

", ",.....-""'---' .,,-" ,.. ;' - .J f / 3.5 em 

; 1\ 11.5 em " ' 
### / ,--; 

I I , 
!I ;/ 
:/ -; 

il ' 
Ii 
1/ 

depth 
(em) 

3.5 

peat 
layer 

upper 

mean 
diam. 
(mm) 

1.58 

upper 1.25 

0.77 
If 

20 I 

11.5 

21.5 lower 

0 
0 

0 

10 

20 

30 

40 

28.5 lower 0.39 

123 
Geometric mean pore diameter (mm) 

~ 
~ 

( 

ill 

• 
• 

• 
<D 0 

6, 

4 

(c) 

• 

• 
• 
• 

50 
0.1 1 10 100 1000 10000 0 

Hydraulic conductivity (md-1) 

6, 

a. • 6, 

6, 

(II 

• 
• 

• 0 Inuvik 

• Fort Simpson 

£:, Whitehorse 

0.2 0.4 0.6 
Drainable porosity 

Fig. 8. (a) Cumulative frequency distribution of pore diameters for pores <4 mm 
diameter at four depths below the ground surface. The upper two depths (3.5 and 
11.5 cm) are in the upper peat layer, and the lower two (21.5 and 28.5 cm) are in 
the lower peat layer; variation in (b) hydraulic conductivity and (c) drainable po· 
rosity with depth below ground of a peat plateau at Scotty Creek. In (b) and (c), 
comparison is made with other organic cover types in northwestern Canada 



Runoff Modeling of Wetland-dominated Terrain 269 

_8 wg 
~ °u g 7 25 ..d '" Rainfall rate <: ,-

,..c 6 Water table depth (Jq"d 
~5 a& ........, 30 ~ 0 
64 ~~ 

o...~ 

53 35 ~ ~ 
>-;(D 

~ 2 40 f?s 
.S I (D cr' 

C2 0 +-....I...-........... ...J£....--=-"""'--'o..C...-....>.o;o-£...----'='------+45 ~(D 
29-Jun 30-Jun I-Jul '-" 

Fig. 9. Water table response in a peat plateau at Scotty Creek to a 23 mm rain 
event that occurred between 04:00 on 29 June and 11 :00 on 30 June, 1999 

field situations, this may occur during periods of relatively high soil ten
sion, such as in late-summer and during soil freezing. The annual mini
mum unfrozen moisture content is around 20% at all depths but the annual 
maximum unfrozen moisture content increases with depth. The conse
quence is that the annual range of unfrozen moisture content changes with 
depth. For example, at 0.3 m below the ground surface, the annual range in 
the daily average unfrozen volumetric moisture content is about 50% (Fig. 
lOb), but decreases to 40% (20% to 60%) and 15% (20% to 35%) at 0.2 m 
and 0.1 m depths respectively. 

Regardless of the moisture content at various depths prior to freezing, 
the unfrozen moisture content converges to about 20% throughout the ac
tive layer during soil freezing (Fig. 11). However, this does not suggest 
that the total moisture content remains at a constant value throughout win
ter. At freeze-up, the water table is typically deeper than 0.5 m below 
ground, while at the onset of spring melt, the upper surface of the frozen, 
saturated soil is typically about 0.1 m below the ground surface, within the 
zone of high hydraulic conductivity (Fig. 8b). How this condition develops 
during the winter period remains unclear. Recent field investigation sug
gests that the amount of water supplied to the soil during the spring melt 
event in addition to the cumulative amount of meltwater supplied during 
the preceding over-winter melt events, is sufficient to saturate the ~0.4 m 
thick soil zone between the water table position at the time of freeze-up 
and the frost table position at the end of winter. This is supported by recent 
(2002-03) measurements of liquid moisture using water content reflecto-
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meters (Campbell Scientific, CS 615) in a soil pit, and from measurements 
of total soil moisture (frozen and unfrozen) in two soil cores extracted in 
late winter (prior to snowmelt) near the pit (Fig. 12). Between freeze-up 
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and late-winter, the total (frozen and unfrozen) soil moisture increased 
throughout the core profiles but was greatest near the ground surface, no
tably at the 0.1 m level. In both cores, the total soil moisture below 0.3 m 
was 5-10% below porosity, which was close to the saturated state. It was 
also indicated by the measured values in the soil pits that the unfrozen 
moisture content was only about 20% on the day when the two cores were 
extracted (Fig. 12). 
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Fig. 11. Soil temperature and unfrozen volumetric moisture content at selected 
depths below ground surface of a peat plateau at Scotty Creek 

5 Toward Basin Runoff Computation 

The field and laboratory studies have produced an understanding of the 
key factors controlling subsurface runoff from a peat plateau, a critical step 
toward modeling the magnitude and timing of subsurface input from the 
peat plateaus to the basin drainage network. Depth to the frost table is a 
critical consideration for subsurface drainage but recent field measure
ments indicate that variations in the mean frost table depth and in the hy
draulic gradient are small among peat plateaus, suggesting that the subsur-
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Fig. 12. Unfrozen and total (unfrozen + frozen) soil moisture content at a Scotty 
Creek site in late winter. Total soil moisture is obtained by gravimetric measure
ments of two soil cores extracted from snow-cover ground on April 6, 2003. Un
frozen moisture was measured on the same day as the soil pit measurements. Soil 
porosity was obtained from samples taken from the soil pit in August 2001 when 
sensors were installed. Crosses indicate soil moisture immediately before freeze
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face drainage rate would not vary appreciably among plateaus. However, 
individual peat plateaus vary widely in size (Fig. 3) and so would the sub
surface flowpath length and therefore the timing of subsurface drainage 
from plateaus. The hydraulic radius Rh provides a reasonable approxima
tion of the average flow length to the edge of a peat plateau. It can be es
timated by Rh = 2A / P, where P is the plateau perimeter and A is its area, 
both easily obtainable using image analysis software. Based on 609 peat 
plateaus identified (Fig. 3), Rh appears to follow a log-normal distribution 
(Fig. 13). Current research is focussed on applying the Cold Regions Hy
drological Model (CRHM; Quinton et al. 2004) to derive a composite sub-
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surface drainage hydrograph for the overall cover of peat plateaus for the 
range of flowpath lengths defined by the frequency distribution of Rh , us
ing representative values of frost table depth and hydraulic gradient. This 
composite hydrograph represents the 'hillslope' input from the peat pla
teaus to the adjacent bogs and fens, including the basin drainage network. 
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Fig. 13. Cumulative probability of logarithmically-transformed values of the hy
draulic radius (Rh) of the 609 peat plateaus identified in Fig. 3. Dashed line indi
cates the lognormal distribution computed from the mean and standard deviation 
of the Rh values 

Computing a composite hydrograph of drainage from the peat plateau 
land cover type, such as from all the peat plateaus shown in Fig. 3, is a 
first step toward computing the basin hydro graph for Scotty Creek and 
other basins in this region. The next step is to route the water from the peat 
plateaus, through the channel fens and connected flat bogs to the basin out
let, but there is little research on the hydrologic functioning of these two 
land-cover types. Water level recorded at several nodes within the Scotty 
Creek basin (Quinton et al. 2003) showed that following storm events, 
drainage water concentrates in the channel fens and moves toward the out-
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let at an average flood-wave velocity of 0.23 km h-1. By tracking flood 
waves as they moved through the basin, it is evident that channel fens are 
an integral component of the overall drainage system, which also includes 
intervening lakes and open stream channels. The flood-wave velocity ap
pears to be controlled by channel slope and hydraulic roughness in a man
ner consistent with the Manning formula, suggesting that a roughness
based routing algorithm might be useful. Although the apparent continuity 
of channel fens is clearly identified in satellite images (Fig. 2), Hayashi et 
al. (2004) demonstrated that the actual hydraulic connection varies over 
the snow-free period, and may depend on the water level in the fens. With 
a large supply of water such as during spring runoff, connected flat bogs 
often convey surface drainage along their perimeters and into channel fens. 
However, the spatial and temporal variation of this hydrologic connectivity 
and its role on basin drainage, are poorly understood. Furthermore, the 
possibility of deep subsurface flow below the peat plateaus cannot be ruled 
out. Such groundwater flow connections are well established in temperate 
wetlands (e.g., Siegel and Glaser 1987) but poorly documented in the dis
continuous permafrost region. 

6 Basin Water Balance 

6.1 Evaporation 

Over a four-year period (1999-2002) the cumulative precipitation was 
1683 mm and only 593 mm discharged from Scotty Creek. Assuming that 
their difference was lost to evapotranspiration, the average annual 
evapotranspiration of this period was 273 mm yr-1. Claassen and Halm 
(1996) showed that a chloride mass balance can be used to estimate the ba
sin-scale evapotranspiration when the lithologic source of chloride is neg
ligible. Scotty Creek basin is underlain by mineral sediments derived 
mainly from clay-rich glacial till with low hydraulic conductivity. Active 
flow of groundwater in such glacial till in western Canada is limited to a 
shallow «10m) local system (Hayashi et al. 1998a) in which the pre
Holocene chloride has been flushed out (Hayashi et al. 1998b). Scotty 
Creek therefore offers conditions suitable for applying the chloride 
method, where chloride enters the system predominantly through precipi
tation, and is lost mainly through stream flow. Using this method, 
evapotranspiration Et is given by 

Et = P (Cs - Cp) I Cs (1) 
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where P is annual precipitation, and Cs and Cp are the volume-weighted 
average chloride concentration in stream water and precipitation, respec
tively. Forty-three water samples were collected at the outlet between 
March and December during 1999-2002 and analyzed for chloride (Haya
shi et al. 2004). The volume-weighted average concentration was calcu
lated by summing the product of the chloride concentration and the stream 
discharge at the time of sample collection, and dividing the total by the 
sum of all discharge values. The average Cs for the four-year period was 
0.151 mg L-1• The average Cp (0.044 mg L-1) is given by the I O-year mean 
(1992-2001) of chloride in precipitation reported in the NatChem database 
(MSC 2002) at Snare Rapids, located 400-km northeast of Scotty Creek. 
This value is similar to the NatChem data from other stations in the inte
rior western Canada (0.04 mg L- l ) presented by Hayashi et al. (1998b). 
The average precipitation for the water years 1999-2002 was 421 mm y(l 
(Table 3). Thus, Eq. (1) yields Et = 298 mm y(l which agrees with the hy
drometric estimate of273 mm yr- l . A simple arithmetic average concentra
tion of the 43 samples was 0.133 mg L-1• Using this value for Cs in Eq. (I) 
gives Et = 282 mm y(l which is also in agreement with the hydrometric es
timate. These results suggest that the chloride method has a great potential 
as a tool for estimating basin-scale evapotranspiration in ungauged basins. 

Table 3. Fort Simpson annual and summer (May-September) precipitation (P) for 
each water year (October 1 to September 30), average snow water equivalent 
(SWE) in late March from snow survey data, and total annual runoff of Scotty 
Creek. All values in mm; n/a indicates the data not available. 

Normal 1999 2000 2001 2002 
Period 1971- 10/98- 10/99- 10/00- 10/01-

2000 09/99 09/00 09/01 09/02 
Total P 369 409 431 431 412 
May-Sep P 221 238 296 316 269 
SWE nJa 90 101 nJa 142 
Total runoff nJa 96 139 161 197 

6.2 Precipitation and Runoff 

For long term water balance estimation, the discharge record for the Birch 
(1974-2000), Blackstone (1991-2000), Jean-Marie (1972-2000) and 
Scotty (1995-2000) Creeks (Fig. I b) were compiled. Annual runoff from 
these basins was generally below 200 mm (Fig. 14). The average annual 
runoff ratio (annual runoff expressed as a percentage ofthe annual precipi-
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tation) ranged between 21 % (Scotty) and 35% (Birch), indicating that ET 
is the dominant mechanism of water loss, with annual average rates of 297 
mm (Scotty), 271 mm (Jean-Marie), 245 mm (Blackstone) and 241 mm 
(Birch). 

7 Discussion 

In the wetland-dominated central Mackenzie River Basin, peat plateaus are 
areas of saturated permafrost that support a tree canopy and rise above the 
surrounding terrain. This enables them to effectively retain water in iso
lated flat bogs, while re-directing runoff produced by snow melt and rain
fall to the channel fens and connected flat bogs. Water entering channel 
fens is conveyed directly to the basin outlet, whereas water entering con
nected flat bog reaches the basin outlet via a channel fen. Runoff-
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generation algorithms in hydrologic models must account for the storage 
capacity of the isolated and flat bogs. Similarly, routing algorithms in dis
tributed hydrologic models need to incorporate the network of connected 
flat bogs and channel fens. Preliminary studies indicate that surface rough
ness and channel slope may be the essential factors controlling the surface 
flow in channel fens. 

Some major challenges remain before the conceptual model can be suc
cessfully implemented numerically. The apparent continuity of channel 
fens is clearly identified in satellite images, but their actual hydraulic con
nection likely depends on the water level. Further development of concep
tual and numerical models requires the understanding of these subsurface 
and surface processes and their temporal and spatial variability. Likewise, 
the surface and subsurface hydrologic connection of flat bogs to channel 
fens has not been investigated. The exchange of mass and energy among 
the major peatland forms, and between them and the overlying atmosphere 
is poorly understood. Upon melt, large volumes of water are released, 
dramatically altering the heat exchanges (Marsh et al. 2007) and creates a 
mosaic of snow, bare ground and standing water for several weeks (Bowl
ing et al. 2003). The infiltration, storage and redistribution of water within 
the active layer in organic terrain is exceptionally complex due to phase 
changes, abrupt depth-variations in soil transmission properties, and spatial 
and temporal configuration of the frost table. An improved understanding 
of the mass and energy exchanges among the peatland types, as well as the 
subsurface-surface-vegetation-atmosphere exchanges within each form, 
will permit proper modeling of the wetland-dominated drainage system in 
the subarctic region. 
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Chapter 15 

River Ice 

Faye Hicks and Spyros Beltaos 

Abstract River ice processes have an important influence on winter hydrology of 
cold regions. During freeze-up excessive frazil ice production can obstruct water 
intakes to constrain hydro-power production, and frazil accumulations can be det
rimental to fish habitat. Frazil problems may persist through winter or, alterna
tively, mid-winter thaws may lead to premature breakup and possible ice jam 
flooding. The river ice breakup period may be characterized by severe ice runs as
sociated with ice jam formation and release, with potential impacts on infrastruc
ture, and a high risk of flooding. An overview of river ice research undertaken in 
the past decade is presented, including investigations into the potential impacts of 
climate change on rivers in the Mackenzie Basin, observations of dynamic river 
ice processes such as ice jam formation and release, application of satellite remote 
sensing techniques for river ice characterization and the development of new hy
draulic and logic based models for ice jam flood forecasting. 

1 Introduction 

One unique aspect of cold region hydrology is the influence of winter on 
streamflow behavior. Most Canadian rivers experience some ice effects 
each year, and in many cases the runoff events associated with river ice 
have produced the most extreme and dangerous flood events on record. 
This is because breaking river ice forms ice jams that obstruct the passage 
of runoff and can raise water levels far higher than those experienced for 
the same flows under open water conditions. Therefore, despite the fact 
that river ice processes tend to occur on relatively small scales (in the or
der of tens of kilometers) they can significantly affect basin hydrologic re
sponse in term of channel routing efficiency, with the consequent influ
ence felt over hundreds of kilometers. 

River ice can also be beneficial. For example, in many areas of northern 
Canada, ice bridges across rivers provide access to remote communities, 
and many rely on these winter crossings for essential transport of supplies 
and people. Even more populated communities take advantage of river ice 
crossings for more convenient public transportation, or for industrial trans-
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port to and from mining or lumber operations. River ice covers have also 
been used as convenient platforms for bridge construction or bridge foun
dation testing. In less populated areas, river ice jams can actually be bene
ficial in creating water levels sufficiently high to replenish shallow lakes 
and wetlands, as in the case of the Peace-Athabasca Delta (Beltaos et al. 
2006a). 

Recent Canadian experience suggests that climate change has already 
begun to influence the winter regime of northern rivers. Many northern 
communities are experiencing warmer weather, which in turns limits the 
viability of some ice roads and crossings. Climate warming may also have 
the potential to increase the frequency and severity of ice jam related 
flooding in certain Canadian regions (Beltaos 2002). It is critically impor
tant to realize that river ice processes are not only affected by basin hy
drology, they can affect basin hydrology. Consequently, realistic models of 
the impact of climate warming on basin hydrologic response in northern 
regions must have a deterministic component that considers the interaction 
of climate, hydrology and river ice hydraulics simultaneously. 

This chapter provides an overview of the unique nature of river ice 
processes from freeze-up, through the winter and during breakup, includ
ing a discussion of the effects of streamflow regulation on the winter re
gime of rivers. Emphasis is placed on breakup and attendant ice jams, 
which are the processes that have the most serious ecological and socio
economic impacts. A synopsis of river ice research areas undertaken as 
part of the Mackenzie GEWEX Study (MAGS) is also presented, includ
ing investigations of: new streamflow monitoring and remote sensing 
techniques; novel ice jam flood forecasting methods; climate and regula
tion impacts on ice-jam flooding of northern rivers; and the development 
of numerical models of river ice processes. A summary discussion of the 
potential impacts of climate change on the winter regime of rivers is also 
presented. 

2 Overview of River Ice Processes 

2.1 Freeze-up 

The first stage in river ice cover development on northern rivers is water 
cooling. The primary source of heat transfer is convective heat loss from 
the water surface to the colder overlying air. Solar radiation in the daytime 
contributes small amounts of heat to the overall energy budget; but in the 
Mackenzie River Basin daily heat gain from solar radiation during the 
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freeze-up period is nearly balanced by daily heat loss due to long-wave ra
diation emissions, and thus the two can generally be neglected. As the 
cooling period progresses, water temperatures eventually reach O°C. How
ever, further cooling of the water to at least a few hundredths of a degree 
below O°C is necessary before the first ice formation can practically occur. 
This is known as "supercooling". 

The onset of freeze-up begins with the development of frazil particles 
(small discs of ice 1 to 3 mm in diameter) that form in the supercooled wa
ter. In the slower flow near the banks (e.g., less than about 0.1 m S·l veloc
ity), ice particles develop near the surface and accumulate to form a con
tinuous layer of skim ice on the water surface. This skim ice effectively 
prevents further supercooling, and subsequent ice growth is thermal in na
ture. The resulting ice cover is typically termed "border ice". Because ice 
formed by thermal heat exchange across the ice layer usually results in 
crystal growth in the vertical direction, a characteristic of thermal ice is its 
columnar crystal structure, easily recognizable in the "candles" of ice seen 
as this type of ice melts. 

Frazil particles also form in the faster moving portions of the flow 
(away from the banks). Figure 1 traces the formation of ice in the main
flow zone of a river, starting with ice-free, above-freezing water and end
ing with zero-degree water carrying large ice floes. Due to turbulence, wa
ter cooled at the surface is mixed through the flow and leads to an apparent 
spontaneous generation of frazil particles, occurring throughout the depth 
(once the water temperature cools below O°C). Individual frazil particles 
tend to behave in a highly adhesive fashion while in supercooled water. 
Adhesion is generated when the particles melt briefly as they collide with 
other ice particles or objects, due to the small amount of heat produced by 
the collision, but refreeze readily in the supercooled water. This adhesive 
nature of the frazil particles causes them to accumulate, forming "frazil 
slush" (also known as "frazil flocs"). These frazil flocs eventually reach a 
size at which buoyant forces overcome the ability of the flow turbulence to 
maintain the flocs in suspension, and they float to the water surface. Here, 
they fuse with other flocs to form larger elements whose unsubmerged 
portion freezes into the familiar "pancake ice" (also known as "frazil 
pans"). Some of the frazil particles or pans may also collect along the bor
der ice. This increases the border ice encroachment on the channel, and is 
termed "buttering". 
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Fig. 1. Stages in river ice cover development 

Turbulence also causes some frazil particles to impact the bed, and pick 
up small sediment particles before accumulating into large enough flocs to 
float to the surface. When this happens, the frazil slush layer underlying 
the pans may contain sediment particles. When the frazil particles adhere 
to very large gravel or boulders they can remain on the bed forming an ice 
accumulation known as "anchor ice", which releases and floats when the 
water is no longer supercooled. 

Frazil pans float downstream on the water surface. As surface concen
trations increase (both in time and in the downstream direction) the indi
vidual pans may ride up on, or freeze against other pans forming 'rafts'. 
When the concentration reaches about 80-90%, "bridging" often occurs. 
This involves a congestion of ice floes and a subsequent cessation of their 
movement at a site along the river. Once bridging is established, the in
coming ice floes may lead to an upstream progression of the ice front by 
"juxtapositioning" with ice floes accumulating edge to edge on the water 
surface. However, if flow velocities are high enough, it is also possible 
that surface ice floes arriving at the ice front may be swept under the ice 
front and then deposited on the underside of the cover. This process is 
known as "hydraulic thickening". The increased thickness results in an in
crease in water level and a corresponding decrease in flow velocity. With a 
sufficient reduction in flow velocity, ice floes are no longer swept under 
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the ice cover and the ice front can continue its upstream progression. In ex
treme cases, velocities may be high enough that the entire ice cover 
formed at the bridging site maybe swept downstream, after which bridging 
must again initiate before frontal progression of the ice cover can occur. 
Anyone of these three scenarios may be observed at a given site at differ
ent times. Which of the three is to be expected at any given time is a func
tion of both meteorological and hydraulic conditions. 

As the ice front progresses upstream, either by juxtapositioning or by 
hydraulic thickening, the forces acting on the ice accumulation increase. 
These forces include the downslope component of ice weight within the 
ice accumulation, and the flow drag along the underside of the ice cover. 
These forces are resisted by the internal strength of the accumulation 
which, for freeze-up accumulations, is often enhanced by freezing between 
the individual ice floes. The forces acting on the ice cover increase as it 
lengthens, and when the magnitude of these forces approaches the internal 
strength of the ice accumulation, the ice cover is prone to collapse, or 
"shove", and thickens substantially as the ice front progresses upstream. 
The increased thickness and roughness of the ice cover after such a col
lapse is usually reflected in a dramatic increase in water levels. The result
ing accumulation is termed a "freeze-up ice jam" or "hummocky ice 
cover". Normally once the accumulation has stabilized, the water between 
the ice floes freezes and gives strength to the accumulation, thereby inhib
iting further consolidation. 

2.2 Winter 

Once a stable ice cover is established and cold weather persists, the solid
ice layer thickens by freezing at the water-ice interface. Where there is no 
slush deposit under the solid-ice layer, the original crystals grow vertically 
downward forming clear, columnar ice that is commonly called blue or 
black ice. If a slush deposit is present, the thickening process will be ac
celerated by the fact that a certain fraction of ice is already present and it is 
only the interstitial water that needs to freeze. Freezing causes expulsion of 
impurities, which tend to concentrate at the crystal boundaries where they 
can play an important role in the decay of the ice cover during the breakup 
period. The snow cover insulates the ice sheet and retards growth but it can 
also enhance growth via formation of snow ice. This is a relatively opaque 
layer that forms by freezing of overflow water in cases where the phreatic 
water surface is above the top ofthe ice sheet. For temperate lakes, Adams 
and Prowse (1981) found that the decrease in black ice growth due to insu-
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lation can be offset in the long term by the additional ice thickness created 
by snow-ice. 

The growth of the solid-ice layer during the winter slows down as the 
layer becomes thicker. In many applications, the well-known Stefan for
mula, which is indexed by the accumulated freezing degree-days, provides 
a simple means for approximate prediction of the solid-ice thickness (Mi
chel 1971). More sophisticated approaches explicitly account for various 
factors other than air temperature, such as solar radiation, wind speed, rela
tive humidity, cloud cover, as well as snow depth and density (Menard et 
al. 2002). Values of the average maximum thicknesses of solid ice in Ca
nadian rivers range from less than 0.3 m in the more temperate regions of 
Southern Canada to over 1.7 m in the Arctic (Prowse 1995). The dates on 
which the various maxima are attained vary significantly because of cli
matic differences. For example, river ice continues to grow well into April 
in the Mackenzie River delta (Sherstone et al. 1986), long after breakup 
has occurred in southern Canada. 

Much higher growth rates and extreme thicknesses can be expected 
where thin layers of slowly moving water are continuously exposed to the 
atmosphere, forming aufeis, also known as icings or naleds. These are ac
cumulations of solid ice produced by the seepage of water onto existing ice 
covers, and are most commonly encountered on arctic and sub-arctic riv
ers. During periods of runoff, icings determine the channel routing and can 
act as major flow restrictions. They are of special concern where flow is 
routed through narrow channels or culverts (Prowse 1995). 

2.3 Breakup 

The breakup of a river ice cover is triggered by mild weather and encom
passes a variety of processes associated with thermal deterioration: initial 
fracture, movement, fragmentation, transport, jamming, wave motion and 
ice runs, and final ice clearance. Although several or all of these processes 
may occur simultaneously within a given reach, it is convenient to visual
ize the breakup period as a succession of distinct phases such as pre
breakup, onset, drive, and wash. During the pre-breakup phase, the ice 
cover becomes more susceptible to fracture and movement via thermally 
induced reductions in thickness and strength. At the same time, the warm
ing weather brings about increased flows, due to snowmelt or rainfall or 
both. The increasing hydrodynamic forces fracture the ice cover, while the 
rising water levels reduce its attachment to the riverbanks. Eventually, 
large segments of the now fragmented cover are dislodged and set in mo-



River Ice 287 

tion by the flow. This is the onset of breakup, and is followed by the drive, 
that is, the transport and further breakdown of large ice sheets into smaller 
blocks and rubble. The onset is governed by many factors, including chan
nel morphology, which is highly variable along the river. It is thus com
mon to find reaches where breakup has started, alternating with reaches 
where the winter ice cover has not yet moved. 

Invariably, this situation leads to jamming because ice blocks moving 
down the river in one reach encounter stationary ice cover in another reach 
and begin to pile up behind it, initiating a jam (Fig. 2). Ice jams can stay in 
place for a few minutes or for many days; they can be a few hundred me
ters or many kilometers long. Ice jams can cause much higher water levels 
than are possible under open-water conditions with the same river dis
charge, owing to their considerable thickness and roughness (Beltaos 
1995). On many Canadian rivers, the highest water levels result from ice 
jams rather than from open-water floods. The wave and ice run that follow 
the release of a jam often dislodge and break up long sections of intact ice 
that they encounter; on other occasions, the stationary ice is too strong or 
the wave is too attenuated, and the ice run is arrested, forming a new jam. 
In this manner, more and more ice is broken up and carried down the river, 
until the final jam releases. This is the start of the wash or final clearance 
of ice. 

Depending on hydro-meteorologic conditions, the severity of a breakup 
event can vary between two extremes, those of the thermal or overmature 
breakup and the premature breakup. The former type occurs when mild 
weather is accompanied by low runoff, due to slow melt and lack of rain. 
The ice cover deteriorates in place and eventually disintegrates under the 
limited forces applied by the modest current. Ice jamming is minimal, if 
any, and water levels remain low. Premature breakup on the other hand, is 
associated with rapid runoff, usually due to a combination of rapid melt 
and heavy rain. The hydrodynamic forces are sufficient to lift and break 
segments of the ice cover before significant thermal deterioration can oc
cur. Ice jams are now the most persistent because they are held in place by 
sheet ice that retains its strength and thickness. This is aggravated by the 
prevailing high river flows, so that premature events are the most severe in 
terms of flooding and damages. Usually, a breakup event falls somewhere 
between these two extremes, and involves a combination of thermal effects 
and mechanical fracture of the ice. Herein, the term mechanical breakup is 
used to denote all non-thermal events because they are, at least in part, 
governed by the mechanical properties of the ice cover. 
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Fig. 2. Aerial and ground views of ice jams: (top) Peace River in Wood Buffalo 
National Park, Alberta (Photo: S. Beltaos), and (bottom) Hay River near the town 
of Hay River, Northwest Territories, ice floe thickness about 7 m. (Photos: F. 
Hicks) 
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In the colder continental parts of Canada such as the Prairies or the Ter
ritories, we are most familiar with a single event, the spring breakup, 
which is triggered by snowmelt. In more temperate regions, however, such 
as parts of Atlantic Canada, Quebec, Ontario and British Columbia, events 
called mid-winter thaws are common. Usually occurring in January and 
February, they consist of a few days of mild weather and typically come 
with significant rainfall. River flows may rise very rapidly and sufficiently 
to trigger breakup on many local rivers. This is the mid-winter breakup 
which can be much more severe than a spring event, because of the sharp 
rise in flow that results from the rain-snowmelt combination. The prema
ture nature of a mid-winter breakup event almost ensures the occurrence of 
major jams. Moreover, dealing with the aftermath of flooding is hampered 
by the cold weather that resumes in a few days, while many mid-winter 
jams do not release but freeze in place, posing an additional threat during 
subsequent runoff events. 

2.4 Breakup Regime of Northern Rivers 

The breakup of northern rivers is triggered by spring melt and typically 
occurs after several days of bright sunshine that helps reduce ice thickness 
and strength. Mid-winter thaws and runoff events are either rare or com
pletely unknown. Breakup is thus more predictable than on more southern 
rivers, and often can be anticipated days or weeks in advance, based on 
flow hydrographs occurring at upstream hydrometric stations. Maximum 
winter ice thickness is considerable, ranging from about 0.6 m on the up
per Peace and Athabasca Rivers, to 1 m in the lower Peace and Slave, to 
over I.S m in the Mackenzie Delta channels. 

Low water surface slope is another characteristic feature of the main 
rivers of the Mackenzie Basin. For instance, the slope of Peace River 
downstream of Carcajou drops below 0.1 m km-1 (Kellerhals et al. 1972). 
In the main channels of the Mackenzie Delta, the water surface slope is 
about 0.01 m km-l. It is doubtful whether such flat reaches can generate 
sufficient driving forces to dislodge the thick ice cover under snowmelt
runoff conditions. Mechanical breakup is more likely to be generated by 
waves that result from the releases of upstream ice jams. Such waves can 
greatly amplity the driving forces (Beltaos and Burrell 200Sb) and cause 
breakup over extensive river lengths (Gerard et al. 1984). Each wave is ac
companied by an ice run that is eventually arrested by competent ice cover 
downstream to form a new jam. Essentially, mechanical breakup process 
consists of a sequence of jams and ice runs. Where this process is stalled 



290 Hicks and BeItaos 

for prolonged periods of time, thermal effects cause severe decay of the 
winter ice cover, resulting in a thermal event. 

A key factor affecting many of the large rivers in the Mackenzie River 
Basin is that they are generally north flowing (e.g., Peace, Athabasca, 
Slave, and Mackenzie). Thus they tend to break up first in the headwaters, 
which are located in the most southerly portions of their respective basins. 
As they advance downstream, the dynamic ice runs discussed above are 
thus more likely to encounter a strong (undeteriorated) ice cover, since this 
cover is located further north. This sequence of events enhances the poten
tial for ice jam formation as compared to rivers flowing in other directions. 

2.5 Effects of Streamflow Regulation 

On regulated rivers both water storage in the reservoir and flow release 
patterns have the potential to significantly affect river ice processes. Res
ervoir storage is important because it raises winter water temperatures in 
the downstream reach. This occurs because of the unique density charac
teristics of water (Ashton 1986). As with other fluids, water density varies 
with temperature. However, water density is maximum at 4°C, and de
creases with temperatures both below and above 4°C. In deep reservoirs 
containing water at temperatures in excess of 4°C, the cooler, denser water 
is found at greater depths than the warmer, less dense water. This vertical 
stratification is stable because further heating of the surface layers of water 
only leads to reduced density in these upper layers. However, as water in a 
reservoir cools below 4°C, it develops an inverse temperature gradient. 
Initially, surface heat loss lowers the water temperature in the upper layers 
towards 4°C and this denser water then sinks to the lower levels. As the 
temperature cools the water further, the water density decreases and the 
colder (but less dense) water remains nearer the surface. The resulting pro
file is at O°C near the surface and 4°C at the reservoir bed. Further heat 
loss through the winter season has the potential to cool the water through 
the entire depth. However, there will still be a temperature gradient until 
all of the water is cooled to O°C. The temperature gradient generally per
sists throughout the winter, as the formation of an ice cover insulates the 
water from cold air temperatures. Snow accumulations on the ice cover 
enhance this insulating effect. Since water is typically drawn from the bot
tom of the reservoir, flow releases from dams are usually above O°C 
throughout the winter. Note that the vertical temperature gradient does not 
persist once the water enters the river, due to the turbulent nature of the 
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flow. Consequently, temperature in the river is expected to be homogene
ous throughout the flow depth. 

The release of warm water from a reservoir can affect a river's ice re
gime in three ways (see also Starosolszky 1990). First, it can inhibit the 
early formation of an ice cover in the upper reach of the river (near the 
reservoir outlet). This generally leads to a prolonged and relatively unsta
ble freeze-up period (i.e., one prone to ice consolidation events). On rivers 
regulated for hydro-power production which are subject to hydro-peaking 
operations (highly variable discharge conditions), this unstable period may 
be prolonged. Second, it can limit the thermal growth of ice in the down
stream channel. Therefore, thinner ice covers might be expected as com
pared to the pre-regulation period. Third, it could lead to the early melt of 
river ice in the spring and a greater tendency for thermal breakup events. 

Regulation may also alter the flow hydro graph, and thence the ice re
gime, of the river downstream of the regulation site. For example, hydro
power generation by means of large reservoirs greatly augments fall and 
winter flows, resulting in thick ice covers and high freeze-up water levels, 
which can modifY the frequency and severity of spring breakup jamming 
(Beltaos 1997; Beltaos et al. 2006a) or promote mid-winter breakup and 
jams (Andres et al. 2003). Breakup flows may be either augmented or re
duced, and this effect can also modifY the jamming regime. 

Upstream effects arise mainly from a change in the water surface profile 
of the river. Relatively thick ice covers form over the surface of the reser
voir, and appear earlier than under natural conditions (Starosolszky 1990). 
The thicker reservoir ice and the low water surface slope of a reservoir 
promote ice jam formation during breakup, not only within the main river 
but also at the mouths of tributaries located within the reservoir reach. 

3 Monitoring River Ice Processes 

3.1 Overview 

Determining the areal extent and nature of the ice cover is a key objective 
of many river ice monitoring programs. Particularly during breakup, moni
toring the development of open water leads, major ice movements, ice 
runs, and ice jam formation and release is often done with the aid of aerial 
reconnaissance flights, documenting with digital video or still camera. Wa
ter level monitoring is also generally undertaken, using both manual meas
urements and automated monitoring networks (e.g., Robichaud and Hicks 
2001) with a key objective being to measure the water surface profiles as-
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sociated with ice jam formation, or the propagating waves associated with 
ice jam release (Kowalczyk and Hicks 2003). A key variable to river ice 
studies is streamflow, as the variable ice conditions occurring in the 
freeze-up, winter, and breakup periods pose a challenge to conventional 
measuring techniques. 

3.2 Discharge Determination under Ice Affected Conditions 

Currently the only reliable method for determining discharge under ice
affected conditions is to conduct direct measurements. This involves the 
use of a current meter to obtain point velocity measurements at (typically) 
two points in the flow depth, at more than 20 vertical panels across a 
channel. These point measurements are then integrated over the flow area 
to determine the total discharge. Pelletier (1989) provides a detailed de
scription of typical practices for streamflow gauging under ice-affected 
conditions in both Canada and the USA. 

Because of the cost and logistical difficulties associated with direct 
measurement, winter discharge estimates may be inferred from as few as 
two direct measurements over a six-month winter period (Moore et al. 
2002). Indirect determination of the streamflow is a relatively straight
forward procedure under open water conditions. Data collected with auto
mated water level recorders can be readily converted to discharge using es
tablished stage-discharge relationships (i.e., rating curves), developed by 
conducting simultaneous water level and direct discharge measurements 
over a wide range of stream flows. Whenever possible, gauging sites are 
placed in reaches relatively unaffected by backwater and drawdown, so 
that there is little scatter in the stage-discharge relationship. When this is 
achieved, the stage-discharge relationship is quite adequately defined by a 
simple uniform flow approximation (e.g., Manning's equation). 

Although the stage-discharge relationship is a well researched problem 
in open channel flow situations, and is even amenable to prediction 
through hydraulic analyses for highly dynamic flow situations (where a 
looped rating curve occurs), at present this relationship is poorly defined 
under ice conditions. However, it is known to be highly variable, particu
larly when partial ice covers and/or ice jams are involved. The primary 
reason for this is that, under ice conditions, it is not possible to develop a 
unique relationship between stage and discharge, as variations in ice con
ditions result in a non-unique rating curve. Despite this variability, it is 
possible to quantity the relationship between stage and discharge at a 
given river section under simple ice-covered conditions, providing ice 
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characteristics are known and gradually varied flow hydraulics are consid
ered (Hicks and Healy 2003). Nevertheless, direct discharge measurement 
remains the principal method in determining winter discharge. 

Recently, there has been interest in developing faster and more efficient 
methods for conducting direct discharge measurements in winter, neces
sary not only due to cost and access, but also because of the hazards to the 
operational staff. It is difficult to determine when the ice cover is safe, and 
it will become a greater concern if climate change results in thinner and 
more intermittent ice covers. Water Survey of Canada (WSC) staff began 
researching the suitability and accuracy of ultrasonic (acoustic) flow me
tering devices in the early 1970s, and have been pursuing the goal of 
automated discharge measurement using these devices in earnest since 
1985 (Wiebe et al. 1993). The advantage of acoustic flow metering is that 
it can potentially eliminate the need for streamflow gauging using conven
tional current metering techniques, replacing it with an automated measur
ing system. Healy and Hicks (2004) explored the applicability of empirical 
index velocity measurements which have the potential to speed up the 
measurement procedure, by providing accurate relationships between a 
single point velocity (or single vertical velocity profile) and the channel 
mean velocity. Morse (2005) has been investigating analytical relation
ships that have the potential to expand the applicability of this approach. 

3.3 Remote Sensing Techniques 

The use of Synthetic Aperture Radar (SAR) imagery as acquired by the 
Canadian RADARSA T and other satellites for sea ice monitoring has 
reached the operational stage and indications are that it has similar poten
tial in the field of river ice monitoring. Weber et al. (2003) in a study on 
the Peace River, employed a visual analysis combined with a semi
automated classification system to categorize seven different "ice types" 
ranging from open water and frazil pan ice covers to several levels of jux
taposed and consolidated ice covers. Further research has revealed that de
pending upon the scale of the river and the resolution of the satellite im
age, it may also be possible to identify the extent of ice in a navigable 
waterway. For example, a variant texture analysis procedure has been suc
cessfully applied to both the Mississippi and Missouri Rivers to delineate 
specific regions of brash ice, sheet ice and open water on satellite images 
(Tracy and Daly 2003). 

As part of the MAGS study, Hicks et al. (2006) investigated the poten
tial for characterizing river ice using satellite SAR. Field data collected on 
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the Athabasca River at Fort McMurray, Alberta, in winter 2003 lends cre
dence to the suggestion that it may be possible to infer, indirectly, informa
tion on relative ice thickness from RADARSAT-l imagery. In addition, 
heavily consolidated ice covers were observed to exhibit a higher back
scatter than less consolidated adjacent areas. During the 2003 breakup pe
riod it was possible to distinguish areas of open water, intact ice, ice jams 
and running ice in three satellite images taken from April 18 to April 22 
(Fig. 9 in Woo and Rouse 2007). This shows promise as a cost-effective 
means of monitoring river breakup remotely. Further research investigat
ing the protocols to be used for image analysis is underway, and this will 
aid in the analysis of images taken with different modes and incidence an
gles. In addition, further work investigating the potential for river ice char
acterization in freeze-up and winter is also underway. 

4 Ice Jam Flood Forecasting 

4.1 Overview of Ice Jam Formation and Release 

While ice jams are formed during freeze-up, it is the breakup jams that 
have by far the greater flood damage potential, owing to the much higher 
flow that accompany the breakup events. Breakup jams are initiated where 
moving ice blocks encounter a river reach where the winter ice cover has 
not as yet been set in motion. Jam formation is thus linked to the mecha
nism of dislodgment of the winter ice cover and the onset of breakup (Bel
taos 1997). In natural streams, this mechanism involves channel planform, 
bathymetry, and slope, as well as ice thickness and strength. Sharp bends, 
sudden reductions in slope, constrictions, or islands are frequent jamming 
sites, along with areas where the ice cover is relatively thick and strong. 

Once primed, jams propagate upstream at a speed dictated by ice sup
ply, flow and channel conditions, as well as internal strength of the accu
mulated ice blocks that comprise the rubble. During this time, local flow 
and ice conditions can be highly dynamic. Eventually, an approximation to 
a steady state may be established so that jam and flow properties change 
little with time. Given sufficient supply of ice blocks, a jam may be many 
kilometers long, and attain its full potential thickness and water level, be
coming an "equilibrium" jam (Fig. 3). This appellation derives from the 
development of a reach with relatively constant flow depth and thickness, 
termed the equilibrium thickness (Uzuner and Kennedy 1976). Down
stream of the equilibrium reach, the water surface slope increases rapidly 
so that the water level profile can meet the much lower stage that prevails 
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at the toe (downstream end). Here, the thickness of the jam increases, and 
often leads to "grounding", particularly in steep and wide reaches (Beltaos 
1995). 

.Upstream •• Equilibrium •• Downstream 
transition reach transition 

Toe 
~ Fractured 

! sheet ice 

_____ ice 

Fig. 3. Schematic illustration of an equilibrium jam. (From BeItaos (200 I) with 
permission from ASCE) 

Increasing flow and advancing thermal decay at the toe of an ice jam 
eventually cause it to release. Usually, the release is an abrupt event that 
generates a steep wave, as a large volume of water upstream of the toe can 
now move without obstruction other than bed friction. Release waves are 
characterized by rapid water-level rise (up to 0.8 m min-1 has been meas
ured; Beltaos and Burrell 2005a; Kowalczyk and Hicks 2003), and very 
high water and ice velocities (several meters per second is not uncommon). 
Such waves have great damage potential, including the loss of human life. 
As already mentioned, release waves can also cause breakup of the winter 
ice cover over extended reaches, and are the main breakup-driving mecha
nism in flat rivers. 

As part of the MAGS study, the hydro-climatic conditions leading to 
major ice-jam flooding of the Peace-Athabasca Delta have been identified 
(Beltaos et al. 2006a). Such flooding is essential for the replenishment of 
Delta lakes and ponds, especially those situated at higher elevations 
(perched basins). It was noted that significant jamming can only occur dur
ing a mechanical breakup event, and methodology to quantifY the thresh
old between mechanical and thermal breakup was developed (Beltaos 
2003a). 
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4.2 Empirical, Analytical, and Modeling Methods 

It is not yet possible to predict the time and location of an ice jam, aside 
from likelihood statements in specific river reaches based on past experi
ence. Ice-jam prediction is thus limited to thickness and attendant water 
levels, using analytical or numerical approaches. A key assumption is that 
the rubble in the jam behaves as a floating granular mass that obeys the 
Mohr-Coulomb failure criterion. The strength of the rubble is essentially 
supplied by the lateral confinement and by the effective upward stress, 
which is generated by the buoyancy of the ice in the rubble. When the jam 
forms, the rubble attains a thickness that is just enough to resist the internal 
stresses generated by the external forces (Pari set et al. 1966). Guided by 
this formulation, Beltaos (1983) obtained a simple functional relationship 
for equilibrium ice jams, and calibrated it with field data from Canadian 
rivers, spanning several orders of flow magnitude. The water depth within 
the equilibrium reach of a jam (Fig. 3) is primarily determined by river 
discharge, width, and slope. 

The equilibrium water depth is a conservative estimate, because many 
jams do not attain the equilibrium condition. This is usually caused by lim
ited supply of ice blocks and can be an important design factor in many 
practical situations. Steady-state, non-equilibrium jams are adequately 
predicted via one-dimensional numerical models, such as ICEJAM (Flato 
and Gerard 1986), RIVJAM (Beltaos 1993), and HEC-RAS 
(http://www.hec.usace.army.mil/software/hec-ras/hecras-download.html). 
These are public-domain models, but there are also proprietary models, 
such as ICEPRO and ICESIM (Carson et al. 2001). The proprietary 
DYNARICE model is both dynamic and two-dimensional (Liu and Shen 
2000), and has been applied to field conditions. A radically different type 
of model is the DEM (discrete element model), which does not need to in
voke the concept of a granular continuum. Instead, the motion of each 
block within the jam during small time steps is predicted by computing the 
forces applied on each block by the water and by the surrounding blocks. 
This approach provides important insights as to both the development and 
the final configuration of an ice jam and enables prediction of the forces 
exerted by jams on structures (Daly and Hopkins 1998; Hopkins and 
Tuhkuri 1999). As part of the MAGS study, the model RIVJAM was ap
plied to the lower Peace River to determine the river discharge that is re
quired for flooding of the Peace-Athabasca Delta when ice jams are pre
sent (Beltaos 2003 b). 

An important question pertaining to ice-jam flooding applications is 
how to determine the design stage for a variety of structures, including 
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homes in residential subdivisions. For instance, when designing a bridge, 
the superstructure must be placed high enough to minimize the probability 
that it will find itself in the path of moving or jammed ice during the life of 
the structure. Such practical considerations underline the need for rational 
design criteria, based on stage-frequency relationships for ice-influenced 
conditions. Such relationships can be developed from historical records 
(empirical) or synthesized from local conditions (analytical). 

4.2.1 Empirical Flood Frequency Estimates 

The peak stages that can occur during breakup are strongly site-specific. 
Therefore, existing data should pertain to the site of interest or to its im
mediate vicinity. Transpositions and extrapolations should, as a rule, be 
avoided. Historical water level data may be available from various sources 
(e.g., hydrometric gauging stations, local residents, archives, photos, etc.) 
Ice scars on nearby trees also provide an indication of stages that occurred 
in the past and the year of occurrence (Gerard 1981). A method for per
forming a probability analysis on data deriving from such diverse sources 
as above is described by Gerard and Karpuk (1979). It is based on the 
"perception stage" concept (i.e., the stage below which any particular 
source would not have perceived, and recorded, the peak water level). 

4.2.2 Analytical Flood Frequency Estimates 

Crude indications of ice-caused flood frequencies can be obtained by a 
simple analysis based on the frequencies of the flow magnitudes occurring 
during the breakup period. A lower bound is obtained for the situation 
where no jams form near the site of interest. Then the peak stage can be 
calculated as a function of discharge using estimated values of ice cover 
thickness and hydraulic roughness. Similarly an upper bound may be es
tablished using the equilibrium-jam stage or by applying numerical mod
els. For both the lower and upper bounds, the frequency of a given stage is 
that of the discharge associated with that stage. The actual frequency dis
tribution will be somewhere between the two bounding distributions, and 
can be calculated if the probability of ice jam formation, P(J), near the site 
of interest is known (Gerard and Calkins 1984). For high flows, the ice
jam stage may be limited by the configuration and elevation of the river 
floodplain, while further flow increases may result in jam release ("ice
clearing" flow) and open-water stages (Tuthill et al. 1996). In general, P(J) 
could decrease with increasing flow (Grover et al. 1999), becoming zero 
when the flow exceeds the ice-clearing value. 
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4.3 Hydraulic Methods: Release Wave Modeling 

Because of the dynamic nature of river ice jam release events and the sig
nificant flood risk they pose, it is desirable to be able to predict the speed 
and magnitude of the resulting release waves. This is a highly complex 
problem involving not only dynamic flow hydrodynamics but the interac
tion of the ice and water. Attempts have been made to model the propaga
tion of ice jam release waves, most using one-dimensional hydrodynamic 
models and neglecting ice effects on the propagating wave (e.g., Black
burn and Hicks 2003). Although reasonable approximations could be 
achieved, difficulties were encountered in fully matching the shapes of 
measured stage hydro graphs, suggesting that ice effects cannot be ne
glected. Jasek (2003) conducted field investigations documenting ice jam 
release events and found that the release wave celerity was affected by dif
ferent ice conditions. Liu and Shen (2004) further explored this issue by 
applying a two-dimensional coupled flow and ice dynamic model (Dy
naRICE) to investigate the ice resistance effects (both internal resistance 
and boundary friction resistance) on ice jam release wave propagation in 
an idealized channel. Comparisons between the simulation results obtained 
with and without inclusion of ice dynamics showed that the ice effects re
duce the peak discharge and slow down the release processes. 

As part of the MAGS study, a number of ice jam release waves were 
measured on the Athabasca River at Fort McMurray. The most significant 
of these was in 2002 (Kowalczyk and Hicks 2003) during which the water 
level immediately downstream of the releasing ice jam rose 4.4 m in just 
15 minutes. She and Hicks (2005) successfully modeled this event incor
porating an uncoupled ice mass conservation equation and empirical mo
mentum effects in the River ID hydrodynamic model. 

4.4 Regression and Logic-Based Ice Jam Forecasting Methods 

Research into forecasting river breakup began over 50 years ago with sim
ple single variable models and quickly led to multivariate models. Early 
work in this field was led by Shulyakovskii (1963) who viewed river 
breakup to be the result of deteriorating ice thickness and increases in river 
flows. Although Shulyakovskii's theory of river break up was simplistic, 
he did recognize the importance of the energy cycle in river ice processes 
and atmospheric circulation. Shulyakovskii quantified the concept of fore
casting maximum stage rise during river break up as a function of several 
variables, including: ice thickness in the contributing reach; snow depth on 
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the ice cover prior to ice melt; change in water level between the com
mencement of snow melt and the time of ice jam formation; the onset of 
negative air temperature in the ice-break up period; and total heat input. 
Both threshold models and regression models have evolved from these ba
sic functional relationships. 

Multivariate threshold models have been applied with modest success 
(e.g., Galbraith 1981; Wuebben and Gagnon 2005). However, specific ad
ditional variables and weighting factors required made these models highly 
site specific. White and Daly (2002) used stepwise selection of meteoro
logical and hydrologic parameters to identifY statistically significant input 
variables and then applied discriminant function analysis to predict ice jam 
occurrence. Massie et al. (2001) developed an artificial neural network 
model to produce a daily forecast of jam/no jam that required 22 input 
variables. Probably the most significant limitation of all of these models is 
that, while they do provide an assessment of the potential for ice jam oc
currence, they cannot provide a prediction of the anticipated flood levels 
that might accompany an ice jam occurrence. Furthermore, they all exhibit 
a high degree of false positive indications of ice jam occurrence. 

Single and multiple regression analyses have been applied to the prob
lem of breakup water level prediction with moderate success. As part of 
the MAGS study, Robichaud (2003) developed a short term multiple linear 
regression model for predicting the maximum breakup water level for the 
Athabasca River at Fort McMurray, based on late winter snow pack and 
ice thickness as well as meteorological conditions in the few days immedi
ately before breakup. Mahabir et al. (2007) extended the forecast lead time 
for Fort McMurray by several weeks, employing Fuzzy Expert Systems, a 
modeling technique based on set theory that allows variables to be de
scribed in linguistic terms. Fuzzy Logic has been applied successfully in a 
variety of fields where the relationships between cause and effect (vari
ables and results) are difficult to express numerically but are conceptually 
well defined. Fuzzy Expert Systems produce a result based on logical lin
guistic rules rather than historical data, which allows this type of modeling 
to be less dependent upon the volume of historical data than many statisti
cal methods. For the MAGS study, using only antecedent basin moisture, 
late winter snowpack conditions, and late winter ice thickness data, Ma
habir et al. (2007) developed a Fuzzy Expert System that can forecast the 
potential for high water levels at breakup. Forecasts based on conditions 
known on April 1 (typically 3 weeks in advance of breakup) identified five 
years (of 22) for potentially high water levels at breakup, including all four 
actual high water events. 
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5 Climate Change Impacts on River Ice Processes 

Numerous studies have examined the effects of climate on the timing of 
the ice season, using readily available data from hydrometric and related 
archives. It has been found that the general warming experienced in north
ern parts of the globe during the last 50 to 100 years is in step with a re
duction in the duration of the winter ice cover and earlier occurrence of 
breakup on rivers (e.g., see review articles by Beltaos and Burrell 2003; 
Beltaos and Prowse 2001; Prowse and Beltaos 2002). The converse is true 
in isolated instances where the change involves cooling (Brimley and 
Freeman 1997). Andrishak and Hicks (2007) investigated the potential im
pacts of climate change on the thermal regime of the Peace River, as part 
ofthe MAGS study. 

Such findings do not address the question of how climate change may 
alter the frequency and severity of extreme ice jam events. Relevant data 
are not as easy to find as freeze-up and breakup times, and their interpreta
tion may be complicated by local precipitation and hydrograph characteris
tics. Consequently, prediction of breakup-related events would have to be 
based on a case-by-case analysis of current conditions and output from 
GCMIRCM-generated scenarios. A wide-ranging change that can be an
ticipated at present is the increased incidence of mid-winter breakups in 
parts of Atlantic Canada, Quebec, Ontario and British Columbia. This 
trend is already evident in parts of Atlantic Canada (Beltaos 2002, 2004; 
Beltaos et al. 2003). Mid-winter breakups are also expected to appear in 
certain regions that do not presently experience such events, such as the 
Prairies and northern Ontario and Quebec. For North America, Prowse and 
BonsaI (2004) applied simple but quantitative criteria to delineate present 
and future zones where mid-winter breakup events are likely to occur 
("temperate region"; Fig. 4). 

In certain rivers, mid-winter thaws can deplete the snowpack that is 
available for spring runoff, and thence reduce the severity of ice jamming 
during the spring breakup. This eventuality has been identified for the 
Peace River, as part of the MAGS study. Under future climate scenarios 
(2080s), depleted snowpacks are expected to severely inhibit ice-jam 
flooding in the lower Peace River, a necessary agent of replenishment of 
the lakes and ponds of the Peace-Athabasca Delta (Beltaos et al. 2006b, 
2007). 
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Fig. 4. Projected shift in the temperate region of North America based on mean 
winter temperature increases of 2 and 6°C. The shaded area is the current zone. 
(From Prowse and BonsaI (2004) with permission of the authors and of Environ
ment Canada) 

6 Summary 

River ice plays a significant role in the lives of Canadians and other resi
dents of high latitudes, providing a means of transport in the north, and 
threatening many communities across the country with flooding on an an
nual basis. River ice also plays a fundamental role in basin hydrology, and 
was a significant research component of the MAGS program. Investiga
tions resulted in new methods for measuring streamflow under ice and the 
development of satellite remote sensing techniques for river ice characteri
zation during breakup. Novel methods were developed for ice jam flood 
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forecasting and to predict the flood waves associated with ice jam release. 
New, public domain, numerical models of river ice processes provide the 
means to assess the effects of climate change on the winter regime of riv
ers. Through a decade of field and modeling research, MAGS has substan
tially advanced the knowledge on river ice in cold regions. 
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Chapter 16 

Regression and Fuzzy Logic Based Ice Jam 
Flood Forecasting 

Chandra Mahabir, Claudine Robichaud, Faye Hicks 
and Aminah Robinson F ayek 

Abstract In Canada, ice jam events have frequently produced the most extreme 
and dangerous flood events on record, resulting in millions of dollars in associated 
damages. However, our ability to forecast such events remains quite limited. An 
example of this is the Athabasca River at Fort McMurray, Alberta, where severe 
ice jam events have been documented for over 100 years, and where breakup has 
been monitored intensively for the past 25 years. Despite these efforts, no reliable 
flood forecast model is yet available. Here, the use of Fuzzy Expert Systems is 
explored to examine their potential for developing long lead time ice jam risk 
forecasts for this site. The developed System identified seven out of twenty two 
years that had the potential for high water levels, including all four years where 
high water levels actually occurred. These preliminary results suggest that Fuzzy 
Expert Systems are promising tools for long range ice jam flood forecasting. 

1 Introduction 

Each spring, numerous rivers across Canada are watched closely because 
ofthe potential risk to property and lives should an ice jam form during the 
river breakup. Ice jams can produce rapid changes in water levels as river 
flow is impeded by the obstructive effects of ice accumulation, or as water 
is suddenly released from storage when an ice jam breaks. Unlike open 
water flood events that are preceded by heavy rains or snowmelt, at present 
spring ice jam events have no single generally identifiable predictable pre
cursor. The lack of forecasting ability for such severe river conditions 
poses a serious threat to communities each year. For example, in 1997, ice 
jam related flooding caused $9 million in damages in the Alberta commu
nities of Fort McMurray and Peace River. 

Research into forecasting river breakup began over 50 years ago with 
simple single variable models and quickly led to multivariate models. 
Hicks and Beltaos (2007) provide a summary of the empirical, analytical, 
and modeling methods in river ice investigations. Single and multiple re-
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gression analyses have been applied to the problem of breakup water level 
prediction with moderate success. For example, Shulyakovskii (1963) used 
the freeze-up water level to forecast the water stage at the first ice move
ment on the Lena River at Krestoskaya, Russia. Beltaos (1984) used accu
mulated incoming heat to the ice cover to forecast the stage at breakup ini
tiation, where the stage was a function of freeze-up levels and ice 
thickness. While most forecasting methods provide an assessment of the 
potential for ice jam occurrence, they do not offer a prediction of the an
ticipated flood levels that accompany an ice jam occurrence. 

This study explores the applicability of Fuzzy Expert Systems for pro
viding such a long lead time risk assessment tool, in terms of predicting in 
late winter whether major ice jam flooding events might be expected at 
breakup. Fuzzy Logic, pioneered in the 1960s by Zadeh (1965), has been 
applied successfully in a variety of fields where the relationships between 
cause and effect (variables and results) are difficult to express numerically 
but are conceptually well defined. See and Openshaw (1999) combined a 
fuzzy logic model with other methods of soft computing to enhance con
ventional flood forecasting techniques. Here, based on key factors previ
ously identified as relevant for river breakup forecasting at this site, we il
lustrate the applicability of Fuzzy Expert Systems to ice jam flood risk 
forecasting for the Athabasca River at Fort McMurray, Alberta. 

2 Study Area and Data 

The Athabasca River originates in the eastern ranges of the Rocky 
Mountains and flows through Alberta in a north-easterly direction for hun
dreds of kilometers before reaching the city of Fort McMurray (Fig. 1). In 
the 80 km reach upstream of Fort McMurray, the river flows through an 
entrenched meandering channel, which is relatively steep and contains 
numerous rapids sections (Fig. 2). The Clearwater River joins with the 
Athabasca River at Fort McMurray, and the downtown area is built on a 
low floodplain at the confluence of the two rivers. Downstream of this 
confluence the slope of the Athabasca River is substantially reduced and 
the channel widens and contains numerous islands. 

Every year the spring breakup of the Athabasca River causes concern 
for the residents of Fort McMurray and the community has a history of 
river ice jams resulting in flooding. Severe floods occurred most recently 
in 1977 and 1997, causing millions of dollars in damage. Minor flooding 
has also occurred several times in the last decade and although these small-
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Fig. 1. Athabasca River study reach near Fort McMurray, AB (adapted from Ro
bichaud 2003) 

er floods resulted in only minimal damage to residential and commercial 
properties, expenses were still incurred by the government agencies re
sponsible for flood monitoring and emergency preparedness. 

The extensive monitoring over the past three decades has resulted in a 
significant volume of qualitative data (in the form of photographs and writ
ten descriptions of the river breakup processes) but not a rich set of quanti
tative data. The collection of quantitative data has been limited by an in
ability to predict the formation of ice jams, as their dynamic nature makes 
it extremely difficult to plan observations. Furthermore, critical reaches of 
this river are remote and relatively inaccessible. Most importantly, direct 
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measurement of several of the key properties of an ice jam is logistically 
difficult, and in some cases impractical (e.g., porosity, internal strength, 
associated discharge, etc.). Consequently, many forecasting efforts have 
focused towards probabilistic models (empirical and statistical techniques). 

600~--------~~~--------------------~ La Biche River 

500 ,--, 

E 
'--' 400 c 
o 

',g 300 
> 
(1) 

~ 200 

100 

o 
800 700 

Duncan Creek 
Calling River 

Pelican River 

600 500 

House River 
Grand Rapids 

400 

Brule Rapids 
Boiler Rapids 

Horse River 
Clearwater River 

MacKay River 

300 200 100 
Position from mouth of Athabasca River (km) 

Fig. 2. Profile of the Athabasca River, upstream of Fort McMurray, AB (adapted 
from Robichaud 2003) 

2.1 Nature of River Ice Breakup on the Athabasca River near 
Fort McMurray 

River breakup generally occurs in the third week of April but has been 
documented to occur as early as March 8 and as late as May 11. Breakup is 
normally dynamic in nature, with numerous small ice accumulations toe
ing out over the shallow rapids in the reach upstream of town. Surges re
sulting from the release of ice accumulations in a reach extending hun
dreds of kilometers upstream of Fort McMurray appear to be responsible 
for the ice runs down through Fort McMurray. These ice runs frequently 
arrest, creating an ice jam in the vicinity of the Clearwater River conflu
ence, due to the sudden marked drop in bed slope and the numerous is
lands obstructing the wide shallow flow downstream. Flooding in the town 
generally results when such ice jams cause water to back up the channel of 
the Clearwater River. 



Tce Jam Flood Forecasting 311 

2.2 Historical Data 

Due to the severity and frequency of ice jams in the vlclmty of Fort 
McMurray, considerable time and effort have been invested to monitor and 
study river ice breakup on the Athabasca River there, particularly since 
1977 when a major ice jam event occurred. From the late 1970s to the late 
1980s, the Alberta Research Council (ARC) conducted a river ice breakup 
monitoring program through its Surface Water Engineering group. Unfor
tunately, the ARC group has since been disbanded due to government 
funding cutback. Alberta Environment continues to monitor the site to 
provide real-time flood warning, but conducts a limited data collection 
program. Since 1999, a comprehensive breakup monitoring program has 
been undertaken at this site by the University of Alberta (UofA), initially 
as a component of the Mackenzie GEWEX Study (MAGS) and more re
cently through research funding from Alberta Environment's Water Re
search Users Group. In addition, hydraulic and meteorological data for the 
Athabasca River Basin have been collected for many years by various 
government agencies, private companies and other interest groups. Thus, 
for forecasting purposes, there were several sources of data available at 
different time intervals. A hydrometeorological database for researching 
spring breakup on the Athabasca River at Fort McMurray, starting from 
the 1972 breakup, was compiled by Robichaud (2003). 

2.2.1 Meteorological Data 

The Meteorological Service of Canada (MSC) operates a station at the air
port in Fort McMurray recording both hourly air temperature and precipi
tation. Also, as part of this research program, the UofA has operated a near 
real-time meteorological site in Fort McMurray since 2000, collecting so
lar radiation in addition to air temperature, precipitation, and barometric 
pressure data at 30 minute intervals (Robichaud and Hicks 2001). 

A key variable for ice event forecasting is the solar radiation. Environ
ment Canada provided data on the hours of bright sunshine measured with 
a sunshine ball at the Fort McMurray Airport from November 1, 1971 to 
March 31, 1996. As the U of A meteorological station (which uses a 
pyranometer for measuring incoming solar radiation) did not become op
erational until 2000, there was a large gap in the data series. Fortunately, 
solar radiation data were provided by Golder Associates from their Aurora 
station (located approximately 55 km north of Fort McMurray) for the 
years 1988, 1989, as well as 1995 to 2001. This, together with data from 
the UofA meteorological station from October 2000 to June 2001 allowed 
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us to fill the gap (1996-2001) in the record and to evaluate the potential ef
fects of change in station location (UofA station is near, but not at the air
port). Hours of bright sunshine were also measured with a sunshine ball at 
the U of A station in 2001 to enable conversion of hours of bright sunshine 
to solar radiation. Details of this effort and the resulting homogeneous 
dataset are presented by Robichaud (2003). 

2.2.2 Snow Course Data 

Alberta Environment provided SWE data for 1972 to 2003 from 18 snow 
course stations in the Athabasca River drainage basin upstream of Fort 
McMurray. Using the Thiessen polygon method, data from these sites 
were converted into a single basin average for the Athabasca Basin up
stream of Fort McMurray. Data obtained in late February (March 1 record) 
and late March (April 1 record), were used in the forecasting models. 
March 15 and April 15 snow course records were available, but generally 
incomplete and therefore were not considered. 

2.2.3 Hydraulic Data 

Water Survey of Canada (WSC) measures water levels at two locations in 
the Fort McMurray area. The station 'Athabasca River below Fort 
McMurray' is located 5.6 km downstream of the confluence with the 
Clearwater River. The 'Clearwater River at Draper' station is located ap
proximately 13 kilometers upstream of the confluence with the Athabasca 
River. 

The maximum water levels during breakup and the breakup dates at Fort 
McMurray were documented by various agencies over the years with the 
earliest breakup event documented in 1875 (Robichaud 2003). WSC pro
vided the freeze-up water level at the gauge below Fort McMurray associ
ated with the 1973 to 2003 breakup years. Several years of breakup water 
levels at the WSC gauge below Fort McMurray were documented by 
Doyle (1987). 

3 Methodology 

Robichaud (2003) examined a total of 16 parameters for the Athabasca 
River in an investigation of the relationship between individual variables 
and peak water levels during breakup, using single value threshold and lin
ear regression models. Given the complexity of processes involved, no 
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practical relationships were found. Robichaud (2003) then explored multi
ple linear regression models and obtained very good correlations between 
the forecasted peak breakup water level, HE, at the Clearwater River con
fluence and the actual observed peaks water levels at the same site. Model 
results are shown in Fig. 3, where it is seen that extreme water levels (> 
246.0 m) predicted by the model were within ±0.5 m of the observed val
ues (r2 = 0.95 overall). In the figure it should be noted that the one high 
water level associated with a non-ice jam event actually resulted from a 
large ice run that left remnant ice at the mouth of the Clearwater River, re
stricting its outflow. 

Fig. 3. Robichaud's (2003) multiple regression model forecasts in comparison to 
observed data (adapted from Robichaud 2003) 

The parameters that were identified as most significant in Robichaud's 
(2003) relationship were: 

- accumulated solar radiation prior to breakup, 
- SWE measured in March, 
- SWE measured in April, 
- late winter ice thickness, 
- late fall soil moisture (using an antecedent precipitation index), and 
- the rate of rise in water level on the Athabasca River (measured at the 

WSC gauge site) just prior to breakup. 
A validation test of this model was conducted in 2003 and successfully 

predicted the breakup water level within 0.5 m (Fig. 4). 



314 Mahabir et al. 

247 

246-
Threshold for overbank flow 

---------------------------------
,--, 

• Daily forecast of water level (with error bars) E 
'--' 

245- • Actual peak water level = 244.15 m 
C) 
:> 

fffff!!ff!!ff!!fffff!! 
2 

;.... 244-<1) ..... 
('j 

~ 243-

242+-----~----~----~----~--~ 

30-Mar 4-Apr 9-Apr 14Apr 19-Apr 24Apr 

Fig. 4. Validation test of Robichaud's (2003) multiple regression model In 

breakup 2003 (adapted from Mahabir et al. 2002) 

While the multiple regression technique used by Robichaud (2003) of
fers a short-term forecasting tool, it does not allow an assessment of the 
potential risk more than just a few days in advance of breakup. From an 
emergency preparedness perspective, it would be extremely useful to have 
even a qualitative assessment of flood risk a few weeks in advance of 
breakup. In this context, it is significant to note that three of the six vari
ables determined to be significant in Robichaud's (2003) model could be 
classified as antecedent conditions, in that they are known in late winter, 
well before breakup. These variables are (1) basin average soil moisture, 
(2) basin-average snow water equivalent, and (3) ice thickness. It is heuris
tically known that if the values of all these variables are much lower than 
normal, the risk of ice jam flooding would be low. Conversely, if the val
ues are much higher than normal, a higher risk would exist. Fuzzy Expert 
Systems capture this type of heuristic knowledge and allow for overlap
ping ranges of values of variables when boundaries are not clearly defined. 
For example, an expert may be able to forecast the risk if all the variables 
are "high" but may not be able to describe "high" as a single value. The 
purpose of this research was to develop a Fuzzy Expert System to recog
nize years with high risk of ice jam flooding based on these three antece
dent conditions. If successful, the risk of severe flooding could be forecast 
weeks in advance. 
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3.1 Fuzzy Expert Systems 

Fuzzy Logic is a modeling technique that allows variables to be described 
in linguistic terms. Pioneered by Zadeh (1965), it has been applied suc
cessfully in a variety of fields where the relationships between cause and 
effect (variables and results) are difficult to express numerically but are 
conceptually well defined. Fuzzy Expert Systems produce a result based 
on logical linguistic rules rather than historical data, which allows this type 
of modeling to be less dependent upon the volume of historical data than 
are many statistical methods. The Systems consist of four basic steps. 

1. All variables (both dependent and independent) must be defined in 
terms of sets of linguistic classifiers. Membership functions are used 
to relate the degree to which a particular value of a variable is 
described by each linguistic term. 

2. Membership functions of each independent (input) variable are 
related to the dependent (output) variable by defining statements or 
'rules'. Normally rules are defined as a series ofIF -THEN statements 
that relate the premise(s) to the conclusion. 

3. The rules are mathematically evaluated and the results are combined 
through processes called implication and aggregation, respectively. 

4. The resulting solution set of values is then transformed into a single 
number by a process called defuzzification. 

In developing the Fuzzy Expert Systems, particularly the membership 
functions, extensive knowledge of the model subject is required. As a re
sult, historical data and expert opinion are often combined in defining 
membership functions and rules. Bardossy and Duckstein (1995) provided 
detailed information for the development of Fuzzy Expert Systems. 

3.1.1 Membership Functions 

Each parameter in the model is generally described by a set of linguistic 
terms. For example, the value of the variable soil moisture could be de
scribed using the linguistic concepts of low, average and high. Member
ship functions are then used to relate the degree, j.1, to which a particular 
value of soil moisture is described by each of these linguistic term. The 
value of j.1 ranges from 0 (not part of the set) to 1 (perfectly represents the 
linguistic concept). A value of a variable may belong to more than one 
membership function, with varying degrees of membership. As an exam
ple, consider an ice thickness of 0.85 m measured by WSC on the Atha
basca River below Fort McMurray in late spring. While the ice is thicker 
than the average historical value of 0.75 m, it is not "thick" relative to the 
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maximum historical ice thickness recorded (1.10 m). Through the use of 
membership functions, Fuzzy Logic is able to define variables and/or re
sults as belonging to linguistic groupings, such as thick or thin, to varying 
degrees. In this case, an ice thickness of 0.85 m might belong to "thick" to 
a large degree (e.g., 0.8), but would also belong to "thin" to a much lesser 
degree. 

One of the main challenges in developing a Fuzzy Expert System is es
tablishing these membership functions and the number of linguistic group
ings for each variable. In cases such as this, with small data sets, it is nec
essary to incorporate the judgment of experts to define membership 
functions based on experience, logic, and physical bounds. Membership 
functions must be defined over the entire range of possible values of the 
variable they describe and can take on a variety of shapes, depending on 
the philosophy behind the concept of the linguistic term, as described by 
Mahabir et al. (2002). Figure 5 illustrates the membership functions 
adopted for the maximum water level at breakup, as an example. 

s '-' 1.00....,.....----""" 
~ 
;:l 

"@ 0.75 
:> 

:E 0.50 
r/) 

Low High 

] 0.25 
8 
~ O.OO~------~--~--~--~--~--~--~------~ 
~ 240 242 244 246 248 250 

Water level (m) 

Fig. 5. Membership functions for the flood risk zones (adapted from Mahabir et 
al. 2002) 

3.1.2 Rule Definition 

The Fuzzy Expert System consists of IF ... THEN rules relating the linguis
tic terms of the input variables to the linguistic terms of the output vari
able. Operators such as AND can be used to relate the input variables to 
each other to define the result as a combination of the input variables. The 
AND operator is mathematically applied as an intersection operator by ei
ther the Minimum or Product function. Minimum is commonly used when 
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the input data are independent of each other, and Product is often applied if 
input variables are interdependent. 

In a rule-based model, the relationship between the input variables and 
the results is easily understood by simply reading the rule. For example, 
one rule could be: IF the ice thickness (premise) is high (linguistic term 
represented by a membership function) THEN the risk of an ice jam (con
clusion) is high (linguistic term represented by a membership function). 

Rules are influential in selecting the number of variables and the mem
bership functions to be used within the Fuzzy Expert System, since the 
number of rules required increases if the number of membership functions 
increases, and increases exponentially with an increase in the number of 
input variables. To avoid undue complexity, a minimum number of pa
rameters and membership functions should be considered for a Fuzzy Ex
pert System. 

Each rule also has an associated weight or certainty grade. A certainty 
grade can be used to weigh rules between 0 and I. As a starting point, cer
tainty grades are normally set to 1 meaning all rules have equal weighting. 
Rule weights are often used to improve the model performance without 
moditying the membership functions of each linguistic term. Ishibuchi and 
Nakashima (2001) discussed the improvement of Fuzzy Rule-Based Sys
tems by modification of certainty grades and contrasted this method with 
modification of membership functions. 

3.1.3 Implication and Aggregation 

Implication is a process that evaluates the portion of the membership func
tion that is active for a particular rule. Depending on the method of impli
cation, the active set area can be considered to be all of the values in the 
membership function that belong to the membership function to an equal 
or lesser degree (known as the Minimum Operation), or the active set 
could be the entire membership function scaled by the degree to which the 
variable belongs (Product Operation). Implication results in one set of val
ues for each rule evaluated. 

The sets from Implication are combined into a single set in a process 
called Aggregation. If the sets from Implication are summed together, the 
method of Aggregation is called Summation. If Aggregation of the sets oc
curs by combining the maximum values obtained for each output member
ship function after Implication, then the Maximum method has been used. 
No firm guidelines have been developed for applying various methods of 
Implication and Aggregation. Typically, a sensitivity analysis is performed 
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to determine which methods perform best for a particular Fuzzy Logic 
model. 

3.1.4 Defuzzification 

Defuzzification is the process by which a Fuzzy Logic solution set is con
verted into a single crisp value. The solution set is in the form of a func
tion, relating the value of the result to the degree of membership. The Cen
ter of Area (or Center of Gravity) method is one of the most common of 
the Defuzzification methods. The Bisector method produces a value that 
will split the area of the solution set in half. Three other Defuzzification 
methods focus on the maximum membership value attained by the solution 
set. Frequently, the maximum value of the solution set is a range of values 
rather than a point value. Smallest of Maxima selects the lowest value at 
which the highest membership value is attained. Similarly, Middle of 
Maxima and Largest of Maxima select the middle value of the maximum 
membership and the largest value at which the largest membership value 
occurs, respectively. 

The method of Defuzzification is normally the most sensitive of the cal
culation parameters. For example, consider the case where a resultant set 
has a simple shape of 0.75 membership between A and C, otherwise 0 
membership (shown in Fig. 6). Smallest of Maxima will produce the low
est value where the highest membership occurs, which corresponds to 
value A in Fig. 6. In contrast, the Bisector method will find the value that 
splits the resultant set in half by area and produce that value as the numeri
cal result, such as Value B. By choosing the Largest of Maxima, the larg
est parameter value for which the largest membership is achieved will be 
selected. This corresponds to point C. The objective of the model will in
fluence the selection of the Defuzzification method. 

3.2 Fuzzy Expert System Design 

A Fuzzy Expert System was created to evaluate the potential risk of ice 
jam flooding at breakup based on the three antecedent conditions found 
relevant in Robichaud's (2003) short-term forecasting model. Spring 
snowpack conditions in terms of basin averaged SWE, late fall soil mois
ture conditions, and ice thickness were obtained from the historical data
base for the Athabasca at Fort McMurray discussed earlier. In terms of 
'consequence', flood occurrence was assessed based on the peak water 
levels attained at breakup, as compared to the various thresholds for flood-
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ing concerns at the town. Where possible, the recorded water levels were 
used. For those years where the peak water level had not been docu
mented, it was estimated using the multiple linear regression model dis
cussed above (Robichaud 2003). In the end, this facilitated a data set con
sisting of22 points, or 22 breakup events ranging from 1977 to 1999. 

1 

OL-______ ______ --

ABC 
Resultant parameter values 

Fig. 6. Defuzzification of Resultant Set where A represents result of Smallest of 
Maxima, B represents the result of Centroid and C represents the result of Largest 
of Maxima (adapted from Mahabir et al. 2002) 

3.2.1 Membership Functions 

The ranges of each membership function were defined by the distribution 
of recorded values. Three membership functions were defined to describe 
Snowpack SWE and Antecedent Soil Moisture (viz., low, average, and 
high). In this study, "average" was considered to be the median value of 
the data set and was therefore a single point. A triangular membership 
function was defined by limiting the definition of average to values above 
the 25% quartile and below the 75% quartile. Values less than the 25% 
quartile were defined as belonging 100% to the definition of low, while 
data values between "low" and the median were defined as "low" to a 
lesser extent; this created a trapezoidal membership function. Similarly, 
data points above the 75% quartile to the maximum recorded value were 
defined as "high". Due to data limitations, it was not possible to define the 
transition from 100% membership to 0% membership based on physical 
evidence or inherent knowledge. For these reasons, straight lines were 
used. 
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Applying three linguistic terms to ice thickness generated a membership 
function for "average" that included a range of only 10 cm which, consid
ering the natural variation of ice thickness, was too narrow a range to have 
any physical meaning. For this reason, it was decided that only two lin
guistic terms, thick and thin, would be used to describe the entire possible 
range of ice thicknesses. 

The membership functions for the risk zones to be forecast were based 
on the known 'Alert' and 'Minor' flooding levels, specifically 244.0 m and 
246.0 m, respectively (Fig. 5). If the forecast water level is higher than the 
Alert Level, then it belongs more to the Average membership function 
than to the Low membership function. If the water level is greater than the 
level at which minor flooding occurs, then it belongs to the High member
ship function to a larger degree than to the Average membership function. 

3.2.2 Rule Definition 

The rule base of the Fuzzy Expert System was defined based on historical 
data and heuristic knowledge. Ideally, historical data would be available to 
define each of the rules. Since there are three input parameters with a total 
of 8 membership functions (3 for SWE, 3 for soil moisture and 2 for ice 
thickness), the required number of rules is 18 (3 x 3 x 2). Three years of 
data representing low, average and high water levels at breakup were used 
to assist in defining the rulebase. Logical interpolation between rules was 
employed when little knowledge was available to define particular rules. 
While it is possible to define the outcome when extremes occur in all input 
variables (e.g., all variable are described as "low"), the three calibration 
years provided a basis for intermediate rules in the database. The 22 years 
of data used to develop the Fuzzy Expert System did not include occur
rences of all 18 possible combinations of variables, which means that his
torical records were not available to validate each and every rule. Rules 
were determined based on the logical knowledge wherever possible. 

3.2.3 Model Construction 

The platform selected for the development of the Fuzzy Expert System 
was MatLab (Version 6.l.0.450, Release 12) and MatLab's Fuzzy Logic 
Toolbox (Version 2.1.1). The premises were combined using the concept 
of "AND" (minimum operator). Implication, aggregation and defuzzifica
tion were performed by the Minimum, Maximum and Centroid operators, 
respectively. A description of these operators and how they are applied are 
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available in Klir et al. (1997). For the base model, all rules were weighted 
equally. 

Using the base model configuration, two Fuzzy Expert Systems were 
created. The March Fuzzy Expert System included the parameter values 
that were typically available on March 1, specifically March 1 snow water 
equivalent (measured in late February), late fall soil moisture and winter 
ice thickness. The April Fuzzy Expert System was identical except that it 
used snow data collected during the last week of March (available on April 
1). The following statement provides an example of the possible rules in 
the April Fuzzy Expert System database (note that one condition in italics 
would be selected for each variable for each rule). 

Ifthe Snowpack in April is (low, average, high) and the Ice Thickness is 
(low, average, high) and the Soil Moisture is (low, average, high) then the 
water levels during spring breakup will be (low, average, high). 

For a complete rule base, all combinations of possible input variables 
must have a define rule or outcome. 

3.3 Sensitivity Analysis on the Historical Record 

While the Fuzzy Expert Systems were found to be less sensitive to the 
weightings of the rule base, the results of the model were found to be 
highly sensitive to the method of defuzzification. If the soil moisture or the 
SWE was described as low in the data set, then the maximum water level 
attained at breakup was either low or average. If the ice thickness was low, 
the maximum water level could be any of the three possible linguistic de
scriptors. This led to the hypothesis that ice thickness may be less impor
tant than the other two parameters. Two models were created with weight
ings assigned to the rules. In the first model, rules for a premise with high 
ice membership functions were given half the weight of the other rules in 
the rule base. In the second model, rules regarding the low membership 
functions for Soil Moisture or SWE were given a higher weight than other 
rules. Neither of these models produced a significant change in the as
sessed water level risk compared to the base model. 

The method of defuzzification may hold the key for forecasting the oc
currence of extremely high water levels at Fort McMurray caused by 
breakup ice jams. The Bisector method of Defuzzification produced simi
lar, but slightly lower, forecasts of water levels compared to the base 
model, which applied the Center of Gravity for defuzzification. The per
formance of the base model was more accurate than that of Bisector 
Model. Smallest of Maxima, Mean of Maxima and Largest of Maxima 
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produced forecasts similar to each other, but very different from the base 
model. The Maxima models selected 1977 and 1997 as the only years with 
the risk of high water levels, and these were indeed the years when major 
ice jam flooding occurred in Fort McMurray. However, these models did 
not forecast the occurrence of high water for years when high water levels 
were caused by factors other than ice jams. For the four years that were 
forecast as lower risk years by the Maxima models, the actual water levels 
remained below the defined average water level of 245.0 m. This repre
sents only four of the actual fifteen years of record when water levels were 
below average. 

4 Results 

Using the base model configuration, two Fuzzy Expert Systems were cre
ated: the March 1 and the April 1 Fuzzy Expert Systems. While the April 
system was found to be more accurate, the March system allowed for a 
longer lead forecast time (Table I). The March I Fuzzy Expert System 
identified seven years out ofthe twenty-two years of data as having the po
tential for high water levels at breakup. These seven years included all four 
years where ice jam flooding was actually experienced. The April I Fuzzy 
Expert System identified five years as potentially high water levels at 
breakup, including all four actual high water events. The April system pro
duced fewer false-positive results, hence providing a better assessment of 
potential risk closer to the occurrence of river breakup. 

5 Conclusions 

Ice jams are frequent in many rivers in the cold region and it is highly de
sirable, from an emergency preparedness planning perspective, to be able 
to forecast the potential for severe ice jam flooding before the onset of 
breakup. This investigation explored the use of Fuzzy Expert Systems for 
long lead forecasts of flood risk related to ice jam breakup, by demonstrat
ing its application to the Athabasca River at Fort McMurray, Alberta, Can
ada. 

Both multiple linear regression and fuzzy logic have potential for river 
ice breakup forecasting. Regression models can produce a quantitative 
forecast of maximum water levels during spring breakup but require input 
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Table 1. Forecasting results from the Fuzzy Expert System 

Year SWE[mm] Soil Ice thick- Peak water Ice jam Forecasted 
moisture ness [m] level" [m] flooding flooding 

Mar.1 AEr.1 index [mm] observed Mar. 1 AEr.1 
1977 69 67 438.1 0.88 247.6 yes yes yes 
1978 77 27 280.0 0.88 242.0 yes 
1979 90 38 345.8 1.10 246.9 yes yes yes 
1980 63 83 335.2 0.69 244.8* 
1981 54 11 380.1 0.75 244.1 * 
1982 110 141 234.9 0.65 242.2 
1983 39 60 260.8 0.54 242.3 
1984 58 22 280.5 0.81 243 .5 
1985 117 89 425.5 0.73 243 .5 yes yes 
1986 50 27 262.0 1.05 244.0 
1987 56 63 258.0 0.87 245.1 
1988 42 16 249.9 0.66 244.5 
1989 68 83 347.5 0.62 243 .1 
1990 61 36 382.9 0.63 243 .0 
1991 73 83 289.0 0.77 245 .8* 
1992 92 9 463.2 0.75 242.1 * yes 
1993 50 20 295.3 0.82 243.4* 
1994 129 112 299.1 0.68 241.2* 
1995 58 33 228.8 0.85 245.6* 
1996 107 81 365.0 0.73 248.7* yes yes yes 
1997 117 128 460.1 0.77 247.0 yes yes yes 
1998 36 10 378.9 0.58 244.8* 
1999 108 86 162.9 0.81 240.4 

"asterisk (*) indicates water level deduced using Robichaud' s (2003) regression. 

variables measured at the time of breakup, thus limiting the lead time 
available to undertake mitigative measures. Fuzzy logic models are based 
on logic allowing more data for validation, and they can provide qualita
tive forecasts of water levels with information available weeks prior to 
river breakup. Using only antecedent basin moisture, late winter snowpack 
conditions, and late winter ice thickness data, we developed a Fuzzy Ex
pert System that can forecast the potential for high water levels at breakup. 
Forecasts based on conditions known on April I (typically 3 weeks in ad
vance of breakup) identified five years (of 22) for potentially high water 
levels at breakup, including all four actual high water events. 

While further research is needed to refine the predictive capabilities of 
the model, our results show that it is possible to forecast flood risk, and 
possibly even major ice jams, weeks before the onset of river breakup. 
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Chapter 17 

Impact of Climate Change on the Peace River 
Thermal Ice Regime 

Robyn Andrishak and Paye Hicks 

Abstract A one-dimensional hydrodynamic model that includes river ice forma
tion and melting processes is developed and used to assess climate change impact 
on the ice regime of the Peace River in Alberta. The model employs an Eulerian 
frame of reference for both the flow hydrodynamics and the ice processes (ice 
cover formation and deterioration) and uses the characteristic-dissipative-Galerkin 
finite element method to solve the primary equations. Model calibration and vali
dation results with historical data are presented; these indicate that the present 
model adequately simulates water temperature and ice front profiles. Higher air 
temperatures predicted by the CGCM2 climate model were used to generate future 
ice front profiles that correspond to the historical runs. This preliminary climate 
change impact analysis suggests that there is a significant potential for a shorter 
ice-covered season on the Peace River by the 21 sl century. At the Town of Peace 
River, the average total reduction in ice cover duration is 28 days (31 %) under the 
scenario applied. 

1 Introduction 

The winter ice cover that forms on most northern rivers plays an important 
role in ecosystems and water quality (Prowse and Culp 2003) and in many 
cases is a significant factor in Canada's northern transportation network 
(Gerard et al. 1992; Kuryk and Domaratzki 1999). Climate change, in par
ticular climate warming, has the potential to affect not only the duration 
and extent of ice cover on northern rivers but also, potentially, the fre
quency and/or severity of ice jam events (BeItaos and Prowse 2001; Bel
taos et al. 2007). Clearly, it is important to be able to assess the impact of 
climate change and climate variability on the ice regime of rivers and to 
develop adaptive strategies to minimize the negative impacts of these 
changes. 

This preliminary investigation explores the potential impacts of climate 
warming on the thermal regime of the Peace River for the reach extending 
from Hudson's Hope in British Columbia (BC) to Fort Vermilion in AI-
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berta (AB) (Fig. I in Beltaos et al. 2007). This river is regulated by hydro
power dams at its upstream end, and as a result thermal ice processes are a 
dominant feature of its winter regime. Building on the validated dynamic 
hydraulic model of the Peace River developed by Hicks (1996), and also 
applied by Peters and Prowse (2001), we employ a fully Eulerian frame
work to incorporate thermal ice formation and deterioration processes. The 
model is validated with available historical data and then applied to pro
vide an evaluation of the potential magnitude and significance of climate 
change impacts on thermal ice processes. 

2 Model Development 

The model developed for this study is built upon the University of Al
berta's public domain, dynamic river routing model, RiverlD (Hicks and 
Steffler 1992). River 1 D is a one-dimensional finite element-based numeri
cal model that solves conservation of water mass and longitudinal momen
tum using the characteristic-dissipative-Galerkin (COG) scheme. For this 
investigation, the rectangular channel version of the River 1 D model has 
been enhanced to incorporate thermal ice related processes including con
sideration of water temperature, suspended frazil ice, surface ice coverage, 
surface frazil ice, and solid surface ice. Ice front location is a supplemen
tary solution variable that determines where the free-drift assumption is 
applied to surface ice and where surface ice velocity is zero. 

Existing river ice models (e.g., Lal and Shen 1989; Shen et al. 1995) use 
an Eulerian-Lagrangian approach to model the governing equations. In 
contrast, the thermal process equations modeled in RiverlD have been de
veloped from control volume principles in a completely Eulerian frame of 
reference. Each equation can be written in the form: 

(1) 

where <P represents the solution variable, U is the mean flow or surface ice 
velocity, I.F is the sum of the mass or energy fluxes applying to the con
trol volume, t is the temporal coordinate, and x is the longitudinal coordi
nate. Equations in this general form were subsequently developed into 
weak statement formulations based on the characteristic-dissipative
Galerkin finite element scheme, and then incorporated into RiverlD. For 
each time step in the transient solution, the modeling procedure involves a 
decoupled solution of the total (ice and water) mass and longitudinal mo-
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mentum conservation equations, followed by solution of the water tem
perature equation, and finally the ice mass conservation equations. 

Figure 1 illustrates the generalized river cross section, upon which the 
model is formulated, containing suspended frazil and a variable ice cover 
made up of slush and solid ice layers. The variable dimensions indicated 
on the figure are defined with the equations that follow. The modeling ap
proach assumes that the drifting ice moves at the mean water velocity, 
with ice resistance effects only considered once the ice itself is arrested. 
This version of the model does not include consideration of dynamic ice 
jam formation or release processes. 

t~ 
tf 

~----------------------------~ 

H 
Water with suspended frazil 

B 

Fig. 1. Schematic cross section of a rectangular river channel with a variable ice 
cover and frazil ice in suspension 

Conservation of thermal energy is used to derive the model for river wa
ter temperature: 

(2) 

where A is the liquid water flow area, Cp is the specific heat of water, Tw is 
the water temperature, B is the channel width, B; surface ice coverage, 

¢wa' ¢;a' ¢;w are the net rates of heat exchange per unit area between water 

and air, ice and air, and ice and water, respectively, and p is the density of 
water. The flux term containing ¢;a only applies if heat is being lost, as any 

heat gain over an ice-covered area is directed towards ice melt. Similarly 
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with the third flux term on the right hand side of Eg. (2), which represents 
heat transfer associated with solid ice melt, there must be a positive heat 
loss from the water to the ice cover for this term to affect water tempera
ture. 

The water-air heat exchange rate is calculated using a typical linear heat 
transfer method, also employed by Lal and Shen (1989) for river ice mod
eling, whereby all of the temperature dependent components of the energy 
budget are consolidated into a single linear function of the form: 

(3) 

where hwa is a calibration coefficient in the order of 15 W m-2 °Ci for the 
Peace River (Andres 1996) and Ta is the ambient air temperature. Follow
ing Lal and Shen (1989), the present model simply adjusts the open water 
heat exchange rate calculated in Eg. (3) for the thermal conductivity of an 
ice cover, Ki, to evaluate the ice-air heat exchange: 

do. = do / (1 + ~) 'f'ta If/lt-'a K j 
(4) 

where ti is the thickness of solid ice. The method used to assess the ice
water heat exchange rate is adopted from the work of Ashton (1973), 
where the flow velocity and depth of water flow beneath the ice cover are 
used in a non-linear relationship to compute the heat transfer coefficient. 
This coefficient is then multiplied by Tw to calculate the rate of heat ex
change. 

Once a O°C isotherm has developed within the simulated reach, the ice 
mass conservation component of the model is activated. The initial ice 
mass process being modeled is the generation of suspended frazil uni
formly distributed throughout the flow, given by the concentration fraction 
Cj ; where: 

1 
(5) 

aACt aUACj -_.- + ----"-
at ax 

P (B - BJPwa _ P/7C t B 
Pi Pi Li ~ 

, v 'frazii rise 
trazii fonnation 

if1>O 

and Pi is the density of ice, Li is the latent heat of ice, and '1 is a calibration 
parameter that controls the rate at which frazil ice rises out of suspension 
due to its buoyancy to form surface ice pans. Note that the flux term asso-
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ciated with frazil formation requires the water temperature be ooe at that 
location. 

As suspended frazil ice rises, the surface ice coverage increases at a rate 
also influenced by an initial frazil floe thickness, t'f, that is assumed con
stant and is specified by the modeler. This value represents the minimum 
pan thickness that can remain stable at the water surface without being 
overcome by turbulence and is necessary to numerically control the rate of 
change of surface ice concentration. Deviating from the two-layer surface 
ice structure proposed in Fig. I, the change in surface ice coverage, Bi , can 
be evaluated by simply conserving all of the frazil slush and pore water 
added to the surface layer within a "virtual" surface ice layer t'f thick: 

v 

frazil and pore water deposition 

where Ui is the surface ice velocity, p' is the combined density of frazil 
slush and pore water, and er is the porosity of frazil slush. Pore water mass 
is captured within the frazil slush layer in proportion to ej, as given by the 
term pef /(1- er ) . 

The thickness offrazil slush on the underside of pans and solid ice at the 
surface is derived from the following equations when frazil slush exists: 

aB/f + aUiB/f = ~ [Pi + P er J77Cf B _ P' B/Aa 
at Ox P (I-ef ) Pi Li 

, , '-v--' 
frazl1andpore;aterdeposition pore~aterfreezing 

If 1'\,>0 

aBJi aUiBJi 1 P' B/Pia +£ Bi¢ia --+ ---
at ax Pi Pi Ii Pi Ii 

'----v-----' '----v-----' 
pore water freezing solid ice melt 

if ¢ia>O if ¢",<O 

Pi Li 
'-v--' 

slushmelt 
if ~w>O 

(7) 

(8) 

where tf is the thickness of the frazil slush layer on the underside of ice at 
the surface. If this layer freezes completely (i.e., tr ~O), the flux associ-
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ated with pore water freezing no longer applies to the solid ice equation, 
and new terms for growth of columnar ice and solid ice melt due to warm 
water replace the pore water freezing term in Eq. (8). In this case, the solid 
ice equation becomes: 

aB/i aUiB/i 
--+--'--':""':'" at ax (9) 

growth of columnarice solidicemelt sohdicemelt towannwater 
if ¢ia>O if ¢ia<O if ¢iW>O 

3ndT.,v=O 

In the present version of the model, the user must specify the time at 
which bridging occurs at the downstream boundary. When this time in the 
simulation is reached, the ice front location is set at the downstream 
boundary and the approach of ice from upstream leads to the upstream 
progression of the ice front. A simplified version of the RlCEN model's 
(Shen et al. 1995) conservation of surface ice discharge method is used to 
determine the rate of ice cover progression. Surface ice entrainment at the 
leading edge of the ice cover and thickening processes, which both reduce 
the rate of ice cover advance, are approximated by the constant calibration 
factor, PiUX, in the following equation that tracks ice front location: 

~U xt+l>t = X t _ _ R __ i M 
l l P.JlLX 

(10) 

where X;+l>1 , X; are the ice front locations at time t + I1t and t, respec

tively, and M is the solution time step used to run the model. 
Recession of the ice cover due to melt is handled more naturally by the 

model. The ice front location moves node by node downstream as the ice 
thickness at the ice front decreases towards zero. Intermediate ice front lo
cations are not calculated during the melt process, as they are during up
stream progression. 
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3 Model Calibration and Application to the Peace River 

3.1 Data Requirements 

The data required to run the River 1 D thermal river ice model consists of 
initial conditions and inflow time series for the hydraulic, water tempera
ture, and ice conditions. A downstream water level time series is also re
quired for the hydraulic modeling component. Finally, one or more air 
temperature time series must be specified to drive the thermal modeling 
components. Heat input from solar radiation can also be considered, but 
this feature was not employed in this case study application, as insufficient 
data were available. Downstream boundary conditions for water tempera
ture and ice conditions are not required as the finite element method em
ployed in River 1 D uses the applicable 'natural' boundary conditions. 

Discharge records and tailrace water temperature for the Bennett/Peace 
Canyon Dam were made available by Alberta Environment and used to 
develop the upstream boundary conditions for the model. Ice inflow at the 
upstream boundary was set at zero for all simulations, which is consistent 
with the physical situation in this case. Extensive air temperature records 
at Fort st. John, BC, the Town of Peace River, AB, and at High Level, AB, 
were used to construct the air temperature time series for the simulations 
(station locations shown in Fig. 1 in BeItaos et al. 2007). For this study, 
the average mean daily air temperature at the first two stations was used to 
define the air temperature upstream of the Town of Peace River and the 
mean daily air temperature at High Level was applied to the lower reach. 
The remaining input parameter is the time of ice front initiation at the 
downstream boundary. This value was either estimated or, when known, 
taken directly from historical ice front observations provided by Alberta 
Environment. 

3.2 Model Calibration and Validation 

Calibration and validation of the thermal river ice model involved two 
phases: the first required calibration/validation of the air-water heat ex
change coefficient to observed water temperature data; the second phase 
involved calibrating and validating the remaining set of parameters that 
dictate the simulated ice front profile. 
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3.2.1 Calibration/Validation Using Measured Water Temperature 

Water temperature observations on the Peace River in Alberta are cur
rently limited to two locations: the Water Survey of Canada (WSC) gauges 
at Alces River (164 km downstream of the Bennett Dam) and the Town of 
Peace River (396 km downstream of the Bennett Dam). As only two years 
of record were available, for the 2002103 and 2003/04 ice seasons, the 
former season was used for calibration and the latter for validation. 

For the calibration using the 2002103 data, heat exchange coefficients of 
15 and 20 W m-2 °C1 were tested (chosen based on the results of previous 
studies on the Peace River (e.g., Andres 1993, 1996)). The resulting simu
lated water temperature profiles at the Alces and Peace River gauge sites 
are shown in Figs. 2a and 2b. As the figures illustrate, both values of the 
heat exchange coefficient tested appear to simulate reasonable water tem
peratures at the Alces and Peace River gauge sites. However, for this pre
liminary investigation, it was decided to proceed using a value of 15 W m-2 

°C1 for the heat exchange coefficient, as it provided the better representa
tion of the date the zero degree isotherm arrived at the gauge sites. 

Figures 2c and 2d compare the simulated water temperature profile (us
ing 15 W m-2 °C1 for the heat exchange coefficient) with the observed data 
at the two gauge sites for the 2003/04 (validation) season. As the figure il
lustrates, model results do not as closely match but are generally consistent 
with the measured data. In particular, the timing of the arrival of the zero 
degree isotherm is well represented by these simulation results. 

Overall, the results of this preliminary calibration and validation to the 
water temperature data suggest that the model is producing reasonable re
sults, though not perfectly capturing the water temperature behavior. A 
choice of 15 W m-2 °C1 seems a reasonable compromise given the limited 
available data for calibration and validation. Clearly more data and addi
tional modeling is required to refine the simulation results for water tem
perature over the course of the cooling period. The differences between 
simulated and recorded water temperature may simply be a reflection of 
the suitability of the air temperature data for that location or the quality of 
the water temperature data at that site or at the upstream boundary. In any 
case, the water temperatures were considered to be adequately modeled for 
the purposes of this preliminary investigation, on the basis of the consis
tent simulation of the timing of the zero degree isotherm at Alces and the 
Town of Peace River, which can be considered the most important prereq
uisite to accurate ice process modeling. 
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Fig. 2. Peace River water temperature calibration for 2002/03, using gauges at (a) 
Alces and (b) the Town of Peace River. Model validation for 2003104, using 
gauges at (c) Alces and (d) the Town of Peace River 

3.2.2 Calibration/Validation of the Ice Process Parameter Set 

More than 20 years of historical records, including documentation of the 
ice front progression in each year, were supplied by Alberta Environment 
for calibration and validation of the ice process model components. Unfor
tunately, much of the record is sparse, most notably in terms of the water 
temperature information required for the inflow boundary condition. It was 
eventually decided that most of the empirical ice process parameters would 
be set to 'typical' values and only the juxtaposition parameter, PIUX, would 
be adjusted. 

A value of P;ux= 2.5 was found to produce the best overall ice front re
sults for the 20 years of historical record simulated, 2003/04 through 
1984/85. The remaining parameters and their adopted values were: 

- frazil floe porosity = 0.5; 
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- frazil rise parameter = 0.0001 m S·I; 

- Manning's n for ice cover = 0.02; and 
- ice-water heat exchange constant = 1187 W S08 m26 °el (Ashton 

1973). 
Other variables can be used to calibrate the model parameters and to as

sess the quality of its performance: measured water levels, documented 
surface ice concentrations, and observed ice thicknesses. However, given 
that the objective of this study was to investigate climate warming influ
ences on the extent and duration of ice cover, ice front location was con
sidered the most relevant. Thus, validation consisted of comparing the 
modeled ice front locations to the observed data. 

In comparing model results to measured ice front progression, it was 
found that the performance of the model varied from year to year. For ex
ample, the simulated profile for 2002/03 and 2003/04 extended considera
bly farther upstream than the observed profile in the reach upstream of the 
Town of Peace River (TPR) as shown in Fig. 3. However, in other years, 
such as 1995/96 and 1996/97, the model performed extremely well, as also 
shown in the figure. Among the remaining 16 years simulated, 14 were 
qualitatively considered to have 'good' ice front profile agreement with 
available observations, one 'very good' (1988/89), and one 'fair' 
(1985/86). 

In addition to the necessary approximations regarding the inflow bound
ary water temperatures for those years when the data was suspect or miss
ing, a key factor contributing to the variable accuracy of the ice front pro
file simulation is that at present, the River 1 D thermal ice model does not 
explicitly consider ice cover consolidation or hydraulic thickening, but 
rather approximates these effects with the constant calibration parameter, 
P;ux. These dynamic processes are known to occur on occasion along the 
Peace River, particularly during the freeze-up period; however, with a con
stant PJux the variability of these effects from reach-to-reach or year-to-year 
cannot be considered. Therefore, it is not unexpected that the current ver
sion of the model would over-estimate the upstream progression of the ice 
cover in some of the historical simulations. 

Despite these limitations in the model's capabilities, it still produces 
sufficiently reasonable results to be useful in conducting a preliminary as
sessment of the potential influences of climate change on the thermal ice 
regime of the Peace River. This is particularly true at the Town of Peace 
River where the timing of ice front arrival was simulated very well in the 
majority of years run, as opposed to the results in the reaches farther up
stream where larger discrepancies were apparent. For example, based on 
the 20 years of historical record simulated, River 1 D predicted the average 
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duration of ice cover and dates of freeze-up and breakup at the Town of 
Peace River to within two days of the observed. The maximum extent of 
ice simulated was, on average, 50 km farther upstream than the observed 
value. 
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Fig. 3. Modeled and observed historical ice front profiles for selected years 

4 Climate Change Analysis 

The Canadian CGCM2 climate model was selected to assess the impact of 
climate change on the historical winter seasons modeled. Two standard
ized future climate scenarios were available from the Mackenzie GEWEX 
Study (MAGS) research network database; these are commonly referred to 
as the A2 and B2 scenarios. The A2 scenario, based on larger population 
growth and higher cumulative CO2 emissions than the 82 scenario over 
the 1990-2100 period, was chosen for this study in order to examine the 
more severe climate prediction. The CGCM2 model provides mean 
monthly temperature change projections relative to 1961-90 for various 
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locations in Canada. For this preliminary analysis, the mid-range projec
tion for the year 2050 was selected over the two extremes of 2010 and 
2080. 

To assess the potential effects of climate change on the winter regime of 
the Peace River, it was necessary to assume that the mean monthly air 
temperature change projections from the climate change scenario could be 
applied directly to the mean daily historical values used as model input. 
Other compounding potential effects of climate warming, such warmer 
water temperatures in the hydropower dam reservoir and/or a delay in the 
timing of initial ice cover bridging at Fort Vermilion, could not be consid
ered here but do warrant future investigation. Intuitive judgment suggests 
that neglecting these factors would mean that the results of this analysis 
would likely underestimate the potential impact of warming on the dura
tion and extent of the river's ice cover. Discharge is another key factor in 
the winter regime of rivers, and although natural flow rates would be ex
pected to change in a future climate scenario, information from BC Hydro 
indicates that the nature of the hydropower facilities controlling the head
waters of the Peace River is to service base power demand as opposed to 
long- or short-term growth in demand. As a result, flow releases at this site 
are not heavily influenced by changes in weather or population growth that 
would correspond with a future climate scenario. Therefore, an assumption 
of change in future river flows is not considered a significant uncertainty 
for the purposes of this investigation. 

Examples of climate change ice front profiles compared with the his
torical simulations are presented in Fig. 4 for the same example years pre
sented in the previous section. The predicted November, December, Janu
ary, February, March, and April temperature increases for the southern 
region (including the Town of Peace River) of 0.37,4.02, 5.11, 3.85, 4.10 
and 1.85°C, and 0.30, 3.82, 5.67, 3.90, 4.05 and 1.70°C for the northern 
region, clearly have a significant impact on the overall ice front progres
sion notwithstanding the fact that the bridging date has not been delayed. 

In particular, the duration and maximum extent of ice cover are reduced. 
The maximum upstream extent of the ice cover would be expected to be 
consistently farther downstream of the Bennett Dam by an average of 60 
km (Fig. Sa). In terms of the delay in the date of freeze-up at the Town of 
Peace River, an average of 13 days is indicated and for breakup, the aver
age date is 15 days earlier. A 28 day reduction in the average duration of 
ice cover (Fig. 5b) represents a shortening of the ice-covered season by 
31 % compared to the historical observations from the 1961-90 period. 
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Fig. 4. Simulated historical and future climate ice front profiles for selected years 

5 Discussion and Future Research 

This investigation applied the River 1 D thermal ice model to assess the po
tential impacts of climate change on the thermal ice regime of Peace River. 
In general, the model produced reasonable predictions of ice cover pro
gression for the validation period, but it cannot precisely capture ice cover 
progression in years where dynamic processes, such as secondary ice 
cover consolidation, significantly influence the location of the ice front. 
Nevertheless, the model's capability is considered adequate for the pur
poses of this preliminary study. 

The model was used to explore the potential impacts of climate change 
on the Peace River thermal ice regime. Results indicate that both the dura
tion and the maximum extent of the ice cover will be reduced under the 
CGCM21A2 scenario. Given the limited input and validation data, the fact 
that the model only considers thermal ice processes at this time, the lack of 
consideration of the effects of climate change on reservoir outflow tem
peratures and ice cover initiation date, and uncertainties associated with 
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Fig. 5. Modeled historical versus future climate change (a) minimum ice front dis
tance (in kilometers) from the Bennett Dam in British Columbia and (b) duration 
of ice cover (in days) at the Town of Peace River in Alberta 

the meteorological climate change analysis itself (as well as its applicabil
ity for this particular period of record), these quantitative averages cannot 
be considered firm predictions. However, their magnitudes definitely sug
gest that there will be a measurable, and possibly even significant, impact 
attributable to climate change on the future ice regime of the Peace River. 
Therefore, it is important to start developing adaptive strategies as well as 
improved models and data archives, in order to gain a more reliable quan
titative assessment of these impacts. 

Opportunities exist to improve the current River 1 D thermal model. The 
most immediate need is to incorporate the physics of ice cover stability 
and mechanical thickening into the current version. This should greatly 
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improve the model's consistency when simulating the ice front profile 
from year to year. Secondarily, computation of ice floe velocity can be ad
vanced to include the effect of channel constriction on the passage of large 
concentrations of surface ice. In addition, consideration of natural channel 
geometry would facilitate validation of water levels, not just ice front pro
greSSIOn. 

The bridging phenomenon is still not completely understood and re
mains largely site specific. It would be extremely beneficial, particularly 
with respect to modeling climate change effects on river ice, to have a reli
able bridging criterion built into the model. Future research, modeling, and 
field observation could reveal a great deal about this aspect of the river's 
ice regime. Other issues not currently included in the model such as lateral 
thermal inflow and snow cover could also be the focus of future work. 

Continued and improved data collection is also critical to the quality and 
success ofthis and other river ice studies. For the Peace River, one or more 
additional water temperature monitoring sites downstream of the Town of 
Peace River would provide extremely useful calibration and validation 
data. The temperature of water discharged from the hydropower dam 
should continue to be measured and reservoir models should be developed 
to evaluate the effect of climate change on the seasonal water temperature 
boundary condition. In terms of modeling climate change impacts on the 
river ice, additional scenarios can be investigated using the current model 
to assess the importance of the inflow water temperature and date of bridg
ing on the overall ice front simulation. 
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Chapter 18 

Climate Impacts on Ice-jam Floods in a Regulated 
Northern River 

Spyros Beltaos, Terry Prowse, Barrie BonsaI, Tom Carter, 
Ross MacKay, Luigi Romolo, Alain Pietroniro 
and Brenda Toth 

Abstract The Peace-Athabasca Delta (PAD) in northern Alberta is one of the 
world's largest inland freshwater deltas. Beginning in the mid-1970s, a scarcity of 
ice-jam flooding in the lower Peace River has resulted in prolonged dry periods 
and considerable reduction in the area covered by lakes and ponds that provide 
habitat for aquatic life in the PAD. Using archived hydrometric data and in situ 
observations, the ice regime of the lower Peace is quantified and ice-jam flooding 
is shown to depend on freeze-up stage and spring flow. The former has increased 
as a result of flow regulation; the latter has decreased due to recent climatic 
trends. This has contributed to less frequent ice-jam flooding. The frequency of 
ice-jam floods is further explored under "present" (1961-90) and "future" (2070-
99) climatic conditions. The ice season duration is likely to be reduced by 2-4 
weeks, while future ice covers would be slightly thinner than they are at present. 
More importantly, a large part of the Peace River basin is expected to experience 
frequent and sustained mid-winter thaws. These events are expected to cause sig
nificant melt and depleted snowpack in the spring, leading to severe reduction in 
the frequency of ice-jam flooding. 

1 Introduction 

Climate change is expected to modify streamflow (Burn and Hesch 2007) 
and thence, the ice regime of major rivers affected by hydro-electric regu
lation in Western Canada. Of particular interest are extreme flood events, 
including those caused by ice jams that form during the spring breakup of 
the ice cover (Hicks and Beltaos 2007). The focus of the present study is 
the Peace-Athabasca Delta (PAD) in northern Alberta (Fig. 1), one of the 
world's largest inland freshwater deltas and home to large populations of 
waterfowl, muskrat, beaver, and free-ranging wood bison. In the last half 
century, mean annual temperature over western Canada, including the 



346 BeItaos et al. 

PAD region, has increased by I ° to 2°C with the majority of this warming 
occurring during winter and spring (Zhang et al. 2000). During roughly 
this same period, winter snow accumulation in the upper reaches of the 
PAD has significantly decreased (Keller 1997, Romolo et al. 2006). 

I 
"""I' 

\ * Air temperature station ; \ 

o 300 
I I 

kilometers 

Fig. 1. Location of Peace-Athabasca Delta in the upper Mackenzie River Basin. 
(From Beltaos et al. 2006a, reproduced with permission from John Wiley & Sons 
Limited) 

The Peace River rises in the Rocky Mountains of northern British Co
lumbia. Since 1968, it has been regulated by the W.A.C. Bennett hydro
electric generation dam. The upstream limit of the PAD is located near 
Peace Point, some 1100 km downstream of the dam (Fig. 1). The PAD 
comprises many lakes and ponds that are connected to Lake Athabasca and 
the Peace/Slave rivers by scores of active and inactive channels. Flow is 
normally northward, but can reverse when the Peace is at high stage, thus 
providing the PAD ecosystem with crucial water supply and essential nu
trient replenishment. 
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Beginning in the mid-1970s, this complex and dynamic region has ex
perienced prolonged dry periods, leading to considerable reduction in the 
area covered by lakes and ponds that are habitat for aquatic life. A com
mon perception during the 1970s and 1980s was that regulation by the 
Bennett dam reduced the frequency of large open-water flood events that 
were capable of inundating the entire PAD. More recent studies, however, 
revealed that open-water floods, including the historically high event of 
1990, did not produce sufficiently high water levels to inundate the higher
elevation areas of the Delta, such as the perched basins (Demuth et al. 
1996). It was only in the 1990s that the essential role played by spring ice 
jams in the flooding of such areas was demonstrated (Prowse and Conly 
1998). Prowse et al. (1996) analyzed historical hydrometric records kept 
by the Water Survey of Canada (WSC) at the Peace Point gauge (Fig. 1). 
They found that the peak water levels that occurred during several breakup 
events exceeded that of the 1990 open-water flood, some by as much as 2 
m. It is now known that the major flood events of recent decades (1963, 
1965, 1972, 1974, 1996 and 1997) were all caused by ice jams whose oc
currence is influenced by both regulation and climate (Beltaos et al. 2006a; 
Prowse and Conly 1998). Demuth et al. (1996) identified four likely ice
jam lodgment sites (or jam "toe" locations, see Fig. 1): at the downstream 
end of the first large island in Slave River; near the confluence of Peace 
and Slave Rivers, at the mouth of Riviere des Rochers; at the sharp bend 
near Rocky Point; and at the upstream end of Moose Island. Until this 
study was undertaken, there was hardly any information concerning the 
freeze-up and breakup processes within the delta reach of the Peace 
(Sweetgrass landing to mouth of Peace, Fig. 1). The objectives of this 
study, which commenced in 1999, were (1) to identifY and quantifY the 
hydro-climatic parameters that are conducive to ice-jam flooding, and (2) 
to predict changes to the frequency of ice-jam floods in response to antici
pated climate change scenarios. 

2 Data Collection and Analysis 

The lower reach of Peace River is largely inaccessible by road. Conse
quently, very limited information exists about local ice processes in gen
eral, and ice breakup and jamming in particular. For the present study, the 
only source of comprehensive data is the hydrometric station record for the 
WSC gauge at Peace Point located well upstream of the delta reach (~11 0 
km above the mouth of Peace) or some 60 km above Sweetgrass Landing. 
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However, the local channel configuration and slope are similar to those 
encountered within the delta reach. Hence Peace Point records was used as 
a surrogate for delta-reach processes, with the understanding that various 
details may not always be adequately represented. This approach was first 
adopted by Prowse et al. (1996) who examined the records up to 1993; 
subsequent years (to 2003) have been filled in as part ofthe present study. 

The information gleaned from the historical record at Peace Point was 
corroborated with field measurements and observations in the entire study 
reach (from Peace River mouth to Peace Point and beyond), using winter
road and snowmobile access, fixed- or rotary-wing aircraft, boats, or spe
cial-purpose vehicles on loan from Parks Canada. Without the logistical 
assistance support from the Fort Smith and Fort Chipewyan offices of this 
agency, the field program would be limited to mainly qualitative aerial ob
servation. Occasional logistical assistance was also provided by B.C. Hy
dro field crews. Important supplementary information and occasional field 
support were provided by the Yellowknife office of WSC. 

Field data collection comprised the following components: 
1. Measurements of channel bathymetry between Boyer Rapids and 

Sweetgrass Landing, to characterize channel hydraulics in this, not 
previously surveyed, reach. Particular attention was paid to a 5 km 
stretch centred at the Peace Point gauge in order to describe local 
hydraulics for use in slope-area and ice jam calculations. 

2. Ice thickness measurements in the fall and winter, including early
spring data, intended to document decay processes during the pre
breakup period. 

3. Continuous water-level monitoring at selected stations in the delta 
during the ice season. 

4. In situ ice breakup observations and measurements during the spring 
events of 2000, 2002 and 2003; and freeze-up observations in late 
2000. 

To characterize relevant climatic variables, archived data at meteoro
logical stations operated by the Meteorological Service of Canada (MSC) 
were used. Parks Canada reports on the 1996 and 1997 floods (Giroux 
1997 a, 1997b) provided helpful information on ice-jam locations and high 
water marks. On occasion, WSC hydrometric information at the town of 
Peace River and on major tributaries helped distinguish between natural 
trends and regulation effects. The numerical models RIVJAM (Beltaos 
2003a) and WATFLOOD (Pietroniro et al. 2003) were applied to quantity 
ice-jam flood stages and climate impacts on spring flows, respectively. 
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3 Results 

3.1 Ice Processes in Lower Peace River (Boyer Rapids to 
Slave River) 

Within the study area, the Peace River is large but flat (width ~ 600 m, 
slope ~ 0.05 m/km), and is ice covered for nearly six months of each year 
(November to late April or early May). Freeze-up in a flat reach would be 
expected to occur by surface juxtaposition of slush ice floes because hy
drodynamic forces would not be sufficient to overturn and submerge the 
floes when they come to rest at a constriction or against already formed ice 
cover. This process still occurs on occasion, but the hydrometric record 
suggests that there are years when the large, regulation-generated, flows 
during late fall produce a thickened ice cover. This was corroborated by in 
situ observations and stage records in November of 2000: a newly formed 
surface cover collapsed to form a thickened accumulation of ice fragments 
and floes that raised water levels to ice-jam values (Beltaos et al. 2006a). 
On the average, post-regulation freeze-up stages at Peace Point are 1.4 m 
higher than pre-regulation values. 

Once a stable cover has formed, a layer of solid ice (sheet ice cover) 
grows vertically by freezing into the underlying water or ice-water mixture 
of a thickened porous accumulation. WSC archived data for the Peace 
Point gauge site indicate that the solid ice layer attains a maximum thick
ness of 0.7 to 1.2 m, with an average value of 0.9 m. Typically, this occurs 
some time between mid-March and mid-April. Measurements that started 
in 2000 reveal a longitudinal variation of ice thickness. Comparable values 
have been found at various locations downstream of Peace Point, though 
there is often a tendency towards thinner ice within the delta reach (Fig. 2). 

After mid-March, ice thickness may begin to decrease in response to 
positive heat inputs to the ice cover, due to milder air temperatures and in
creased solar radiation. Thickness reduction has been empirically linked to 
degree-days of thaw above a base temperature of -5°C (Bilello 1980), 
though such a statistical relationship yielded considerable scatter when ap
plied to the present day situation. On average, the implied rate of thinning 
is about 0.0015 m/(OC day) which is comparable to values obtained in more 
southern Canadian rivers (Beltaos et al. 2006a). In addition to thinning, the 
ice cover is subject to strength reductions resulting from penetration of 
short-wave radiation and preferential melting along ice crystal boundaries. 
This effect is difficult to measure but calculations by Prowse et al (1996) 
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Fig. 2. Spatial variation of ice thickness along the lower Peace River, as revealed 
by measurements obtained in March of 2000-03. Peace-Point data were provided 
by WSC; 2002 data point is interpolated (modified after Beltaos et al. 2006a) 

indicated significant strength loss during the pre-breakup period. Observa
tions near Peace Point on April 29, 2003, two days prior to breakup initia
tion, support this prediction, albeit qualitatively. Holes drilled in the ice 
cover revealed that the lower 50 cm or so were completely saturated with 
water, suggesting the presence of a dense network of interconnected cracks 
and voids. 

As the flow begins to increase, typically in mid-April, so does the river 
stage and the hydrodynamic forces exerted on the ice cover. Hinge cracks 
form first, running along the river and close to the banks to produce shore 
leads. This reduces the degree of ice cover attachment to the channel 
boundary and, with further increases in flow and stage, leads to formation 
of transverse cracks. Eventually, the stage and hydrodynamic forces may 
become sufficient to dislodge and transport the ice down river. Once in 
motion, large ice slabs collide with each other and with channel bounda
ries, generating rubble that accumulates to form ice jams where they are 
halted by a competent ice cover that has not yet been dislodged. The first 
sustained movement of the winter ice cover at a given site is defined as the 
onset or initiation of breakup (Beltaos 1997). 

Depending on hydro-meteorological conditions, breakup events can be ei
ther thermal or mechanical. The former typically occurs when mild weather 
is accompanied by low runoff due to gradual melt and lack of rain. The ice 
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cover decays in situ and eventually disintegrates or is sufficiently weakened 
that it can be dislodged by the mild current. Ice jamming is minimal, if any, 
and water levels remain low. Mechanical breakup occurs when the ice cover 
is dislodged while still retaining significant strength and thickness, and is 
typically triggered by rising flows. Major jams can now form because they 
are held in place by competent sheet ice that has not yet moved. 

Field observations during April and May of 2000 and 2002 documented 
thermal breakup events, characterized by advanced decay of the ice cover 
prior to disintegration in situ, or dislodgement by the flow. In 2000, spring 
flows were relatively low (maximum = 1740 m3 S-I) and the ice cover 
gradually disappeared by thermal attrition. On the other hand, the higher 
flows of 2002 (maximum = 4010 m3 S-I) were insufficient to dislodge the 
ice cover while it remained strong and thick. At Peace Point, the ice did 
not move out until the spring flow recession, after sustaining considerable 
thermal decay. Neither ofthese events produced significant jamming. 

The 2003 event, attended by high flows (maximum = 5770 m3 S-I), was 
partially of the mechanical type but did not result in ice-jam flooding of 
the delta reach. Essentially, breakup below the town of Peace River con
sisted of sequential releases and arrests of bank-to-bank rubble fields that 
attained lengths of tens of kilometers. When arrested, the rubble formed 
major jams. One of these jams caused flooding at Carcajou located several 
hundred kilometers above Peace Point, while another nearly flooded the 
community of Garden Creek some 120 km above Peace Point. The farthest 
downstream jam formed at Boyer Rapids on May 1; the wave generated by 
the preceding release dislodged the ice cover in the vicinity of Peace Point. 
This was as far as the mechanical type of breakup advanced. The Boyer 
Rapids jam gradually melted away, producing a minor wave at Peace Point 
upon its release on May 4. Downstream of Peace Point, the ice cover disin
tegrated by thermal decay and gradual movements of ice sheets. Only mi
nor accumulations of rubble formed at a few locations in the delta reach. 

3.2 Conditions for Ice-jam Flood Occurrence 

A necessary but not sufficient condition for the occurrence of significant 
jams is a mechanical breakup event. Detailed analysis of hydrometric re
cords at Peace Point yielded a methodology to characterize past events as 
either mechanical or thermal (Beltaos 2003b). The results are consistent 
with findings on other rivers and underscore the importance of spring 
flows and freeze-up levels. Within the period covered by hydrometric 
gauge archives (l960-present), there have been six major ice-jam floods: 
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under the natural-flow regime in 1963 and 1965; and under regulated-flow 
conditions in 1972, 1974, 1996, and 1997. There is also evidence that brief 
jamming and limited flooding occurred in 1994 when a jam was formed at 
Rocky Point following a release at Boyer Rapids (Kevin Timoney, pers. 
comm. 2005, quoting the local newspaper Slave River Journal, May 4 
1994). All these events were associated with mechanical breakup at Peace 
Point, but there were many other mechanical events in the record that did 
not lead to flooding. Beltaos et al (2006a) reasoned that two additional 
conditions must also be fulfilled: an ice jam must form in the delta reach of 
the Peace, and the river flow must exceed a certain threshold before the 
water levels along the jam rise above the bank elevation to cause signifi
cant overbank flooding. 

The flood-threshold flow was determined using the model RIVJAM 
(Beltaos 2003a), after calibration with high-water-mark data from the 1996 
and 1997 flood events (Fig. 3). It was found that a minimum Peace-Point 
flow of approximately 4000 m3 S-1 is necessary to initiate flooding when a 
major jam has formed in the delta reach. The extent of a flood and its eff-
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Fig. 3. RTVJAM prediction for April29, 1997 and comparison with 1997 high wa
ter marks (square symbols). Continuous lines show predicted water surface and 
bottom of jam; dashed line indicates approximate elevation of south bank. R. des 
Rochers marks the mouth of Peace River and the head of Slave River. (From Bel
taos 2003a, reproduced with permission from John Wiley & Sons Limited) 
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ectiveness in replenishing PAD habitat will also depend on the duration 
that high flows are maintained. This duration is governed by the shape of 
the flow hydro graph, but can be approximately indexed by the maximum 
flow during the event. As indicated in Table 1, all of the ice-jam flood 
events had maximum breakup flows well in excess of 4000 m3 S-I, hence 
there would have been ample time for sustained inundation of the delta. 

The condition under which an ice jam is created in the delta reach of the 
Peace, cannot be quantified at present because it is not possible to predict 
whether and where an ice jam will form in a given reach even if a me
chanical event occurs at Peace Point. Such uncertainty is aptly illustrated 
by the 1994 and 2003 events, both of which had comparable breakup 
flows, together with a jam forming at Boyer Rapids and a mechanical 
event occurring at Peace Point. In 1994, the release wave of the Boyer 
Rapids jam dislodged the downstream ice cover all the way to Rocky Point 
where a new jam formed. However, in 2003, the Boyer Rapids jam re
mained intact for several days and was thermally eroded to insignificance 
before it was released to produce a minor wave. The result was a thermal 
event in the delta reach. 

Table 1. Peace-Point water levels and flows associated with ice-jam flood events 
(modified after BeItaos et al. 2006a) 

Year 
1963 
1965 
1972 
1974 
1994d 
1996 
1997 

213.32 
212.16 
213.01 
212.71 
213.57 
212.38 
214.22 

"Freeze-up stage. 

220.55 
219.02 
220.30 
220.17 
220.64 
220.28 
220.75 

bpeak breakup stage and concomitant flow. 

4000 
4400 
4200 
6500 
5310 
4800 
9000 

cMaximum flow obtained during the spring breakup event. 
dNot a major event -limited flooding. 

9000 
7000 
5600 
8700 
5310 
5800 
9160 

3.3 Significance of Freeze-up Stage and Breakup Flow 

Consistent with results on other rivers, Beltaos et al. (2006a) found a 
strong positive correlation between the breakup onset stage, HB, and the 
freeze-up stage HF. Other things being equal, high values of HF are likely 
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to be associated with more frequent thermal events, as indicated in a plot 
of Qmax (maximum flow during breakup event) vs. HF (Fig. 4). Thermal 
events tend to cluster towards the higher freeze-up levels and mechanical 
events are far more frequent at the lower levels. This result can be deduced 
from the equations presented by BeItaos (1997) based on extensive data on 
Canadian rivers, and is consistent with findings in the United States (Kath
leen White, pers. comm., 2005). On the other hand, the inhibiting effect of 
high freeze-up stages can be offset by large spring discharge, as was dem
onstrated by the 1997 event. Table 1 indicates that this event was a case 
when HF was well above the values of the other five events, but the con
current flow (Qmax = 9160 m3 S·l) was the highest on record for breakup 
conditions. Thus, other things being equal, higher flows enhance the prob
ability of flooding and the magnitude of the flood, which is also consistent 
with current understanding of breakup and jamming processes (BeItaos 
1995, 1997). 

10000 • Mechanical 

• • • Probably mechanical • o Thermal 
8000 - 1:J.. Probably thermal 

• +2003 Event 

• 
~ 
r/J 6000 -........ • + r<l ••• E 
'-' 0 08 x 0 ro 

E 4000 - •• 1:J.. • O. 0 0 •• 0 .. O • 0 •• • 00 

2000 - 01:J.. 
0 

0 I I I I I I 

210 211 212 213 214 215 216 217 
HF(m) 

Fig. 4. Influence of freeze-up stage and maximum breakup discharge on the type 
of breakup event. Major flood events are identified by year of occurrence. The 
qualifier "probably" is used where the event designation is uncertain, but there are 
strong indications in favor of one or the other type (modified after BeItaos et al. 
2006a) 
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Particularly pertinent to this discussion is the 2003 breakup event which 
was attended by high flows but did not generate ice jams and flooding in 
the delta reach. The value of Qmax is estimated by WSC as 5770 m3 S-1 (and 
as 6100 m3 S-1 by Beltaos et al. 2006a), values that are comparable to that 
of the 1996 flood event (Table 1). However, the freeze-up stage (HF) was 
215.2 m, some 3 m higher than that of the 1996 event. 

Beltaos et al. (2006a) found positive and negative temporal trends for 
HF and Qmax, respectively, for the post-regulation period (1971-2003; the 
reservoir-filling years 1968-1971 were excluded). The increase in freeze
up stage (significance probability = 0.004) is consistent with the higher fall 
and winter flows that have resulted from regulation. The decrease in 
breakup discharge (significance probability = 0.20) was attributed to cli
matic effects, such as a decline in winter precipitation in the upper Peace 
River basin (Keller 1997, Romolo et al. 2006). However, the short pre
regulation record at Peace Point precludes assessment of the relative ef
fects of these two factors (HF and Qmax) on the frequency of ice-jam flood
ing during that period (Beltaos et al. 2006a). 

3.4 Climatic Effects and Future Ice Regime 

Given the sensitivity of ice-jam processes to climatic inputs (Beltaos 2002, 
2004; Beltaos and Prowse 2001), the issue of climate change is a matter of 
increasing concern to the long-term health and survival of the PAD eco
system. Beltaos et al. (2006b) examined how the frequency of ice-jam 
flooding may be altered under projected climate scenarios using available 
hydro-meteorological data and recent Global Climate Model (GCM) out
put. The meteorological station at Fort Smith was used to represent cli
matic conditions applicable to the ice cover of the lower Peace River. On 
the other hand, breakup flows in the lower Peace are largely generated by 
snowmelt, which is linked to winter snow accumulation and spring melt in 
the upper basin. Thus, climate records from the Grande Prairie station can 
be used to characterize runoff conditions in this region (Prowse et al. 
1996). In fact, Beltaos et al. (2006b) found that the total winter precipita
tion (Nov. 1 to Mar. 31) at Grande Prairie can be used as an empirical pre
dictor of ice-jam floods: the probability of occurrence of an ice-jam flood 
exceeds 0.5 when winter snow accumulation exceeds 150 mm (snow water 
equivalent is calculated as one-tenth of snowfall amount). 

Future climatic conditions at these two stations were projected based on 
GCM output from the Canadian Climate Centre (CGCM2) for the 30-year 
period centered on the 2080s (i.e., 2070-2099). This period was chosen to 
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maximize climate change impacts which are projected to be greatest by the 
end of the 21 st century. The choice of CGCM2 among the different interna
tional GCMs is discussed by Beltaos et al. (2006b). Model projections are 
based on the A2 and B2 greenhouse gas/sulfate emission scenarios 
(Nakicenovic et al. 2000). The A2 scenario is associated with a more fos
sil-fuel intensive world (projected mean global temperature change of 
2.S0-4.S0C by 2100), and the B2 with smaller greenhouse-gas emissions 
(l.so-3.0°C by 2100). 

For each scenario, the potential for ice-jam flooding in the PAD was ex
amined using November to March projected temperature and precipitation 
changes at Grande Prairie, and temperature changes at Fort Smith. First, 
monthly GCM temperature and precipitation changes were spatially inter
polated to determine regional changes at the Grande Prairie and Fort Smith 
climate stations. Future daily temperature and precipitation changes were 
then generated by linearly interpolating the monthly changes to the daily 
scale. These changes were superimposed on the observed 1961-90 time 
series to yield future daily temperature and precipitation series for the 
years 2070-2099. Since this procedure only incorporates projected 
changes to the mean climate, the variability in the future series remains the 
same as that of 1961-90. 

The future series indicate expected changes, such as shorter ice seasons 
(by 2 to 4 weeks) and thinner ice covers (by 13 to 20%). More importantly, 
both the A2 and 82 scenarios exhibit frequent occurrences of mid-winter 
thaws (MWTs) at Grande Prairie, with temperatures sometimes attaining 
10°C and lasting for several weeks. Defining mid-winter as the period be
tween Jan. 1 and March IS, the snowmelt potential (indexed by the total 
number of positive degree-days) of Grande Prairie MWTs under present 
and future climatic conditions is illustrated in Fig. S. Such thaws could se
verely deplete the snowpack and minimize the probability of ice-jam 
flooding during the spring breakup. Taking potential snowmelt into ac
count, future values of the winter precipitation index were computed and 
shown to be considerably smaller than the present values. Exceedance of 
ISO mm will be far less frequent in the future, suggesting a four-fold re
duction in the frequency of ice-jam floods during the spring breakup (Bel
taos et al. 2006b). At the same time, the future temperature series for Fort 
Smith indicate that MWTs are far less frequent and much shorter than at 
Grande Prairie. Thus, flow generated by a MWT in the upper basin would 
encounter a strong and thick ice cover upon arrival at the delta reach. A 
breakup event would be unlikely. 
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Fig. 5. Melting potential of mid-winter thaw events occurring at Grande Prairie 
under present and future climatic conditions. (From Beltaos et al. 2006b, repro
duced with permission from John Wiley & Sons Limited) 

These predictions were further corroborated by applications of the 
W A TFLOOD hydrologic model. W ATFLOOD has been calibrated for the 
Peace-Athabasca basin and used in conjunction with the ONE-D hydrody
namic model to simulate daily flow hydrographs at various hydrometric 
gauging stations over the period Oct. I 1965 to Sept. 30 1989 (Pietroniro 
et al. 2003). Though the model tends to overestimate spring flows at Peace 
Point, comparisons of model-generated hydro graphs for corresponding 
present and future years are revealing. For instance, the model predicts 
slightly earlier and higher flows in the future year corresponding to the ice
jam flood year 1974 (Fig. 6). In the following two seasons, the model indi
cates substantial winter runoff in response to extensive MWTs at Grande 
Prairie, but the resulting flows are not large enough to cause mid-winter 
ice jam flooding. Furthermore, as a result of partially depleted snowpacks, 
spring flows are reduced considerably, thus lessening the likelihood of an 
ice-jam flood. 

4 Discussion and Summary 

The ice regime of a regulated northern river, which is closely linked to the 
maintenance of a major delta ecosystem, has been studied using hydromet-
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Fig. 6. Typical comparison between present and future Peace Point flows, as gen
erated by WATFLOOD. (Modified from Beltaos et al. 2006b, reproduced with 
permission from John Wiley & Sons Limited) 

ric records, numerical modeling, and in situ field observations. Observa
tions indicate that mechanical breakup occurs as a sequence of jams and 
releases. Each release generates a wave that dislodges the downstream ice 
cover for a certain distance. The rubble is eventually arrested and a new 
jam forms. This process may advance all the way to the mouth of Peace 
River, or it may stall upstream of the delta reach, as occurred in 2003. 
Thus there can be years for which the hydrometric record at Peace Point 
indicates a mechanical breakup event, while the ice cover further down
stream disintegrates thermally. It is unlikely that the reverse can occur: a 
combination of thermal breakup at Peace Point and a mechanical one in 
the very flat delta reach would require dislodgement of the ice cover with
out the large hydrodynamic and body forces generated by the release 
wave. This aspect is presently explored using recently developed analytical 
methodology (Beltaos and Burrell 2005; Beltaos 2007). 

Empirical evidence (Fig. 4) suggests that mechanical breakup and ice
jam flooding are promoted by low freeze-up stages and high spring flows 
and vice versa. This is in full agreement with data and physically-based re
lationships from other Canadian rivers and points to potential flood
enhancing reservoir operation strategies (Beltaos et al. 2006a). For in
stance, a timely flow release in the spring of 1996 helped increase the 
flood stage (Prowse et al. 2002). 

Climatic impacts on ice-jam flood frequency were studied for two 30-
year periods, 1961-90 (present) and 2070-99 (future), using CGCM2 out-
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put for two greenhouse-gas emission scenarios. Results showed that sus
tained and frequent mid-winter thaws that appear in the future period over 
the upper portion of the basin will deplete spring snowpacks and result in 
reduced spring flows. Consequently, the frequency of ice-jam flooding 
will be reduced considerably. To prevent this outcome, costly measures 
would have to be implemented, such as modified regulation procedures or 
erection of flow and ice control structures. Adaptation measures could be 
considered as an alternative (Beltaos et al. 2006b). 

Though the present study focuses on the PAD, an additional concern 
pertains to more southern parts of the basin. Here, the local ice cover will 
decay in response to the mild temperatures associated with a mid-winter 
thaw and could be dislodged and broken up by the attendant increase in 
flows. Several communities can be affected, especially those located along 
the upper Peace and its major tributaries. 
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Chapter 19 

Trends in Mackenzie River Basin Streamflows 

Donald H. Bum and Nicole Hesch 

Abstract Trends in the hydrologic regime were analyzed for three major rivers in 
the Mackenzie River Basin: the Athabasca, Peace, and Liard Rivers. Monthly and 
annual trends were identified using the Mann-Kendall test with an approach that 
corrects for serial correlation. The global (or field) significance of the results for 
each watershed was evaluated using a bootstrap resampling technique. The results 
reveal more trends in some hydrologic variables than are expected to occur by 
chance. There are both similarities and differences between the trend characteris
tics for the three watersheds investigated. 

1 Introduction 

This paper explores and compares hydrologic trends for the Athabasca, 
Peace, and Liard River basins in the Canadian north. A limited study of 
other sites within the Mackenzie River Basin has also been conducted. 
Climate change modeling studies have hypothesized that northern basins 
will be particularly sensitive to the impacts of climatic change. However, 
comparatively little research has been conducted on trends and variability 
in northern basins (Spence 2002; Woo and Thorne 2003) in part because of 
the lack of data for unregulated rivers in the remote areas that characterize 
much of the far north. Often, anthropogenic effects, such as the construc
tion of large reservoirs or changes in land use, can hinder the ability to un
derstand the impact climate change may have on water resource systems. 
The Athabasca, Peace, and Liard River basins were chosen for this study 
because they have very little natural storage (no large lakes) and have not 
been subject to any major water diversions. Note that while the Peace 
River flow is impacted by the WAC Bennett dam, this study only consid
ers portions of the Peace River basin that are not affected by this regula
tion. 

The research described herein explores the trend characteristics of 
monthly and annual streamflow within the three subject basins to better 
understand the potential impacts of climate change on the northern envi
ronment. Future work will explore the trend characteristics of modeled 
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runoff data with the aim of comparing the modeled and observed data for a 
common time period. 

2 Study Area 

The study area consists of streamflow gauging stations from the Atha
basca, Peace, and Liard River basins. A total of 47 stations were examined, 
including 16 stations for the Athabasca, 16 for the Peace, and 15 stations 
for the Liard (Table 1). Monthly and annual streamflow were examined for 
three analysis periods: 1965-2004, 1969-2004, and 1975-2004, giving re
cord lengths of 40, 35, and 30 years, respectively. Longer record lengths 
result in greater power for the statistical tests used but shorter record 
lengths allow greater spatial coverage through a larger number of stations 
having sufficient data for analysis during the period. For example, al
though there are 47 stations for the 30 year analysis period, the available 
number of stations drops to 46 for the 35 year analysis period and to 37 for 
the 40 year analysis period. 

The stations examined include both traditional streamflow gauging sta
tions as well as artificial stations, created as the difference in streamflow 
between an upstream and a downstream gauging station. The latter type of 
station provides a means to examine the streamflow characteristics for un
gauged tributary areas of a watershed. This was particularly useful for the 
Peace River and allowed the estimation of inflow to the mainstem of the 
Peace River through the calculation of differences in flows between two 
gauged stations on the (regulated) mainstem of the river. The focus in this 
work was on moderate to mid-sized stations with drainage areas ranging 
from around 500 km2 to approximately 100000 km2 (Table 1). 

3 Methods 

The trends and variability in hydrological variables are assessed using the 
Mann-Kendall non-parametric trend test. The version used incorporates a 
correction for serial correlation in the data (Yue et al. 2002). The global 
(or field) significance of these results for each watershed was next evalu
ated using a bootstrap resampling technique (Burn and Hag Elnur 2002) to 
determine whether the observed number of trends exceeds what is ex
pected to occur by chance. The determination of field significance reflects 
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Table 1. Summary of stations included in the analysis of trends 

Station ID Drainage area [1an2] Latitude ["N] Longitude[OW] 
Athabasca 
07ag003 829 53.6 116.27 
07ca006 1,110 55.2 112.47 
07bf002 1,160 55.45 116.5 
07bj001 1,900 55.32 115.41 
07af002 2,560 53.47 116.63 
07dd002 2,700 58.36 111.24 
07aa002 3,880 52.91 118.06 
07bb002 4,420 53.61 115 
07ad002-07aa002 5,900 53.42 117.57 
07bc002-07bb002 8,680 54.45 113.99 
07ad002 9,780 53.42 117.57 
07bc002 13,100 54.45 113.99 
07cd001 30,800 56.69 111.25 
07 daOO 1-07beOO 1 58,400 56.78 111.4 
07beOO 1-07ad002 64,820 54.72 113.29 
07be001 74,600 54.72 113.29 
Peace 
07hf002 667 57.74 117.62 
07fc003 1,750 56.68 121.22 
07ha003 1,960 56.06 117.13 
07hc001 4,660 56.92 117.62 
07ee007 4,900 55.08 122.9 
07fd002-07 efOO 1 9,200 56.14 120.67 
07ke001 9,860 58.32 113.07 
07gh002 11,100 55.46 117.16 
07ge001 11,300 55.07 118.8 
07tb001 12,100 55.72 121.21 
07fc001 15,600 56.28 120.7 
07jd002 35,800 57.88 115.39 
07gj001 50,300 55.72 117.62 
07fd003-07fd002 50,900 55.92 118.61 
07haOO 1-07fd003 56,000 56.24 117.31 
07kcOO 1-07haOO 1 107,000 59.11 112.43 
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Table 1. Summary of stations included in the analysis (continued) 

Station ID Drainage area [kru2] Latitude ["N] Longitude [OW] 
Liard 
1Oed003 542 61.34 122.09 
1Oac005 888 59. 12 129.82 
1Obe007 1,190 59.33 125.94 
1Otb005 1,310 61.45 121.24 
1OcbOOl 2,160 57.23 122.69 
1Obe004 2,570 58.86 125.38 
1OabOOl 12,800 60.47 129.12 
1OebOOl 14,600 61.64 125.8 
1OcdOO l-1OcbOO 1 18,140 58.79 122.66 
1OcdOOl 20,300 58.79 122.66 
1OaaOOl 33 ,400 60.05 128.9 
1 Oed002-1 OedOO 1 53,000 61.75 121.22 
1Obe001-1OaaOOl 70,600 59.41 126.1 
1ObeOOl 104,000 59.41 126.1 
1Oed001-1ObeOOl 118,000 60.24 123.48 

the spatial correlation structure of the data set. The methodology used is 
described in greater detail in Burn et al. (2004a, b). 

4 Results 

Although results were evaluated for the three analysis periods noted above, 
the focus will be on the shortest and longest analysis periods which pro
vide 30 (1975-2004) and 40 (1965-2004) years of record, respectively. 
Table 2 summarizes the results for each river basin separately and for the 
three watersheds combined. Shown in the table is the percentage of sta
tions with significant trends, at the 5% significance level, for each of the 
variables. Analysis performed at the 10% significance level leads to simi
lar results. The results give both the percentage of stations with an increas
ing trend and the percentage of stations with a decreasing trend. Results in 
bold indicate a variable for which the results are field significant, implying 
that the number of trends observed for that variable exceeds the number 
expected to occur by chance. 

Table 2 reveals that the number of trends exhibited in several months is 
larger than what would be expected to occur by chance. January to March 
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exhibit field significant increasing trends for the Liard and field significant 
decreasing trends for both the Athabasca and the Peace. April has field 
significant increasing trends for the Peace and Liard and field significant 
decreasing trends for the Athabasca. May has field significant decreasing 
trends for both the Athabasca and the Peace, though only in the longer 
analysis period. There are no field significant trends for the months of June 
through August and only the Athabasca exhibits field significant trends 
(decreasing) for September and October. In November, there are field sig
nificant decreasing trends in the Athabasca and field significant increasing 
trends in the Liard. In December, there are field significant decreasing 
trends in the Athabasca and the Peace and field significant increasing 
trends in the Liard. On an annual basis, there are field significant decreas
ing trends in the Athabasca and the Peace, but no trends in the Liard. 

The Liard River is characterized by increasing flows during the low 
flow months of November to April with no overall increase in the total 
(annual) flow. The Athabasca and the Peace are characterized by generally 
decreasing flows. For the Athabasca, decreasing flows occur from Sep
tember through to May while for the Peace, the decreasing flows are from 
December through to May. It is noted from Table 2 that there are differ
ences between the results for the 30 and the 40 year analysis periods. 
These differences can be explained in part by the greater power of the 
trend test for the longer analysis period and in part by the differences in the 
stations that are used for the 30 year versus the 40 year period. Of particu
lar note is the strength of the signal in the May flow for the Athabasca and 
Peace Rivers. This result is only field significant for the 40 year period. 

5 Discussion 

The results indicate the presence of a larger number of trends than would 
be expected to occur by chance. This is illustrated by the number of 
months for which a field significant number of trends was identified. Dif
ferences among the three watersheds imply that the results determined on a 
combined basis can mask some of the different individual behaviors for 
the three watersheds. The Liard tends to exhibit increasing trends in the 
low flow period, but not on an annual basis. Both the Athabasca and the 
Peace exhibit decreasing flows for the annual period and for several 
monthly periods as well. On a combined basis, the three watersheds ex
hibit field significant decreasing trends on an annual basis with generally 
increasing trends (field significant) in the November to March period and 
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decreasing trends in May (for the longer analysis period only). Combina
tion of the three watersheds yields a greater mixture of increasing and de
creasing trends than is obtained for individual watersheds when each is 
considered separately. 

Results of this study indicate that the three watersheds are experiencing 
more trends than can be explained by chance. Future work will examine 
possible causes for the trends and will attempt to attribute the trends to the 
impacts of climate change. Possible causes for the differences in trends re
sults (e.g., annual flow trends for the Liard versus the Peace and Atha
basca) will also be examined in future work. The changes noted in the hy
drologic regime pertain to both the winter low flow (most notably for the 
Liard) and the spring freshet (notable for the Peace and the Athabasca, 
where decreases are observed). Changes of this nature could have impor
tant implications for the water resources of the watersheds, especially in 
terms of water availability of the Athabasca and the Peace. If trends of this 
nature were to continue, or accelerate with further climate changes, the 
watersheds could experience localized or widespread water shortages. 
Limited analysis for other watersheds within the Mackenzie River Basin 
indicates similar behavior, though in the northerly parts of the Basin, a 
lack of gauging stations with long records makes determination of trends a 
challenging task. 

6 Conclusion 

An analysis of trends in monthly streamflow in the Athabasca, Peace, and 
Liard River basins reveals generally decreasing stream flows in the Atha
basca and Peace Rivers and increasing streamflows in the Liard River. The 
latter result did not lead to increasing streamflows on an annual basis. Fu
ture work will examine attribution of the trends identified and will also in
vestigate trends in modeled data, as opposed to measured data. This will be 
a first step towards projecting likely streamflow trends based on modeling 
of climate change impacts. 
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Chapter 20 

Re-Scaling River Flow Direction Data 
from Local to Continental Scales 

Lawrence W. Martz, Alain Pietroniro, Dean A. Shaw, 
Robert N. Armstrong, Boyd Laing and Martin Lacroix 

Abstract This paper evaluates methods for aggregating detailed flow pattern data 
extracted from DEM to larger spatial units suitable for representing the hydraulic 
and routing characteristics of large basins such as the Mackenzie. Five approaches 
to up-scaling flow data are discussed: simple averaging of DEM elevation data to 
coarser resolution, drainage enforcement that minimizes impact on the DEM out
side the drainage network area, subdivision of drainage basins at various scales 
while the DEM resolution is held constant, vector averaging of sub-grid flow di
rections from a higher resolution DEM and a quasi-expert system approach based 
on the W A TFLOOD parameterization scheme. Simple averaging has a profound 
impact on basin boundaries and flow patterns and cannot be used to generalize 
flow pattern data reliably. An objective approach based on vector addition is 
mathematically appropriate and effective in preserving the essential features ofthe 
sub-grid flow patterns. A quasi expert system approach developed by the automa
tion of the W ATFLOOD manual method of topographic parameterization is 
shown to be the superior approach to rescaling flow data for macro or regional 
scale hydrologic modeling. 

1 Introduction 

Satisfactory representation of atmosphere land-surface interaction is an 
important component for successfully modeling climate systems. An in
herent problem with incorporating land-surface hydrology into atmos
pheric systems is one of scale. Hydrologic processes occur at a local scale 
and are typically modeled at a scale of 100 m to 10 km, while atmospheric 
models are applied at a large-scale, normally at 25 to 250 km (Pietroniro 
and Soulis 2003). 

There has been an ongoing research effort directed toward finding a sat
isfactory method of coupling small-scale hydrologic processes and models 
with large-scale atmospheric processes and general circulation models 
(GeM) (Armstrong and Martz 2003; Fekete et al. 2001; O'Donnell et al. 
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1999; Olivera et al. 2002; Shaw et al. 2005a). The Canadian Mackenzie 
GEWEX (Global Energy and Water Cycle Experiment) Study (MAGS) 
has focussed research into coupling hydrologic and atmospheric models as 
a part of research into understanding the flow of energy and water into and 
through both the hydrologic and atmospheric systems of the Mackenzie 
River Basin (MRB) in North America. 

Distributed or semi-distributed hydrologic models sub-divide the target 
area into small grid-squares (sub-grids) or sub-units such as sub-basins, so 
as to preserving the heterogeneity of the basin in the model. The square
grid nature of some hydrologic models allows square-grid data, such as 
digital elevation model (DEM) data (Fig. 1), to be used as input. The 
square-grid nature also allows large-scale hydrologic models to be used to 
parameterize square-grid GCMs. 

Wolf Creek baSi~"(\ 
\ 

~ 
,--~( 

lOkm 

Fig. 1. Examples of study basins: the Mackenzie River Basin (area of 1.8xl06 

km2) and WolfCreek Basin (195 km2) 

Issues involved in the aggregation of detailed spatial data into a more 
generalized representation are known as the Modifiable Area Unit Problem 
(MAUP). The MAUP attempts to minimize the effects of aggregation of 
areal data into more simplified regions (Jelinski and Wu 1996). It is also 
concerned with characterizing areal data into zones which may have dif-
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ferent spatial relationships. Aggregation methods usually increase varia
tions in the resulting simplified areal units. This chapter does not explore 
solutions to the MAUP, rather it evaluates procedures that involve the 
aggregation of detailed flow patterns into simplified large-scale units. 

There are many methods for aggregating data for large-scale hydrologic 
models, ranging from a simple algorithm that averages elevation data to 
sophisticated methods that integrate the topographic variability of the ag
gregated unit. Integrating spatial variability in the aggregated unit will re
sult in flow direction assignment that more closely matches "real world" 
flow directions. The benchmark against which assigned flow directions are 
assessed are the 1 :50 000 and 1 :250 000 National Topographic Series 
(NTS). Although there are acknowledged limitations to the accuracy of 
channel placement on topographic maps (Geomatics Canada 1996), the 
hydrography on NTS maps remain the best available standard against 
which to evaluate integrated 'stream' networks extracted from OEM. This 
is particularly true in this study where the scale of analysis results in a fo
cus on major river reaches. Drainage directions for each sub-unit are de
termined manually using the main channel from the NTS hydrography. 
These drainage directions are used to evaluate the performance of auto
mated aggregated drainage directions methodologies outlined in the paper. 

When large-scale grid is overlaid over a large continental sized basin 
such as the Mackenzie, there are relatively few grid-squares to assign 
drainage directions. In this case it may be argued that a manual method is 
preferable. However, the strength of the automated methods is their scale
independence and their elimination of subjectivity in drainage direction as
signment, providing repeatable results for drainage direction assignment 
over a variety of scales. 

This study evaluates five up-scaling methods, all of which use digital 
elevation model (OEM) data as input. OEM data can be used to describe 
drainage basin topography and allows physiographic information about a 
basin to be extracted through automated methods (Martz and Garbrecht 
1998). Automatic extraction of drainge basin characteristics has become a 
valuable tool for topographic parameterization of hydrological models 
(Lacroix et al. 2002; Shaw et al. 2005b). All the methods outlined in this 
paper are based upon the derivation of hydrologically significant physi
ographic parameters from OEM data using the TOpographic PArameteri
Zation (TOPAZ) landscape analysis tool (Garbrecht and Martz 1999). 
TOPAZ consists of modules that identity topographic features; measure 
topographic parameters; define surface drainage; subdivide watersheds 
along drainage divides; quantify the drainage network; and parameterize 
subcatchments (Martz and Garbrecht 1998). 
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TOPAZ uses the deterministic eight neighbor (08) method (Fairfield 
and Leymarie 1991) and downslope flow routing and accumulation con
cepts (Martz and deJong 1988; O'Callaghan and Mark 1984) to define sur
face drainage. The channel network is defined as all cells with a contribut
ing area greater than a user specified threshold. In TOPAZ, two 
parameters, critical source area (CSA) and minimum source channel length 
(MSCL), are used to control the configuration of the drainage network de
rived from a OEM (Martz and Garbrecht 1992). The CSA value defines 
the minimum drainage area (in hectares) below which a source channel is 
initiated and maintained. The MSCL prunes the channel network of exte
rior links shorter than a specified threshold value. 

Re-scaling methodologies aim to reflect adequately the topographic 
variability within sub-units of the modeled basin as the data are scaled up. 
This chapter assesses the extent to which several selected techniques can 
provide satisfactory results. 

2 Study Areas 

Two study areas were chosen for this research: (1) the Mackenzie River 
Basin (MRB), and (2) the Wolf Creek basin, both of which are characteris
tic of northern Canadian drainage basins. MRB covers 1.8 x 106 km2 with 
elevations ranging from sea level to approximately 3400 m. The physical 
environment of this Basin is provided in Woo et al. (2007). The Wolf 
Creek basin is located in the Yukon Territory, with a basin area of 195 km2 

and a relief of approximately 1400 m. Vegetation ranges from bare rock at 
the high elevation, to thick boreal forest. This basin was included because 
of its accessibility and data records generated by several hydrologic studies 
as representative of the alpine environment (Pomeroy and Granger 1999). 

3 Up-scaling Methodologies 

3.1 SLURPAZ 

A computerized interface (SLURPAZ) was developed to combine the out
put of an established digital terrain analysis model (TOPAZ) with digital 
land cover data required as input by SLURP (Kite 1997), a widely used 
semi-distributed hydrologic model (Thorne et al. 2007). An interface be
tween a digital terrain analysis model and a hydrologic model is beneficial 
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as it allows prompt analysis at several sub-basin scales to determine the 
optimal sub-basin resolution that best fits the hydrologic simulation. 
SLURP AZ makes it possible to derive physiographic parameters for 
SLURP rapidly and accurately for drainage networks and corresponding 
sub-basins at varying levels of detail controlled by the user. SLURPAZ 
differs from the other four approaches put forth in this chapter in that it 
sub-divides the basin using sub-watersheds rather than a grid (Fig. 1). 
TOPAZ is used to automatically delineate sub-watersheds at a variety of 
scales through manipulation of the CSA variable. Through evaluation of 
model result for a variety of scales or subdivision, the required level of 
subdivision for optimal model performance is determined (Thorne et al. 
2007). This operational method facilitates the examination of the spatial 
scale or level of detail with which sub-basins must be represented for sig
nificant hydrologic processes to be adequately simulated. 

3.1.1 Methodology 

Wolf Creek was subdivided into a variable number of sub-basins or aggre
gated simulation areas (ASA) by manipulating the CSA parameter in 
TOPAZ. TOPAZ also allows the MSCL to be manipulated, though it was 
left constant for the purpose of this experiment. It was felt that an MSCL 
of 100 m was short enough to initiate a channel and varying the minimum 
area (i.e., CSA) would produce sub-basins of varying sizes and numbers. 
Each resulting set of TOPAZ output data was processed by SLURP AZ to 
generate SLURP input files. To analyze the effects of varying only the 
sub-basin scale, the ten hydrologic input parameters listed in Table 1 were 
held constant. The SLURP outputs from the varying levels of subdivisions 
were then compared to determine the subdivision at which the best hydro
logic simulation was produced. 

Table 1. SLURP hydrologic input parameters 

1 Initial contents of snow store 
2 Initial contents of slow store 
3 Maximum infiltration rate 
4 Manning roughness surface 
5 Retention constant fast store 
6 Maximum capacity to fast store 
7 Retention constant slow store 
8 Maximum capacity to slow store 
9 Precipitation factor 
10 Snowmelt temperature 
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3.1.2 Results 

Figure 2 displays some TOPAZ generated images of the ASA and their 
corresponding networks. These figures illustrate how varying the CSA pa
rameter from a high value to a lower value will represent a drainage area 

CSA = 2500 ha CSA = 2500 ha 
3 ASAs 3 ASAs 

Fig. 2. Subdivision of Wolf Creek basin and channel network produced through 
manipulation ofthe critical source area (CSA) 

from coarse to fine. Table 2 displays the subdivision statistics created by 
manipulating the CSA parameter in TOPAZ. By varying the CSA parame
ter from 18000 ha to 5 ha, ASAs vary in number from 1 to 1588, with the 
corresponding mean area of the ASA ranging from 183.3 to 0.12 km2. 

Some of the drainage network compositions are listed in Table 2 at all 
scales. For each level of subdivision, the following variables are listed: 
highest Strahler order, total length of channels, mean length of channels, 
overall total drainage density, mean channel sinuosity, bifurcation ratio, 
length ratio and area ratio. The stream orders range from 1 through 6. For 
comparison, the 'blue line' stream network from the 1 :50000 scale topog
raphic maps results in the basin having an order of 4. Thus, the generated 
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scales with an order of 4 are considered to be the most representative of 
the 'blue line' network from 1:50 000 scale topographic maps. 

Examination of the variation in water balance components, as the num
ber of ASAs increases, reveals one scale effect. At low levels of detail 
(i.e., approximately 17 ASAs or less), the water balance components of 
precipitation, evapotranspiration, storage and computed flow fluctuate. 
This was attributed to the variations in the areal weighting of time series 
climate input data with variation in number of ASAs. This is an issue be
cause of the limited number of climate stations in an area of such high 
variability. Another observation is that an optimal level of subdivision 
seems to be attained at a certain level of detail. At this level, any further 
subdivision does not enhance model performance significantly. 

A minimum number of ASA subdivisions are required to adequately re
flect the spatial variability of climatic input data. The Wolf Creek basin 
has three meteorological stations and the optimal point for satisfactory rep
resentation of the water balance components is at around 20 ASAs, with 
each representing approximately 9.2 km2 or 5% of the total area (Lacroix 
et al. 2002) (Fig. 3). The water balance parameters remain constant with 
further subdivision of the watershed. This water balance optimum is 
probably related to the relief of the basin. Perhaps for flat terrain such as 
the prairies, water balance components may be represented at coarser lev
els of detail than for the moderately steep Wolf Creek basin. 

3.2 OEM Aggregation 

DEM aggregation is an automated method for extracting topographic in
formation from a OEM to parameterize hydrologic models over a wide 
range of scales. However, choosing appropriate OEM scales for particular 
hydrologic modeling applications is limited by a lack of understanding of 
the effects of scale and grid resolution on land-surface representations. The 
scale effects of aggregation on square-grid DEMs of a continental basin 
are examined in this study. 

3.2.1 Methodology 

The initial OEM ofMRB was derived from the HYOROlk OEM of North 
America, as a sub-OEM. The OEM has an initial horizontal grid spacing of 
1 km and a vertical resolution of 1 m. The initial DEM was aggregated to 
coarser grid resolutions using simple averaging aggregation to generate 
additional OEMs of2, 4, 8,16,32 and 64 km for the Basin. TOPAZ was 
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Fig. 3. Variation in water balance components of Wolf Creek basin, for I to 33 
ASAs 

was used to pre-process the OEMs and perform the hydrographic segmen
tation and parameterization. 

To assess the impact of increasing the grid cell size on the delineation of 
the basin and drainage network, and derived variables, TOPAZ was ap
plied to the base (1 km resolution) and aggregated OEMs using the same 
CSA (4096 km2) and MSCL (128 km) parameter values. The CSA and 
MSCL values used represent the area of one grid cell at 64 km resolution 
and the length of two grid cells at 64 km resolution, and produce a channel 
network of maximum drainage density for a grid size of 64 km, the coars
est grid used in this study. Using these parameter values yields drainage 
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networks approximately similar to the blue line on 1:7 500 000 topog
raphic maps. 

The effects of varying DEM resolution are examined by considering 
changes to the spatial distribution and statistical properties of the basin, 
network and derived topographic variables, including local (e.g. slope) and 
non-local or global variables (Florisnky 1998; Martz and deJong 1988) 
such as basin and sub-basin areas. For the purpose of comparison, basin 
and network properties obtained from the I km resolution OEMs are as
sumed to be the most accurate, and used as a reference for comparing re
sults of the basin and network properties from the aggregated OEMs. Sta
tistical properties reported in this study include basin area, total channel 
length, highest Strahler order, drainage density, and bifurcation ratio. 

3.2.2 Results 

Comparisons between basin and channel network statistics for the base 
reference and aggregated DEMs showed that the values remained reasona
bly stable (within ±10 %) up to a grid size of 8 km (Fig. 4). Beyond 8 km, 
values for the aggregated OEMs tended to deviate considerably from those 
of the base I km OEM. Results also showed that values of variables for the 
basin and channel network tended to be reduced with increasing grid size. 
With regard to hydraulic slope, the relative instability of topographic in
formation was generally associated with a mean slope of less than 1%. 
Overall, the behavior of the basin, channel network and topographic vari
ables is unpredictable due to the loss of information from the DEM, and 
the inherent elevation errors produced through aggregation. 
Figure 5 shows variations in the spatial distribution ofthe basin extent and 
network at each resolution for the MRB and the Liard, Peace, and Atha
basca River sub-basins. Variations in basin extent and the network for the 
2 to 8 km resolution grids tend to be relatively small when compared with 
the basin and network (for the entire MRB) at 1 km resolution. With in
creased grid size, there is a general decline in basin area, total channel 
length (calculated as the length of all channel segments) and drainage den
sity. The CSA and MSCL parameters used for this study produce a maxi
mum channel order of 4 for the Mackenzie Basin. At each resolution, the 
highest Strahler order remains constant and the bifurcation ratio is also 
fairly consistent (Armstrong and Martz 2003). 
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Basin area 
- - - - . # of sub-basins 
------ ---- Mean sub-b. area ---. - - - .. _----
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Basin properties 

Mean dist. near. chan. 
------- --- Mean drop to near. chan. 
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Channel properties 
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------ Mean drop to outlet 
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1 2 4 8 16 32 64 
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Fig. 4. Comparison between basin and channel network statistics for various grid
cell sizes, Mackenzie River Basin 

The substitution of coarse-resolution DEMs for continental-scale hy
drology is constrained by the redirection of flow across large flat areas, as 
observed from major changes in network structure for MRB from 16 to 64 
km resolutions. Coarse grid substitution is also constrained by elevation 
errors (a result of averaging) or obstructions that block flow paths within 
valley bottoms. This becomes a problem as the valley width approaches 
the size of the grid cell (e.g., the Peace and Athabasca basins at 2, 4 and 8 
km resolutions). The poor definition of flow paths at coarser resolutions is 
in agreement with the findings of Veregin (1997). Owing to the increased 
generation of vertical errors with aggregation, network structure tends to 
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Fig. 5. Extent of sub-basins and drainage network at various aggregation levels for 
the Mackenzie River Basin. The labeled sub-basins are: Liard (L), Peace (P), and 
Athabasca (A) 

deviate considerably from that derived at finer resolutions, indicating that 
flow path definition becomes very unreliable. 

Compared with the basin and network properties at 1 km resolution, the 
overall reproducibility of the basin, network and topographic variables is 
relatively good for grid sizes up to 8 km but considerably less, in general, 
with grid sizes larger than 8 km. Based on the comparisons of the basins, 
networks and derived topographic variables for the aggregated DEMs 
(with those from the base OEMs), it is recommended that a grid size of 10 
km or less be used for continental hydrologic applications. The decreasing 
slope with grid size is expected, and is consistent with previous studies 
(W olock and McCabe 2000; Zhang et al. 1999). This study suggests that a 
mean hydraulic slope of approximately 1 % (for the basin) can be used to 
define a limit to DEM generalization for applications in continental-scale 
hydrology. This would appear to be a threshold for reproducing basin and 
network properties from coarser resolution OEMs to within 10% of those 
derived from finer resolution OEMs. 

3.3 Drainage Enforcement 

Initial evaluation of the "hydrologically correct" HYOROlk (2001) data 
set, found that the drainage network derived from the topographic data us-
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ing the TOPAZ software was inconsistent with the blue line data in the 
National Atlas of Canada. Further analysis found minor elevation errors in 
the HYDROlk DEM causing drainage network inconsistencies in some 
flat and low elevation areas. Implementation of the Australian National 
University ~igital Elevation Model (ANUOEM) algorithm (Hutchinson 
1989) for drainage enforcement corrected the drainage networks, but it ad
versely affected the DEM characteristics by substantially lowering high 
elevation values and created a smoothing effect across the OEM surface. 

ANUOEM is a program that enforces the blue line drainage network 
while generating a raster OEM from a variety of elevation sources (point 
elevation, contour elevation, existing OEM). ANUOEM calculates OEMs 
as regular grids from irregularly spaced elevation data points, contour lines 
and streamline data and automatically removes spurious sinks to produce a 
hydrologically correct OEM. Streamline data can also be incorporated to 
obtain drainage enforcement requirements. Input of streamline data is use
ful where more accurate stream placement is required than those generated 
by automated methods. All elevation points that conflict with down slope 
flow along each streamline is removed. The process also uses stream lines 
as break lines for interpolation so that each stream line is at the bottom of 
the valley. 

3.3.1 Methodology 

This study has three objectives: (\) to compare "blue line" or vector stream 
networks, TOPAZ delineated networks, and ANUDEM drainage enforce
ment program stream networks in an attempt to isolate differences in 
stream line characteristics and networks derived from drainage enforce
ment, (2) to develop a hydrologically sound OEM by smoothing a stream 
network into the surrounding elevation data using a new algorithm, and (3) 
to compare the new hydrologically correct DEM to a DEM developed 
from ANUOEM. MRB was processed using a 2 km OEM that has been 
aggregated from the HYDROlk DEM. 

Different modules were run using the ArcInfo geographic information 
system (GIS), ANUOEM and ArcView GIS to develop a hydrologically 
accurate OEM. Since the input data for ANUOEM can consist of several 
GIS software formats, ArcInfo GIS input files were chosen as they per
form well in terms of computer processing requirements and in speed in 
generating output results. 

Output of the ANUOEM model run provides the initial dataset for the 
development of an alternative hydrologically accurate DEM with a less in
trusive altering of the DEM landscape. The rasterized drainage network 
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provides a dataset in which 5 buffered regions are generated using the 
Arclnfo GIS EXPAND command. These are at 1, 3, 5, 10 and 20 cell 
buffer radii. For each of these regions the DEM (generated through the 
ANUDEM process) is extracted to produce subsets of elevation data that 
can be incorporated into the original OEM using a distance-weighting pro
cedure. Such an approach preserves the profile and contour curvatures in 
the area along the stream network. The result is a DEM that has the 
ANUOEM drainage enforcement applied only to the buffered regions. 

The Euclidean distance grid is processed using a distance query based 
on the buffer width, to calculate distances from all cells in the OEM to the 
raster blue line network. The Euclidean distance grid and the distance 
query form the basis for the distance grid algorithm (Eq. 1) that provides 
distance values for calculating the percentage-weights. Equation (2) uses 
the distance weighting obtained from Eq. (1) to produce hydrologically 
correct segments for various buffered regions. 

W = 1- (L - D)/ L (1) 

where W is weight, D is Euclidean distance from channel, and L is the 
buffer width. 

ZI1 = Z a [( L - W) / L] + Zo [1 - (L - W) / L)] (2) 

where ZI1 is the new elevation value, Za is elevation value from original 
DEM, and Zo is elevation value from ANUDEM-generated DEM 

This procedure gives greater weight to the raster river network in the 
ANUDEM-values and less for the original inaccurate elevation values; but 
grading out to the edges, the original OEM-values are weighted more than 
the ANUDEM imposed values. Figure 6 provides an example. The algo
rithm derives elevations according to locations in the distance grid which 
dictates the percentage each OEM (ANUOEM and original OEM) contrib
utes to the new elevation value. For example, if an elevation value is lo
cated at a distance that is 20% of the total buffer width distance, then 80% 
of the elevation value is taken from the ANUDEM output and 20% is used 
from the original OEM elevation value. Conversely, if an elevation value 
is located at a distance of 80% of the total buffer width distance, then 20% 
of the elevation value is taken from ANUDEM and 80% is taken from the 
original OEM value. This method minimizes the effect of ANUOEM on 
regions outside the river network, but corrects for inaccurate OEM values 
within the buffer regions where hydrography does not match the known 
blue lines. 
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Weighting algorithm grid Weighting algorithm grid Weighting algorithm grid 
I cell buffer 3 cell buffer 5 cell buffer 

Weighting algorithm grid Weighting algorithm grid Weighting algorithm 
10 cell buffer 20 cell buffer values in meters a.s.l. 

c:::J 300 - 400 
c:::J 401 - 500 
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c:::J 601 - 700 
c:::J 701 - 800 
c:::J 801 - 900 
c:::J 901 - 1000 

1001 - 2000 
2001 - 3000 
3001 - 4000 

c::::J No data 

Fig. 6. Examples showing the impact on original DEM by the drainage enforce
ment weighting algorithm 

3.3.2 Results 

Following implementation of the new procedure for MRB, TOPAZ pro
vided drainage networks that were consistent with the corresponding blue 
line networks in the National Atlas of Canada dataset. Table 3 indicates 
that the new procedure has minimal effects on DEM characteristics. The 
range of elevation was maintained and the mean elevation of the OEM was 
statistically unchanged using a I, 3 and 5 cell buffer width. Using 10 and 
20 cell buffers also yielded correct drainage networks, though effects on 
the DEM characteristics started to increase. 

While results on MRB were promising, application of this method to 
another northern basin, the Snare River basin, produced disappointing re
sults. The processing of the Snare River basin using ANUDEM initially 
did not cause significant deviations from the original OEM. This is due to 
the relative flatness of the OEM and the low relief of the area. The drain-
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Table 3. Descriptive statistics for the Mackenzie River Basin 

Descriptive MackDEM ANUDEM DEM- DEM- DEM- DEM-
statistics -2 Ian -Enforced Using 1 Using 3 Using 5 Using 10 

Mackenzie drainage cell cell cell cell 
Basin buffer buffer buffer buffer 
DEM width width width width 

Mean 1339 1302 1338 1327 1324 1307 
elevation [m] 
Median 1330 1294 1329 1318 1314 1298 
elevation [m] 
Standard 778 754 770 770 768 760 
deviation [m] 
Kurtosis -1.06 -1.10 -1.07 -1.08 -1.08 -1.06 

Skewness 0.082 0.065 0.079 0.072 0.073 0.083 

Range 3338 3129 3338 3338 3338 3338 
[m3] 

Minimum 11 11 11 11 11 11 
elevation [m] 
Maximum 3349 3140 3349 3349 3349 3349 
elevation [m] 

age network, however, is very complex and exhibits divergent flow as well 
as chaotic drainage patterns. The blue line data for this area defines many 
lakes with very short drainage connections. Using buffers of 1,3, 5, 10 and 
20 grid cells did not prove successful. With a high drainage density, even 
the buffers at 1 grid cell width were very close and in most cases overlap
ping, rendering the smoothing procedure non-functional. This type of 
drainage network marks an uppermost limit in terms of hydrography scale 
and density. TOPAZ also appears to reach its limit as the depression-filling 
and flat-area algorithms tend to fill the landscape and provide improper 
drainage networks. 

3.4 Vector Addition 

Vector addition is an automated method that determines flow routing be
tween sub-grids by providing flow vector information. It involves laying 
flow vectors for each sub-grid head-to-tail (Thomas and Finney 1979), 
with the first vector starting on the Cartesian coordinate 0,0. Where the 
head of this vector ends the tail of the next vector begins. This process is 
repeated until all vectors have been added head-to-tail. The resultant is 
drawn from the tail of the first vector to the head of the last vector (Fig. 
7a). Vectors can also be weighted to allow certain vectors to influence di-



Re-Scaling River Flow Direction Data 387 

rection to a greater degree than those not weighted. Figure 7b illustrates 
how vectors with a greater weight (length) can affect the general direction 
of the summed vectors. 

(a) D 

)If. I A+B+C+D 

~+,-J 
A 

(b) c? D ; =# 
/ e ; 
~ ; :W::';:+:CM 

Fig. 7. Examples showing two approaches in vector addition: (a) head-to-tail 
without weighting, (b) weighted head-to-tail with vector C weighted by a factor of 
2 and vector D weighted by a factor of 3 

3.4.1 Methodology 

In this study, GTOP030 Global 30 arc second data (cell size of the raster 
is 30 arc seconds) are used to create the OEM of MRS. The OEM was 
processed by TOPAZ with a CSA and MSCL value of 409600 ha and 
128000 m, respectively, to produce a drainage network in which most sub
grids contained a major channel. A sub-grid size of 230 km was chosen, as 
it is similar to the grid size of many atmospheric models. 

The vector addition flow routing program was written using the Envi
ronmental Systems Research Institute (ESRI) software, ArcInfo and its de
velopment language Arc Macro Language (AML). The program aggre
gates detailed flow vector information and related hydrologic variables 
derived from a DEM using TOPAZ (Fig. 8). 

The TOPAZ model outputs a number of raster data sets (Garbrecht and 
Martz 1999). Three TO PAZ output raster files provide sufficient informa
tion for the vector addition flow routing algorithm. The first file contains 
the drainage direction at each raster cell (local flow vectors) as determined 
by the 0-8 method. The second defines the drainage network above the 
user-selected basin outlet. It is used in the vector addition algorithm to 
identifY which cells in the sub-grid are channel cells. The final raster file 
contains the accumulated upstream area (uparea) draining into each cell. 
The accumulated upstream area is given in number of upstream cells. Cells 
at the drainage divide have a value of o. All other cells have a value of 
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Fig. 8. Procedures in the application of the vector addition flow routing algorithm, 
using the Mackenzie River Basin as an example 

greater than zero that range up to the value of the product of the number of 
rows and columns of the raster. Uparea values provide the weighting for 
use in the algorithm. 

The vector addition flow routing algorithm determined sub-grid flow di
rections using four methods: (1) flow vectors in each sub-grid are 
summed; (2) flow vectors for each sub-grid are summed after each vector 
has been weighted with upstream area; (3) only flow vectors identified as 
channel cells are summed; and (4) only flow vectors identified as channel 
cells are summed after they have been weighted with upstream area. 

3.4.2 Results 

Ideally, the vector addition flow routing program should be able to assign 
drainage to all eight adjacent sub-grids. However, if sub-grids are routed 
using all eight directions, the program produced many instances where a 
sub-grid assigns flow to a diagonal sub-grid and has that sub-grid return 
flow back. Rather than manually or arbitrarily reassigning flow directions 
to resolve this problem, we simply constrained the algorithm to assign 
flow to the four cardinal directions. This limits the ability to represent 
channel details but provides hydraulically connected and consistent net
works at a coarse resolution. 

All Vectors (Non-weighted) 

Of the four methods, the summing all flow vectors in the sub-grid yielded 
the worst representation of the drainage network, producing drainage di
rections that were in error in 15 of the 49 sub-grids in the MRB (Fig. 9a). 
Using all flow vectors in the sub-grid determines a drainage direction that 
merely reflects the general slope of the sub-grid rather than a drainage di
rection based on the channel network. The circled sub-grid on Fig. 9a illus-



Re-Scaling River Flow Direction Data 389 

trates one of the major limitations. This sub-grid has a general eastward 
decrease in elevation from the Rocky Mountains to the lowlands. Thus, 
most flow vectors are directed to the east and summing all vectors results 
in an eastward drainage direction for the sub-grid. However, the main 
drainage channel along the eastern edge of this sub-grid runs north-south. 
The correct drainage direction for this sub-grid should be north. 

Elevation (m) 
1-285 

286-498 

499-743 
744-1024 
1025-1332 

1333-1628 

1629-1908 
1909-2176 

2177-2509 

2510-3435 
--Hydrography 

O Grid cell 
referred to in 
the text 

Drainage direction 

c::::::>- Correct 

c::::::>- Vector addition 

Fig. 9. Sub-grid flow directions obtained using four approaches in vector addition: 
(a) all vectors (non-weighted), (b) channel vectors (non-weighted), (c) all vectors 
(weighted), and (d) channel vectors (weighted) 

Channel Vectors (Non-weighted) 

This method that only examines flow vectors for cells identified as channel 
cells, improves flow routing but does not produce results that are entirely 
satisfactory. Flow directions were in error in 10 of 49 sub-grids. The circle 
in Fig. 9b identifies a sub-grid that is in error because the main channel 
veers sharply to the west near the outlet of the sub-grid. 
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All Vectors (Weighted) 

Introducing the contributing area as a weighting factor further improves 
flow routing results, with only 6 of 49 sub-grids being in error (Fig. 9c). 
The reason for the improvement is that cells near the channels and within 
the channels have a very high contributing area value so that these cells are 
weighted more than those in the rest of the sub-grid. Also, cells that are 
closer to the outlet are assigned a greater weight because they are further 
downstream. This encourages flow directions being assigned correctly 
even to sub-grids with channels that veer sharply in a new direction as the 
channel approaches the sub-grid outlet. The circle in Fig. 9c identifies a 
sub-grid in error in Fig. 9b being corrected by weighting flow vectors near 
the sub-grid outlet. 

Channel Vectors (Weighted) 

Summing only the channel cells in the sub-grid and weighting them with 
the contributing area produces results that best reflect the channel network 
in the basin. Only 5 of the 49 sub-grids are in error (Fig. 9d). Erroneous 
sub-grids produced by this method can only be corrected manually. 

In general, the vector addition method generates significantly better 
flow routing results than the traditional method which uses mean eleva
tions to route flow. Using only those vectors that are identified as channel 
cells and weighted by the upstream area produce results that are very close 
to those determined by a quasi-expert system that uses a complex ap
proach. 

3.5 WATPAZ 

The W A TP AZ interface is an expert system that automates the derivation 
of flow routing for the semi-distributed W ATFLOOD hydrologic model 
which is square-gridded and uses grouped response units (GRU) to sub
divide a watershed (Soulis and Segleniek 2007). The interface utilizes 
digital physiographic data obtained through TOPAZ. It employs detailed 
physiographic data extracted from a OEM to automate derivation of rout
ing parameters for the hydrologic model at a large scale, while preserving 
the channel network structure of the basin. 
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3.5.1 Methodology 

W A TP AZ up-scales data from OEM cells using the mosaic method, an 
approach that is much used in atmospheric modeling (Arora et al. 2001). 
Of particular relevance to this study is the method for determining flow 
routing parameters in W ATFLOOO which takes into consideration the 
flow pattern variability within each sub-grid. 

W A TFLOOD models both the vertical and horizontal movement of wa
ter within the basin, but the present research is concerned only with the 
flow routing component. The manual method of obtaining routing parame
ters for W A TFLOOO entails extracting data from a hard copy map. The 
basin is delineated on the base map and subdivided into segments at the 
level of detail required in the output, and the size of the meteorological 
data available for the basin. For each sub-grid the following six parameters 
are derived (Kouwen 2001), viz., drainage direction, elevation, drainage 
area, contour density, river classification, and channel density. 

The W ATP AZ interface consists of eight main programs. The first pro
gram obtains information from the user about the spatial nature of the data 
sets. The second program creates datasets required by the subsequent pro
grams. Six additional programs produce the physiographic parameters 
used by W ATFLOOO, following the algorithms developed for the manual 
method outlined by Kouwen (2001). Table 4 provides a summary of the 
output datasets derived from digital data, for use in W A TP AZ. 

The algorithms employed by TOPAZ for drainage pattern determina
tion, and by W A TP AZ for flow routing between segments do not allow 
ambiguous flow. For example, segments cannot route flow in a loop even 
within large, flat areas. A final manual continuity check of drainage direc
tions derived by the W A TP AZ automated method is recommended. 

3.5.2 Results 

Manipulating the MSCL and CSA values in TOPAZ completely controls 
the delineation of drainage in a basin. Flow routing results for MRB were 
evaluated by comparing the W A TPAZ-generated flow routes with those 
determined using the traditional averaging method. The simple averaging 
method entails moving flow to an adjacent sub-grid with the lowest aver
age elevation. Several depressions or "pits" were produced using this ap
proach because of a number of sub-grids not having an adjacent cell with 
lower elevation. These depressions cause the flows to terminate and the 
hydrologic model will not run under these conditions. The averaging 
method also incorrectly assigned drainage direction in about half of the 
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segments. The WATPAZ method as applied to MRB was able to resolve 
those segments identified as pits by the mean method, and assigned flow 
routing directions that reflect the true hydrography of the segments (Fig. 
10). Furthermore, though not presented here, W A TP AZ achieves im
provements in assigning flow routine directions over a variety of basin 
scales (Shaw et al. 2005b). 

Table 4. TOPAZ output raster data sets used in the W ATP AZ program 

TOPAZ data Description 

Bound.out The data set defmes the bound
ary of the watershed above a 
user specified outlet point 

Inelev.out 

Subwta.out 

Netw.out 

Uparea.out 

The data set contains the eleva
tion values of the input DEM 

The data set identifies sub
catchments in the watershed af
ter the channel network has been 
defmed 

The data set defines the drainage 
network within the watershed 
boundaries above the user speci
fied watershed outlet 

The data set contains the accu
mulated upstream area draining 
into each cell 
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4 Conclusions 

Five methods for up-scaling flow information are presented. SLURPAZ 
combines the output of a terrain analysis model, TOPAZ, with a semi
distributed hydrologic model, SLURP. In the application of SLURPAZ to 
streamflow simulation, reducing the number of sub-units or ASAs results 
in a decline in model performance. This can be rectified through optimiza
tion but only to some minimum number of ASAs at which level water bal
ance components can no longer be calculated correctly. This lower limit is 
possibly a function of topographic complexity. 

(a) +- WATPAZ 

.-- Mean 

230 460 

Kilometers 

690 

Fig. 10. Sub-grids of the Mackenzie River Basin that (a) possess conflicting 
drainage directions, and (b) traversed by major rivers and possess conflicting 
drainage directions 
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(b) 

Fig. 10. (cont.) 
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OEM aggregation results in a rapid reduction in the information content 
of the digital model and can produce serious error in the delineation of 
drainage direction. These errors can be overcome to some degree by drain
age enforcement using such program as ANUDEM. However, the quality 
of the physiographic information on the network and sub-basin suffers 
degradation in the averaging process. Also, some undefined upper limit of 
drainage network complexity may be related to the capacity of ANUDEM 
to process very intricate terrain. 

Vector addition is a more effective aggregation technique though this 
method is limited to four direction flow. In preserving sub-grid topog
raphic complexity, it is possible to extract meaningful physiographic prop
erties for each spatial modeling unit. With this method, however, some 
user intervention is required to ensure that the derived sub-grid drainage 
fully reflects the "real-world" drainage. 
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The W A TP AZ method, based on the hydro logic parameterization 
scheme of W A TFLOOD, obtains flow patterns that match those that 
would be determined manually by an expert. It employs detailed physi
ographic data extracted from a DEM to automate the derivation of routing 
parameters for hydrologic models at the GeM grid scale, while preserving 
the hydraulic structure of the basin. This method is superior to the vector 
addition method in that no user intervention is needed, but the W A TP AZ 
requires a complicated algorithm and high computational overhead. 
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Chapter 21 

Lessons from Macroscale Hydrologic Modeling: 
Experience with the Hydrologic Model SLURP in 
the Mackenzie Basin 

Robin Thorne, Robert N. Armstrong, Ming-ko Woo 
and Lawrence W. Martz 

Abstract Macroscale models are used increasingly in hydrology to simulate re
gional responses to external forcing, to evaluate large basin management strate
gies, and to extend hydrologic data sets. The hydrologic model SLURP (Semi
distributed Land Use-based Runoff Processes) is a semi-distributed model that has 
been successfully applied to basins of various sizes, notably those in cold regions. 
The SLURP manual provides explanations of computational algorithms, sets of 
commonly applicable parameter values, and computational steps required to run 
the model. Although the manual offers much information, users can benefit from 
additional information on certain procedures in order to operate the model suc
cessfully. Tn this chapter we share our experiences in operating this model, includ
ing the preparation of input data, initialization of variables, optimization of pa
rameters, and validation of model results. We suggest that the lessons learned 
from the use of SLURP can be applied to other macroscale hydrologic models. 

1 Introduction 

The performance of macro-scale hydrologic models is influenced by how a 
basin is divided into sub-units, the scale of investigation, process represen
tation in the model, parameterization, and input data considerations. Al
though the SLURP (Semi-distributed Land Use-based Runoff Processes) 
manual offers substantive information on algorithms, parameters, and ini
tialization procedures for the model, experience and knowledge gained 
from past studies can help users operate the model successfully and effec
tively. In this paper we share our experiences in operating the SLURP 
model for a variety of studies conducted as part of the Mackenzie GEWEX 
(Global Energy and Water Experiment) Study (MAGS). 
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2 Model Structure 

The SLURP model is well tested and has been applied successfully in cold 
region basins of various sizes in both alpine and lowland environments 
(Kite et al. 1994). Simulation by SLURP is based on (1) a vertical compo
nent consisting of surface water balance and flow generation at daily time 
intervals, and (2) a horizontal component that includes flow delivery 
within each sub-unit and channel routing to the basin outlet. Mean eleva
tion, area, and areal percentages occupied by various land cover types are 
obtained using digital elevation data combined with a land cover map in
put by the user. 

The model divides a large catchment into aggregated simulation areas 
(ASAs) each encompassing a number of land cover types characterized by 
a set of parameters on the basis of topography and land cover (Kite 2002). 
The difference between SLURP and many other hydrologic models which 
subdivide a basin area into regular grid squares, is that SLURP makes use 
of topographic divides as the boundaries of individual hydrologic units. 
This offers a more physical basis than arbitrary grids (Woo 2004) as the 
individual hydrologic units are based on the stream network derived from 
the topography. According to Kite (2002), models that reduce a basin to a 
series of grid squares are attempting to simulate an artificial environment 
rather than a natural one as the hydraulic routing in grid square models can 
reduce river basins to a series of plates and waterfalls. Two advantages of 
using topographically-based sub-units are (1) that the size of the sub-unit 
can vary more than grid squares, and (2) that lakes and reservoirs can be 
more easily simulated (Kite 1998). 

The basic requirements for an ASA are that the distribution of land 
cover and elevation within the ASA are known and that the ASA contrib
utes runoffto a definable stream channel (Kite 2002). This information can 
be obtained by using an automated delineation of the channel network 
from digital elevation data with the TOPAZ (TOpograhic PArameteriZa
tion) program. TOPAZ processes a raster Digital Elevation Model (DEM) 
to derive a wide range of topographic and geometric variables that are 
physically meaningful to watershed runoff processes (Lacroix et al. 2002). 
A special link between SLURP and TOPAZ has been developed, named 
SLURP AZ, to enable their seamless integration (Martz et al. 2007). 
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2.1 Topographic Parameterization and Scale Effects 

The automated extraction of topographic information (e.g., basin and 
drainage network delineation) from a digital elevation model (DEM) for 
parameterizing hydrologic models has become a common practice. The 
overall process depends on correctly defining flow directions across the 
landscape. As a result, the scale of the OEM used to represent the land
scape becomes important. Several studies have been conducted regarding 
the problems and potential solutions to correctly defining flow directions 
under re-scaling, from local to continental scales (Martz et al. 2007). 
Common to each of these studies is the use of TO PAZ for the automated 
extraction of physiographic parameters from a OEM. 

Depending on the scale of the DEM used, however, the resulting net
work and other OEM characteristics can be substantially different at suc
cessive grid scales. In applying TOPAZ to the Mackenzie and the Missis
sippi basins, Armstrong and Martz (2003) found that using a simple 
averaging approach to upscale a DEM from 1 km to 2, 4, 8, up to 64 km 
can result in severe flow direction errors (due to elevation smoothing dur
ing aggregation), potentially producing dramatic changes in basin and 
network definition. This renders such an approach to rescaling flow direc
tions unreliable for modeling at larger scales (Fig. I). An alternative ap
proach used by Laing (2004) to preserve drainage patterns at larger scales 
employs a method of drainage enforcement to correct for elevation errors 
that produce incorrect flow directions. In this method, an existing stream 
network is imposed on the OEM to ensure proper flow patterns, while 
maintaining the integrity of the elevation data outside a buffered area 
along the stream channels. This new procedure was successful in produc
ing corrected drainage patterns comparable to that of the 'blueline net
work', and also resulted in minimal impacts on DEM characteristics for 
network buffer sizes of 1, 3 and 5 grid cells. 

A general problem with the above approaches is that they fail to fully 
address the sub-unit scale variability needed for flow routing in large-scale 
models. Recently, an automated method of aggregating flow directions us
ing a quasi-expert system has been introduced by Shaw et al. (2005). The 
new method is implemented through an interface (W A TPAZ) between 
TOPAZ and the hydrologic model W ATFLOOD. The basic principle of 
the method is to use the hydraulic structure of the basin to preserve the 
drainage network at larger scales (e.g., GCM grid scales), thus providing 
more accurately defined flow directions for runoff routing. 
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Fig. 1. Drainage networks and boundaries of the (top) Mackenzie and (bottom) the 
Missouri River Basins derived from DEMs at original resolutions of 1 km and af
ter aggregation to 16 km and 64 km 

2.2 Determining the Number of Sub-units 

The number of ASAs used in modeling a basin will depend on the basin 
area and the scales of data available (Kite 2002). The SLURP model can 
use an unlimited number of ASAs, but to ensure stability the number of 
ASAs has to equal or exceed the number of land cover classes. Lacroix et 
al. (2002) examined the impact of changing the number of ASAs used in a 
SLURP modeling application in Wolf Creek Basin, Yukon. They demon
strated that a minimum number of ASAs is required to correctly model the 
volume of runoff generated by a basin (Fig. 2). The minimum number is a 
function of the spatial variability in temperature and precipitation over the 
basin which is, in turn, largely a function of topographic relief. They also 
showed that the timing of runoff will improve as the number of ASAs in
creases up to a maximum beyond which no further improvement is ob
tained (Fig. 2). This upper limit is ill-defined but appears to be related to 
runoff travel times. The suggested criteria in determining the appropriate 
number of ASAs includes: (1) the optimal number should enhance the 
simulation of streamflow, and (2) it should be the smallest plausible num
ber of ASAs to keep the model runs efficient. 
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Fig. 2. Variations of the Nash-Sutcliffe statistic with an increase in number of 
ASAs in Wolf Creek Basin 

An experiment was conducted by Thorne (2004) to determine how the 
Liard Basin, a 250000 km2 tributary of the Mackenzie system, can be par
titioned into sufficiently distinctive sub-basins. Three criteria were used to 
select the most suitable number of ASAs, including (1) the best Nash
Sutcliffe (Nash and Sutcliffe 1970) value for the calibrated and (2) vali
dated time periods, and (3) a suitable number of ASAs to reduce the com
putational time. Results indicated that the Nash-Sutcliffe values increased 
as the number of ASAs increased. To meet all three criteria, the optimal 
number of ASAs for the Liard Basin was between 25 and 50. 

2.3 Land Cover Representation 

Land cover data, commonly derived from satellite data, are used in 
SLURP as an indicator of vegetation type, soil characteristics, and physi
ography (Kite 2002). An experiment by Thorne (2004) tried to reduce the 
number of land classes without significantly jeopardizing the representa
tion of basin land use. The study found that decreasing the number of land 
classes will increase the computer processing speed as less time is required 
to gather parameter information for each land cover. Using the criteria of 
obtaining the best Nash-Sutcliffe statistic for both the calibrated and vali
dated time periods, it was determined that five land cover types (i.e., de
ciduous, evergreen and mixed forests, water, and tundra) were sufficient 
for the Liard Basin. 
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A recent study (Armstrong and Martz, 2007) examined the effects of 
scale (level of detail) at which land cover is represented on modeling the 
response of Wolf Creek watershed using SLURP. For this study, the level 
of detail of a grid-based 30 m land cover map was reduced via several 
techniques including pixel thinning, smoothing, modal aggregation, and a 
majority rule method based on hydrologic zone polygons. To provide and 
maintain a sense of realism throughout the modeling process, the SLURP 
model was initially calibrated (at Wolf Creek outlet) using literature in
formation, previous research, field data, and remote sensing information, 
and then manually optimized. This process resulted in satisfactory timing 
and magnitude of streamflow (peak and mean discharge) compared to ob
served discharge, but a lower Nash-Sutcliffe statistic (0.66) than is usually 
preferred. 

The initial model calibration run was only used to provide a base refer
ence for comparing further runs using the land cover maps with reduced 
levels of detail. As shown by the results of the study, in the case of model
ing Wolf Creek, reducing the level of detail ofland cover data had only a 
minimal effect on streamflow and model fit statistics at the outlet. This 
was not the case, however, for the distributed sub-basins (19 in total), 
which showed local variations in streamflow response to be quite pro
nounced. This indicates that reducing the level of detail of land cover has 
negligible effect on the discharge at the outlet for which the model is cali
brated, but a more pronounced impact on individual sub-basins. 

2.4 Hydrologic Processes 

Several weaknesses exist in the representation of hydrologic processes in 
SLURP. The snowmelt rate, calculated by a degree-day method, can vary 
within a year, but cannot vary between years. The fast and slow storages 
within the model simulate the hydrologic processes in the soil layers, yet 
the model cannot simulate the presence of frozen soil in the winter and 
spring. Limited infiltration into the soil layers during these two seasons 
cannot be modeled properly. Glaciers are present in many cold areas but 
glacier melt is not considered. Finally, a process often observed during the 
spring and fall seasons in the subarctic is the formation and decay of river 
ice (Beltaos and Prowse 2001, Hicks and Beltaos 2007) which can seri
ously affect the timing and magnitude of discharge, but cannot be explic
itly simulated by SLURP. 

The selection of evapotranspiration method in the model is restricted for 
the data sparse regions. In these regions the Spitllehouse and Black 
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evapotranspiration method (Spittlehouse 1989), a modified form of the 
Priestley and Taylor method, is often used due to lack of radiation data that 
is required for other methods such as the Penman-Monteith (Verhoef and 
Feddes 1991). 

A new function in version 12.2 of the SLURP model is the handling of a 
"water" land cover type, as either a lake or reservoir, or as a small unregu
lated lake or even a collection of small water bodies. For the latter, the ver
tical water balance is carried out as for any other land cover except that 
some of the parameters are changed to eliminate the functions of the can
opy and fast storage, and to ensure that evapotranspiration from the slow 
storage is assigned to evaporation and not to transpiration (Kite 2002). 

A study by van der Linden and Woo (2003a) compared several models 
of increasing complexity to investigate the role of major hydrologic proc
esses in streamflow simulation. Results indicated that with finer temporal 
and spatial scale, process representation needs to be more complex. How
ever, it was not always necessary to switch directly from a simple model to 
a complex one for several reasons: (I) upgrading only a limited number of 
critical processes in a simple model may be adequate to simulate satisfac
tory flow features of interest; (2) not all process representations found in a 
complex model need to be present in a simple model as runoff may be sen
sitive to only a limited number of processes; (3) a compromise must be 
considered between the model demand and the availability of reliable input 
data, particularly for remote areas like the subarctic. 

3 Data Ingestion 

For cold regions, one of the major limitations is the lack of both long term 
climate and discharge data with adequate spatial coverage. The use of grid
ded reanalysis data from climate models or data interpolated from ground 
observations can offer a solution. For data ingestion into SLURP, the 
model calculates weighted average climatic inputs for each ASA from any 
number of climate stations or from gridded data using a weighted Thiessen 
polygon technique. If climate station data are used, the temperature field is 
adjusted to account for differences in elevation between the climate sta
tions and the average elevation of the ASA using a specified lapse rate. 
Precipitation is also adjusted for elevation changes using a specified rate of 
increase of precipitation with elevation for each ASA (Kite 2002). 
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4 Variables 

To successfully run the SLURP model, several variables are required, such 
as temperature, precipitation, and runoff. Temperature is needed for the 
calculation of snowmelt using the degree-day method, and for evapotran
spiration computation using the Spittlehouse and Black method, which has 
been found to yield reasonable results (Barr et al. 1997). The dew point 
temperature can be approximated by the minimum temperature of the pre
vious day. To estimate net radiation, the ratio of sunshine hours is derived 
from precipitation data (Kite 2002) using the following assumptions: (1) 
with zero precipitation, the sky is assumed to be clear; (2) with daily pre
cipitation exceeding 25 mm, the sunshine hours for that day is considered 
to be zero; (3) for precipitation between 0 and 25 mm, the hours of sun
shine are computed proportionately. 

Although the SLURP model offers the option of using temperature or a 
combination of temperature and radiation to calculate snowmelt, Pietroniro 
et al. (1997) found that the use of combined temperature-radiation data for 
flow simulation only marginally improves the performance of using tem
perature-index alone for melt calculation. The use ofthe robust degree-day 
method (Hock 2003) instead of an energy balance approach is necessitated 
by the coarse resolution of the input data and immensity of the catchment 
that precludes accurate spatial description of radiation and wind fields. 

5 Parameters 

SLURP requires parameter values for each of the land cover types. Fol
lowing the classification of the input parameters by van der Linden and 
Woo (2003 b), three types of parameters are generally distinguished. The 
first group is based on values used by SLURP from past simulations, such 
as lapse rates, evapotranspiration variables and snowmelt factors. These 
parameter values are usually set constant since their hydrological sensitiv
ity is medium to low (Kite 2002). The second group has eight parameters 
that can be obtained by optimization: initial contents of snow and slow 
storage, maximum infiltration rate, Manning's roughness, retention con
stant for fast and slow storage, and maximum capacity for the fast and 
slow storage. All of these parameters are allowed to vary within a speci
fied range to enable some physical credibility to be retained (Kuchment et 
al. 2000). The third group consists of parameters that can be kept at their 
default values supplied by the model, including parameters for the canopy 
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properties, leaf area index, porosity, precipitation factor and the rain/snow 
division temperature. 

Van der Linden and Woo (2003b) applied SLURP to the mountainous 
Liard Basin and its sub-catchment in subarctic Canada, to examine the 
transferability of parameters for the overall basin, to simulate flows for its 
sub-basins. Several conclusions were reached: (1) parameters obtained for 
two sub-basins are similar to each other but different from values gener
ated for the outlet discharge; (2) when parameter values derived for the 
sub-basins are applied to the Liard catchment, there is improved agreement 
between the observed and simulated runoff, while an opposite result is ob
served for the reverse; (3) caution must be exercised when transferring pa
rameters as they largely depend on the climate, topography, land cover 
type, and compatibility of scale of a basin. 

The initial amount of snow and slow storage may be optimized by 
SLURP, depending on the time of year. Starting the model in the fall sea
son rather than at the beginning of a calendar year has the advantage that 
there is no snowpack and the soil moisture is low. Then, the initial snow 
content and the slow storage may be set to close to or at zero and do not 
require optimization (Kite 2002). 

During the snowmelt period, many subarctic catchments have frozen 
soil conditions, but SLURP does not have a frozen soil routine. To mimic 
this imperviousness effect of frozen ground in promoting surface runoff, 
the maximum infiltration capacity can be set to some low value. For ex
ample, this value was set to 10 mm/day for the Liard Basin in a study by 
Woo and Thorne (2006). The presence of river ice in the breakup season 
influences hydrograph rise along local segments of the channel (Blackburn 
and Hicks 2002) but macrohydrologic models such as SLURP do not pos
sess the capability to handle the hydraulics of ice breakup. 

Thorne (2004) estimated the maximum range for the retention constant 
and the maximum capacity of the fast and slow stores to address winter 
flow problems encountered during a preliminary simulation (Fig. 3a). Ap
plying the maximum ranges used by Kite (2002) for the simulation of 
Kootenay River in British Columbia produced an overestimation of low 
flow for the Liard Basin, which accumulated over time and attained mag
nitudes greater than the annual peak flows. This was rectified by re
estimating the maximum range of these storage parameters (Fig. 3b). 
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Fig. 3. Long term simulation (1973-1990) of streamflow at the outlet of the Liard 
Basin. By re-estimating the maximum retention constant and maximum capacity 
of the slow storage, the accumulation of low flow (a) was reduced to acceptable 
values (b) 

6 Initialization 

A spin-up period, an arbitrary number of years prior to the desired simula
tion time, is often used when simulating discharge to adjust initial parame
ters to allow the model to reach an equilibrium. Further work is needed to 
determine the number of years of spin-up needed to achieve satisfactory 
simulation results. 

7 Optimization 

In most studies using the SLURP model, manual calibration was per
formed on the second group of eight parameters mentioned in Sect. 5, to 
set the limits within which those parameters can vary so as to ensure some 
physical credibility. The Shuffled Complex Evolution (SCE-UA) Method 
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(Duan et al. 1994) incorporated into SLURP is used to optimize the pa
rameter values. Thorne (2004) examined the optimization of the parame
ters under several options. First, the calibration period and the number of 
iterations were selected. Four calibration runs were executed to insure an 
adequate calibration of the parameters. The first run included all the pa
rameters except the Manning's roughness which Kite (2002) recom
mended not be included in the first optimization step. The second calibra
tion run took the parameter values obtained from the first run, calibrated 
the parameters again, and optimized the Manning's roughness. The third 
calibration run re-calibrated the parameters along with the routing parame
ters. The fourth and final run re-calibrated all the parameters. These four 
calibration runs gave improved results with each optimization. The snow
melt rate and the time of travel for the Muskingum routing are the only 
factors that are not optimized by the model, but are set manually using the 
Nash-Sutcliffe statistic as a "goodness of fit" indicator. 

For streamflow simulation, results can be evaluated using the Nash
Sutcliffe efficiency measure, the Garrick efficiency measure (Garrick et al. 
1978), the Previous-Day criterion (Kite 1991), and the root-mean square 
error (RMSE). The first three statistics describe how well the daily and 
seasonal variations in streamflow are simulated (Kite 2002). 

8 Validation 

When validating simulation results, it is best to use observed discharge re
cord not used in the calibration period. Satellite information, such as Mod
erate-Resolution Imaging Spectroradiometer (MODIS) of relatively high 
resolution (5 km) can be used to map a basin snow cover over the snow
melt season. Snow cover extent during the melt season obtained from 
MODIS can be compared with the areal snow depletion pattern depicted 
by the hydrologic model. One constraint is model resolution. The SLURP 
model uses an ASA as its basic simulation unit (where size can greatly 
vary) and for any particular day, an ASA is considered entirely snow
covered or completely snow-free. Despite this limitation, a comparison of 
satellite and model results offers a coarse spatial assessment of how well 
the snow-cover depletion is simulated (Woo and Thorne 2006). These 
comparisons are useful in indicating the efficacy of snowmelt simulation. 

Three sets of climatic input data from weather station observations and 
reanalysis products were compared for use in the simulation of streamflow 
for the Liard Basin in subarctic Canada (Thorne and Woo 2006). These 
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data sets are statistically different or show biases for most months. Yet, 
when they were used in conjunction with specific suites of parameters op
timized for the individual data sets, SLURP was able to simulate flows that 
compare satisfactorily with measured discharge of the Liard catchment. 
The progressive downstream change in simulated discharge was scruti
nized to reveal how and why, despite using inputs that are different, the 
model can simulate comparable basin outflows. When comparing simu
lated with measured discharge at several gauging sites within the Liard 
Basin, it becomes apparent that some ASAs overestimate while others un
derestimate the measured flow. As one approaches the basin outlet, there 
are more ASA discharges available to average out these errors and this 
process usually improves the performance of the simulation for the entire 
basin. Two interesting conclusions were drawn. (1) The study demon
strated that the pattern of streamflow contribution from within the basin is 
not reliable even when there is a good overall fit between observed and 
simulated streamflow at the basin mouth. (2) The optimization capability 
of a macro-scale hydrologic model can compensate for the differences 
amongst several climatic input data sets, and this testifies to the flexibility 
of the model. 

9 Conclusions 

The SLURP model, like all hydrologic models, performs a vertical water 
balance over the segmented areas and then links runoff laterally and routes 
the discharge downstream. The studies discussed here have tested the 
model vigorously and generated several improvements. We have shown 
and examined many aspects of the SLURP model such as the scale effects 
on topographic parameterization; its weaknesses in representing some hy
drologic processes (such as routing and snowmelt rates in the model struc
ture); effects of land cover detail on streamflow simulation; dealing with 
the lack of observed data in cold and mountainous regions; the estimation 
and approximation of variables; the calibration of parameters with realistic 
limitations; unique optimization procedures and credible ways of validat
ing model results. Overall, the SLURP model is suitable for modeling the 
hydrology of cold and/or mountainous regions. By sharing our experiences 
gained through the use of SLURP we hope other users can benefit. We 
also suggest that the lessons learned from the use of SLURP can benefit 
users of other macro-scale hydrologic models as many such models share 
similar strengths and limitations. 
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Chapter 22 

Development of a Hydrologic Scheme for Use in 
Land Surface Models and its Application to 
Climate Change in the Athabasca River Basin 

Ernst Kerkhoven and Thian Yew Gan 

Abstract The land surface model ISBA was applied to the Athabasca River Ba
sin. Stand-alone runs were conducted to reconstruct the historic streamflows in the 
basin. The GEM and ERA-40 archives supplied the meteorological forcings and 
Ecoclimap provided all the required land surface data. It was found that the way 
ISBA (hereafter, OTSBA) treated the generation of runoff resulted in unrealistic 
hydrographs. OTSBA's hydrological scheme was modified by applying the Xinan
jiang distribution to represent variation in soil water retention to formulate new, 
highly non-linear equations for surface and sub-surface runoff. These modifica
tions significantly improved OTSBA's ability to simulate the generation of runoff 
in the Athabasca River Basin. 

This modified version of ISBA (MISBA) was then used to predict changes to 
the hydrology of the Athabasca River Basin under conditions predicted by a num
ber of SRES climate scenarios for the 21 5t century. Although most of the scenarios 
predict increased precipitation in the basin, all the scenarios resulted in signifi
cantly decreased streamflows by the end of the century (2070-99), primarily be
cause of a predicted decrease in the size of the winter snowpack due to warmer 
winters. 

1 Introduction 

Land surface processes were first included in Global Climate Models 
(GCMs) in the 1960s, and over the past four decades the development and 
application of ever more sophisticated Land Surface Models (LSMs) has 
shown that these water, energy, and carbon exchanges are tightly coupled 
(Pitman 2003). LSMs are usually based on one-dimensional physics meant 
for point applications, but are applied to scales on the order of 100 km2 to 
10 000 km2• Since small-scale variations cannot be averaged out at larger 
scales, heterogeneity plagues LSM applications as it does almost all nu
merical modeling. When a LSM is applied to coarse grid cells, therefore, 
sub-grid heterogeneity should be accounted for. Most studies that had been 
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conducted on the effects of sub-grid parameter variability were based in 
mid-latitude croplands or grasslands (Noilhan and Lacarrere 1995), usually 
under summer conditions, and over scales ranging from an 11.7 km2 water
shed (Famiglietti and Wood 1995) to a GCM grid scale of up to 100 000 
km2 (Ghan et al. 1997). 

Parameters that tend to have significant heterogeneity are hydraulic con
ductivity, soil moisture, precipitation, vegetative cover, snow cover, and 
topography. A simple approach is to assign a single number to each 
parameter to represent the bulk value in the grid area. Noilhan and Lacar
rere (1995) found that averaging the surface parameters produced better 
results than prescribing surface properties associated with a dominant land 
use. There are also other ways to account for sub-grid variability. If ade
quate data is available, a more realistic approach is to divide grids into 
sub-grids, each with its own set of parameters, or partition a grid cell into 
tiles, with each tile having distinct land use and physics (Koster and 
Suarez 1992). Effectively, this means that several parallel simulations are 
conducted and the resulting fluxes are combined using an areally-weighted 
average. Alternatively, sub-grid parameter variation can be described sta
tistically (Entekhabi and Eagleson 1989; Sivapalan and Woods 1995). 

The earliest LSMs used variations of the simple bucket scheme of Ma
nabe (1969) in which the soil column is treated as a fixed size bucket that 
produces runoff whenever it fills. More recently, many LSMs use a vari
able bucket approach based on the Xinanjiang hydrologic model defined 
by a shape parameter (Yarnal et al. 2001) to represent sub-grid variability 
of soil moisture and its effect on surface runoff generation. This approach 
also only considers Dunne runoff mechanisms in which surface runoff oc
curs when the soil becomes saturated. 

Our objective is to simulate the hydrology of the Athabasca River Basin 
(ARB) below Fort McMurray by coupling an atmospheric model with the 
land surface model, Interactions between the Soil-Biosphere-Atmosphere 
(OISBA) developed by Noilhan and Planton (1989) and modified by 
Kerkhoven and Gan (2006) (MISBA). OISBA/MISBA will be tested in 
stand-alone mode and then linked with hydrologic routing model to simu
late the total streamflow at the basin outlet. The scheme will be applied 
with climate change scenarios from seven GCMs to simulate flow re
sponses of the Athabasca River. 
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2 Study Area 

The Athabasca River Basin (ARB) is of key interest mainly because of its 
multi-billion dollar oil sands industry at Fort McMurray. According to 
Water Survey of Canada the basin area is 133 000 km2, and its main chan
nel length is about 1154 km (Kellerhals et al. 1972). ARB has a continen
tal climate with daily mean temperature dropping below freezing between 
mid-October and early April. Typical January temperature is -20°C while 
July is 17°C. June to October are the wet months, with an average total 
precipitation of about 300 mm, while winter and spring only receive about 
150 mm in an average year. Coniferous, mixed wood and deciduous for
ests are the dominant vegetation especially in the upland areas (elevation 
ranging from 350 to 850m) and willow brush, shrubs, black spruce and 
sphagnum moss dominate the lowland areas which are often poorly 
drained. Dominant surficial soils are glacial soils (silt, clay and sands), 
glaciolacustrine soils (clay loam to heavy clay) and glaciofluvial soils 
(sandy loam to sands). 

Natural watersheds in many parts of ARB are characterized by peaty 
soils with depths that vary from 0.3 m (upland) to over 1 m (lowland). Up
land watersheds typically have ground slopes of 0.5% or more, while low
land areas typically have average slope less than 0.5%. Lowland areas 
normally have thick peat with near-surface groundwater table. As a result, 
a significant amount of runoff (e.g., could be more than 70%) from low
land watersheds occurs as interflow through deep peat or muskeg (northern 
wetland), irrespective of the sub-soil types (Golder Associates 2002). 

3 Research Methods 

LSMs are often run in stand-alone mode with no feedback to the atmos
phere, with meteorological data coming from GCM output, global re
analysis datasets, weather model forecasts, or regional re-analysis datasets. 
The GCM and global data are typically available at spatial scales on the 
order of I" to 3" while the regional data are available at spatial scales of 10 
to 50 km. Coarse resolution data are easier to acquire and to apply over ex
tended time periods due to modest demand for computer memory, storage, 
and clock speed. Further, such data usually offer global coverage and 
cover much longer time periods. However, finer resolution data reproduce 
superior local variability, such as precipitation. 
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Two sources of meteorological data were used. The first is the archived 
forecasts from the Meteorological Service of Canada's atmospheric model, 
Global Environmental Multiscale Model (GEM), and the second is the 
ERA-40 historical re-analysis data developed by the European Centre for 
Mid-range Weather Forecasts (ECMWF). The GEM archive covers west
ern Canada from October 1995 to September 2001 while ERA -40 has 
global coverage from January 1961 to August 2002. The GEM (ERA-40) 
data has a spatial resolution of 0.33° (2S) latitude and 0.50° (2S) longi
tude and a temporal resolution of3 (6) hours. The GEM data is typical for 
weather forecasting and the ERA-40 data is typical for GCM applications. 

The LSM used in this study, ISBA of M6t60 France (referred to as 
OISBA in this study), explicitly models the energy and water processes at 
the land surface, which include, but are not limited to, soil water and heat 
transfer, solid-liquid storage and phase changes, and vegetative interaction 
with soil water. Recently, the model has been extended to include a sub
grid runoff scheme (Habets et al. 1999), a third soil layer (Boone et al. 
1999), and a multi-layer snow scheme (Boone and Etchevers 2001). 

To overcome the challenge of estimating many parameters of a complex 
model, a priori relationships linking parameters with land surface and soil 
characteristics are now available for many LSMs. The Ecoclimap land use 
data (Masson et al. 2003), which include all the physical parameters 
needed to run OISBA, was used to define the requisite surface parameters. 
Ecoclimap was derived by combining existing land-cover and climate 
maps, in addition to using the A VHRR satellite data. 

Basin characteristics such as areal extent and the drainage network were 
derived from the 6 arc-second ~igital Elevation Model (OEM) of the 
Peace-Athabasca River Basin. To facilitate cross-referencing the data sets, 
each OEM square was linked to its nearest land use data square, and each 
land use data square was linked to its nearest meteorological grid. Each 
meteorological grid was then divided into a mosaic of land cover tiles and 
the meteorological data was adjusted based on the average elevation of 
each tile. Representing the land cover as a mosaic of tiles and adjusting the 
meteorological data for each tile's mean elevation can account for a large 
portion of the spatial heterogeneity ofland cover and topography. This ac
counting is primarily limited by the variation in topography within each 
land cover tile. 
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3.1 Historic Flows 

OISBA was first tested in stand-alone mode in the ARB using the ERA-40 
and GEM forecast archives to simulate the interaction between the atmos
phere and ARB. Local runoff predicted by OISBA was then input to a hy
drological routing model to simulate the total streamflow at the basin out
let. From these simulations, limitations associated with OISBA's treatment 
of hydrology were identified. A new hydrologic scheme was added to the 
original OISBA, resulting in the modified version of ISBA (MISBA) 
(Kerkhoven and Gan 2006). 

Downscaling the ERA-40 data could potentially improve the simulation 
of ARB's streamflow. Even though there are complex, dynamical ap
proaches, only simple statistical downscaling schemes were considered. 
This approach is computationally modest, parsimonious, but lacking in 
physical processes. Usually the idea is to develop empirical relationships 
either between large-scale atmospheric variables and sub-grid elements of 
local surface environment, or variables of GeM scale to local scale. The 
complexity of downscaling depends partly on the climate variables consid
ered, e.g., downscaling precipitation is more involved than downscaling 
temperature data, since precipitation is affected by both local and meso
scale processes, and follows a skewed distribution (Yarnal et al. 2001). 

Given that the GEM archive is of much higher resolution than ERA-40 
data, instead of using predictors such as geopotential height or sea level 
pressure, we can directly compare the mean monthly meteorological GEM 
data for each grid point with the mean monthly data for the nearest ERA-
40 grid point during the period that the two datasets overlap (October 1995 
to September 2001). Downscaling was achieved by shifting the ERA-40 
data to match the monthly mean of each GEM point. For example, if the 
January precipitation of a GEM point was 10% higher than its closest 
ERA-40 point during the overlap period, all the January ERA-40 precipita
tion rates for this point were increased by 10%. Radiation, humidity, air 
pressure, and wind speed data were handled in the same way while tem
perature was shifted by the difference in the mean temperature. 

This algorithm does not address limitations of ERA-40's temporal 
scales and spatial variability and therefore should not improve the simula
tion of summer storms. However, because of the higher resolution, it will 
better represent the spatial distribution of land cover, topography, and local 
climate and should therefore improve the simulation of snowmelt and 
evaporation. 



416 Kerkhoven and Gan 

3.2 SRES Climate Scenarios for the 21 st Century 

ISBA was also run in a stand-alone mode with a number of SRES (Special 
Report on Emissions Scenarios) climate scenarios for the ARB. The pre
dicted changes to mean monthly temperature and precipitation from seven 
GCM models (CCSRNIES, CGCM2, CSIROMk2b, ECHAM4, 
GFDLR30, HadCM3, and NCARPCM) for four SRES climate scenarios 
(A1FI, A21, Bll, B21) over the 1961-90 base period were used to adjust 
the ERA-40 temperature and precipitation over three 30-year time periods: 
2010-39 (early 21st century), 2040-69 (mid 21st century), and 2070-99 
(late 21 st century). Only two GCMs simulated all four scenarios (HadCM3 
and CCRNIES). The other five GCMS only simulated the A2 and B2 sce
narios. A total of 18 future climates scenarios were run for each 30-year 
period (two Al F 1 predictions, seven A21 predictions, two B 11 predic
tions, and seven B21 predictions) for a total of 54 simulations. 

3.3 A New Hydrological Scheme for LSMs 

Habets et al. (1999) developed a sub-grid runoff scheme that statistically 
considers the sub-grid heterogeneity of the moisture capacity of the soil, x, 
to follow the Xinanjiang distribution (Zhao 1992), 

F(x) = 1- [1- (x / xmax )]1' (1) 

Xave == __ 

xmax f3 + 1 
(2) 

where f3 is an empirical parameter, and F(x) is the cumulative probability 
distribution of x. This distribution is completely defined by the maximum 
(xmax) and mean (xave) values of x. Effectively, this scheme acts like a 
multi-bucket scheme in which the Xinanjiang distribution defines the dis
tribution of bucket sizes and surface runoff occurs whenever a bucket fills 
to capacity. When modelers set the parameter f3they are effectively defin
ing the maximum bucket size (or soil depth) in the grid. A gravity drainage 
scheme was also developed to represent subsurface runoff, 

(3) 

where Q is the subsurface runoff, D is the thickness of the deep soil layer, 
W is the soil water content, Wdrain is the minimum soil water content at 
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which drainage will occur, and C3 is a coefficient that is a function of soil 
texture. ISBA therefore treats subsurface runoff as a linear reservoir. 

The ISBA runoff scheme requires two parameters: the Xinanjiang dis
tribution parameter, and the minimum soil water content for drainage. 
Both of these parameters need to be calibrated by the user and therefore 
become problematic when applied to large river basins where they could 
vary widely. To eliminate this difficulty, we removed these two parameters 
by making them functions of the soil characteristics. First, runoff was 
made a function of soil water retention, 

S = (w - wr)/(wwt - wr) (4) 

where S is the soil water retention, Wr is the residual water content, and w.,at 
is the saturated water content. The Xinanjiang distribution is used to repre
sent the sub-grid variation in soil water retention. Because the maximum 
possible retention is I, and since the model predicts the average water re
tention at each time step, f3 can be derived from Eq. (2) for each step as 

f3 = (1 / Save) - 1 (5) 

Any new depth of water added to the soil column is first converted to addi
tional soil water retention, LiS, 

(6) 

where Pave is the average intensity of rainfall, Lit is the model time step, 
and Del! is the effective depth of the soil. In the runoff scheme of Habets et 
al. (1999) the entire root depth was used to calculate runoff, effectively as
suming that within the Lit, additional water penetrated the rooting depth. 
This may not be realistic for vegetation with deep roots and soils with low 
permeability. To account for this, an effective depth was calculated based 
on the kinematic wave velocity of the wetting front of Smith (1983), 

D .. = K,a! -K(w) M 
ejf 

W.sat -w 
(7) 

where X,at and K(w) are the saturated and unsaturated hydraulic conduc
tivities respectively. 

Adding flS uniformly across the distributed initial soil moisture reten
tion and integrating the area where this sum exceeds 1 (i.e., the soil be
comes saturated), it can be shown that total surface runoff, in terms of soil 
moisture retention, Sr, is 
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(8) 

when I1S is less than or equal to 1. When the additional water exceeds the 
storage capacity of the soil column to the effective depth, runoff is simply 

Sr = S + I1S -1 = I1S - 13 1(13 + 1) (9) 

In Habets et al. (1999), snowmelt and rainfall were each assumed to be 
evenly distributed over the grid square. To account for spatial distribution 
of these important quantities melting snow was assumed to be uniformly 
distributed over the snow covered area, while rainfall was assumed to fol
Iowan exponential distribution after Entekhabi and Eagleson (1989) 

!(i) = P~ve ex{ - ~~e) i ~ 0 (10) 

where k is the fraction of the total area that receives rainfall, and i is the 
rate of rainfall. For simplicity, k was assumed to be l. Substituting i for 
Pave in Eqs. (6), (8), and (9) and integrating over Eq. (10) yields, 

S = I1S P+ 1 r(/3 + 2, k /I1S) + ex (_ ~J[I1S + _k_] 
I /3+1 e p I1S /3+1 

where imax is the rate of rainfall when LiS equals 1, 

imax = Defl (wlat - wr ) 1 I1t 
and r(a,x) is Euler's lower incomplete gamma function. 

(11) 

(12) 

Because imax is equal to the maximum rate that water can infiltrate into 
the soil, the first term in Eq. (12) represents locations where the rate of 
precipitation is less than the infiltration capacity and runoff occurs because 
the soil becomes saturated (Dunne runoff). The second tenn represents lo
cations where the rate of precipitation exceeds the infiltration capacity of 
the soil (Horton runoff). 

This method eliminates /3 as a user defined parameter. The other pa
rameter was eliminated by assuming that W drain equals W r, which can be 
calculated from the soil texture using one of several empirical functions. 
Drawing an analogy to the Brooks-Corey equation for hydraulic conduc
tivity of unsaturated soils (Brooks and Corey 1964), Eq. (3) was altered 
into a function of soil water retention, 
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where A is the Brooks-Corey pore-size index which can also be calculated 
from the soil texture. Assuming that the sub-grid distribution of soil mois
ture follows the Xinanjiang distribution, the total sub-surface runoff pro
duced is 

1 

Q = fQ(S)f(S)dS (14) 

where, by differentiating Eq. (I), 

f(S) = ;1(1- S Y-l (15) 

Therefore, 

1 

Q = ;1C3D f Sf! (1- S)p-l dS (16) 

The integral in Eq. (16) is similar in form to the Euler's beta function, 
from which the solution to Eq. (16) can be found to be 

Q = C D r(n + I )r(;1 + I) 
3 r(n + ;1 + I) (17) 

where r (x) is Euler's gamma function. This equation is highly non-linear 
and produces much lower runoff rates under dry conditions than the origi
nal ISBA scheme. Under moist conditions, when ;1 approaches 0, the two 
methods will predict similar runoff rates. 

4 Results 

4.1 Historic Flows 

4.1.1 GEM Simulations 

The GEM data was divided into a calibration period (10/1996 to 6/1998) 
and a verification period (711998 to 9/2001). The calibration and verifica
tion runs were both initialized on October 1, 1995. One set of calibration 
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and verification runs was made using the Original ISBA (OISBA) scheme 
and another set of runs was made using the Modified ISBA scheme 
(MISBA). Simulations were also conducted with the ERA-40 data. For 
OISBA, the calibrated values for f3 and Wdra;n from the GEM simulation 
were used, while for MISBA all parameters were defined by the Ecocli
map data set and so no parameter was calibrated. 

Calibration statistics are summarized in Table 1. MISBA outperforms 
OISBA significantly in terms of all four measures: correlation coefficient, 
absolute error, root-mean-square error, and log error. While the correlation 
coefficient and the absolute error are sensitive to all flows, the root-mean
square and log error statistics are particularly sensitive to peak and low 
flows, respectively. The fact that MISBA is better by all four measures 
demonstrates that it represents a fundamental improvement over OISBA. 

Table 1. Calibration and verification errors (all errors are relative to mean ob-
served flow) 

r Absolute RMS Log 
error error error 

GEM Calibration OISBA 0.290 0.604 0.808 0.159 
MISBA 0.592 0.402 0.576 0.078 

Verification OISBA 0.750 0.350 0.501 0.091 
MISBA 0.774 0.263 0.438 0.050 

ERA-40 GEM period OISBA 0.458 0.554 0.880 0.131 
MISBA 0.622 0.355 0.643 0.062 

1961-2002 OISBA 0.323 0.608 0.928 0.128 
MISBA 0.565 0.376 0.628 0.060 

ERA/GEM GEM period OISBA 0.577 0.441 0.717 0.104 
MISBA 0.771 0.285 0.495 0.050 

1961-2002 OISBA 0.431 0.490 0.754 0.103 
MISBA 0.680 0.313 0.515 0.051 

r correlation coefficient, RMS error root-mean-square error. 

4.1.2 ERA-40 Simulations 

Hydrographs from 1/1987 to 12/1995 for the OISBA/ERA-40 and 
MISBA/ERA-40 simulations are presented in Figs. la and lb. The MISBA 
hydrograph matches the observed hydro graph much better than OISBA as 
evidenced by the error statistics (Table 1) which are roughly 40% lower 
for MISBA than OISBA. The error statistics for the overlap period 
(1011995 to 9/200 I) reveals similar overall skill, with the ERA-40 simula
tions generally performing better during the GEM calibration period and 
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worse during the verification period. Unlike the GEM simulations, there is 
no significant improvement in performance between the GEM calibration 
and GEM verification periods in the ERA-40 simulations, and therefore 
Table 1 only shows the error statistics for the full overlap period. 
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Fig. 1. Observed (grey line) and simulated (black line) hydrographs of 1987-1995 
for (a) OTSBAIERA-40, (b) MTSBAIERA-40, (c) OTSBAIERA-40/GEM, and (d) 
MTSBAIERA-40/GEM cases 

Figure 2 shows the daily variation of mean flow and its standard devia
tion for the OISBAIERA-40 and MlSBAIERA-40 simulations. Again, 
MISBA reproduced the mean annual hydrograph and its standard deviation 
much better than OISBA, particularly the standard deviation which OISBA 
consistently overestimated. Two-sided t-test and one-tailed F-test were 
performed for each day for both the OISBA and MISBA simulations. 
These tests are designed to show statistically whether the means and vari
ances respectively of two samples (simulated and observed streamflow for 
each day) are drawn from the same population. Test statistics greater than 



422 Kerkhoven and Gan 

the significant level (e.g., t-test0025,40 = ±2.0211, F -testo05,40,40 = 1.69) cause 
rejection of the null hypothesis that two samples come from the same 
population, and vice versa. In Fig. 2, solid circles indicate the days on 
which the simulations passed the t-test and the F-test. OISBA (MISBA) 
passed the t-test for 121 (202) days of the year and the F-test 67 (235) days 
of the year. The results indicate that streamflows simulated using MISBA 
reflect the statistical properties of the observed flows much better than 
OISBA. 
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Fig. 2. Observed and OlSBAIERA-40 simulation flows for (a) daily mean flows 
and (b) standard deviation of flows; and observed and MISBAIERA-40 simulation 
flows for (c) daily mean flows and (d) standard deviation of flows. Solid circles 
indicate days when simulations passed the t-test (mean flow) and F-test (variance) 

4.1.3 Downscaled ERA-40/GEM Simulations 

As described earlier, the ERA-40 data was down scaled using the GEM 
forecast archive to produce a new 42-year data set (ERA-40/GEM). For 
the down scaled OISBA simulation, the calibrated values for f3 and Wdrain 

from the GEM simulation were used. Comparison of the error statistics 
(Table 1) for the GEM and ERA-40/GEM simulations during the overlap 
period shows that the ERA-40/GEM simulations are just as accurate as the 
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GEM simulations. The improvement in the OISBA simulation is not 
enough to surpass the performance of the MISBA/ERA-40 simulation. 
Comparing the error statistics for the ERA-40 and ERA-40IGEM simula
tions shows that the latter are superior by every error measure. 

Figures lc and Id show the ERA-40IGEM hydrographs from 1/1987 to 
1211995. The OISBA hydrograph is still dominated by a series of peaks 
and troughs but it is not as extreme as in the OISBAIERA-40 hydrograph. 
The most noticeable improvement in the MISBA hydrograph is the reduc
tion of a number of anomalous peaks in the MISBA/ERA-40 hydrograph 
(Fig. I b) without compromising the non-anomalous peaks. 

Figure 3 is similar to Fig. 2 except it shows the ERA-40IGEM mean 
daily hydrographs. Although the standard deviations of flow in the OISBA 
case are greatly improved they are still more severe than the MISBA/ERA-
40 simulation (Fig. 2d). Once again, the MISBA/ERA-40IGEM simulation 
is the best but, as expected, it still cannot consistently account for the ob
served runoff from convective summer storms partly because of the coarse 
resolution of ERA-40 data. In Fig. 3, solid circles indicate the days on 
which the simulations passed the t-test and the F-test. OISBA (MISBA) 
passed the t-test for 182 (287) days of the year and the F-test 133 (242) 
days of the year. Again, the MISBAIERA-40/GEM simulation yields the 
results while the OISBA/ERA-40IGEM performs much better than the 
OISBAIERA-40 simulation but is still not comparable to MISBAIERA-40. 

4.2 SRES Climate Scenarios for the 21 st Century 

MISBAIERA-40 was used to simulate a number of SRES climate scenar
ios for the ARB. In general, the predictions were more sensitive to the 
model used than the scenario selected. However, most of the models pre
dict continuing decreases in average, maximum, and minimum flows over 
the next 100 years. Fig. 4a summarizes the GCM predictions for annual 
temperature and precipitation changes in the ARB. In general, the GCMs 
predict an increase in both temperature and precipitation. HadCM3 is the 
wettest, ECHAM4 is the driest, and CCSRNIES is the warmest. CGCM2's 
predictions fall in the middle. Changes in predicted runoff are weakly cor
related with precipitation changes. All 18 GCM scenarios predict de
creased streamflow by the end of the 21 st century. Two thirds of the sce
narios predict stream flows to decline by over 20% (Fig. 4b). On the other 
hand, the runoff coefficient (ratio of runoff to precipitation) is strongly 
correlated with changes in temperature. In general, for every degree of 
temperature increase the runoff coefficient drops by 8% (Fig. 4c). 
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The mean annual flow is strongly correlated with the mean annual snow 
accumulation in the basin (Fig. 5). With the exception of the HadCM3 
GCM (which has by far the wettest December and January) the scenarios 
predict a strong decrease in the snow pack over the 21 st century resulting 
in less water available for runoff. 

Best-fit curves were developed relating mean annual runoff (Q), mean 
annual minimum flow (Qmin), and mean annual maximum flow (Qmax), in 
m3 S·l, to mean annual rainfall (Prain ), mean annual snowfall (Pmow), in mm, 
and changes to mean annual winter (I1Tw) and summer temperature (I1T,) 
from the 1960-90 baseline (Figs. 6a, 6b, and 6c). These relationships are 

Q = 0.276P,.aifl exp( -0.0061211I:) + 0.604Plf/oW exp( -0.165I1T,J (18) 

Qmin = 0.144P,.ain exp( -0.00181I1TJ + 0.507 Plllmv exp( -0.30411~J (19) 



Fig. 4. Temperature changes in the Athabasca River Basin predicted by SRES 
climate scenarios, plotted against (a) precipitation changes according to the SRES 
scenarios, (b) mean annual runoff and (c) changes of runoff coefficient 
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Qmax = 4.25~aifl exp(0.0396L1I:) + 12.4Pmow exp( -0.0719L1T,v) (20) 

The coefficients in these equations show that flow in the ARB is more 
sensitive to changes in winter temperature and snowfall than summer tem
perature and rainfall. 

Figure 7 shows the mean daily stream flow predictions for the A2 sce
nario for three of the GCMs for the last 30 years of the 21 st century. The 
1961-90 hydrograph exhibits two distinct peaks. The first is associated 
with snowmelt in the lowlands and the second is associated with snowmelt 
in the mountainous southwest. The primary effect of climate change is a 
shrinking mountain snowmelt peak that occurs approximately two weeks 
earlier than in the 1961-90 period. In the extreme case of the CCNRIES 
scenario, the mountain snowmelt peak virtually disappears. All seven 
GCMs predict significantly lower streamflow from June to November. 

Given that among the GCM results, CGCM2's are representative of an 
average simulation for ARB, we further examined the mean daily stream
flow for all the CGCM2 scenarios (Fig. 8). Both scenarios depict similar 
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patterns. Stream flows become progressively lower as the century pro
gresses. In terms of mean annual flow by the end of the 21 st century, the 
ECHAM4 A21 scenario predicts the largest decrease at -42.8% while 
HadCM4 B21 predicts the smallest decrease at -4.4% (Table 2). The aver
age change in annual flow by 2070-99 is -22.4%. The HadCM3 and 
NCARPCM consistently predict the highest flow rates while the ECHAM4 
and CCSRNIES predict the lowest. In terms of mean annual maximum 
flow, CCSRNIES Al FI scenario predicts the largest decrease at -33.6% 
while HadCM4 B21 predicts the largest increase at + 10.0%. The average 
change in annual maximum flow by 2070-99 is -14.4%. In terms of mean 
annual minimum flow, the climate scenarios usually predict changes rang
ing from -10 to + 1 0%, with -6.6% being the average. 

5 Discussion of Results 

MISBA outperforms OISBA mainly because it more accurately models the 
subsurface runoff of ARB dominated by interflow. OISBA responds very 
quickly to precipitation and snowmelt events. It generally produces hydro
graphs that consist of a series of runoff events with rapid recession but 
rarely predicts sustained flow over 1000 m3 S·l in the summer. During the 
winter it is quite common for OSIBA hydrographs to approach zero inter
spersed with one or two significant mid-winter runoff events. It is also par
ticularly sensitive to mid-winter snowmelt events, generating unrealisti
cally high runoff responses. MISBA, however, matches the observed 
streamflow much better, even though it has fewer calibrated parameters. 
This difference is primarily because MISBA treats subsurface runoff in a 
nonlinear fashion while OISBA effectively uses a linear reservoir ap
proach. The non-linear approach yields a longer retention time and a more 
realistic recession of streamflow in ARB, particularly when flows drop be
low approximately 1000 m3 S·l. Even with the sub-grid runoff scheme de
veloped by Habets et al. (1999), the soil rarely becomes wet enough to 
produce noticeable surface runoff. Although dominated by subsurface run
off, MISBA does predict surface runoff during periods of rapid snowmelt 
and intense rainfall, and this runoff improves the performance ofMISBA. 
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Table 2. Changes in flow statistics for Athabasca River from 2070 to 2099 with 
respect to 1961-90 

% change 
Model Scenario Mean Maximum Minimum 

annual flow annual flow annual flow 
NCAR A21 -13 .6 -14.3 8.3 

B21 --4.5 -3.2 12.6 
ECHAM4 A21 --42.8 -23.8 -35.2 

B21 -35.3 -18.0 -25.1 
GFDCR30 A21 -22.9 -16.2 -14.0 

B21 -25.6 -13.0 -14.9 
HADCM4 A1F1 -12.4 1.2 1.0 

A21 -7.9 6.9 -8.1 
B11 -7.1 2.1 -2.6 
B21 --4.4 10.0 0.5 

CSIROMk2b A21 -21.9 -21.1 -7.1 
B21 -21.5 -20.1 -5.5 

CGCM2 A21 -24.2 -15.1 0.3 
B21 -24.1 -13.6 -3.3 

CCSRNIES A1F1 -36.6 -33.6 --4.9 
A21 -36.4 -32.3 -5.4 
B21 -27.7 -27.0 -6.1 
Bll -32.7 -28.4 -9.9 

Average -22.3 -14.4 -6.6 

From the observed record it can be seen that peak flows occur at three 
different times. The first is in late April and is due to the melting of snow 
in the lowlands, the second occurs in June and is due to snowmelt in the 
mountainous southwest, and the third is in July and is due to convective 
summer storms. It is this last period that usually results in the annual 
maximum flow rate. Both OISBA and MISBA reproduce the first two 
peaks but miss the third one almost entirely. This is attributed to the coarse 
resolution of the ERA-40 data which tends to diffuse the convective 
storms both spatially and temporally and therefore significantly underesti
mates their intensity. The OISBA simulation adds a new peak in March 
that does not correlate to any observed flows in the basin. 

The similarity of the error statistics for the GEM simulations and the 
downscaled ERA-40/GEM simulations suggests that the simple algorithm 
used here accounts for the majority of the heterogeneity between the ERA-
40 and GEM scales. Although the anomalous March peak is greatly re
duced from the OISBAIERA-40 simulation it still represents a significant 
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mode for producing a maximum annual flow and thus compromises the 
quality of the OISBA/ERA-40/GEM predictions for these flows. 

A reduction in snow pack in the SRES climate scenarios for the 21 st 

century is primarily due to increases in the winter temperature that result in 
less snow accumulation and increased sublimation. The correlation be
tween winter (December-January) precipitation and maximum snow pack 
(r =+0.35) is much lower than the correlation between winter (December
January) temperature and maximum snow pack (r=-0.80). As the lowland 
snowmelt event becomes weaker and the mountain snowmelt comes ear
lier, the double-peak behavior of the mean annual hydrograph disappears. 
Mean annual flows are predicted to decrease by almost 25% by the last 3rd 
of the century. The high flow season also becomes much shorter. Histori
cally, in an average year streamflow is expected to stay over 1000 m3 S·l 

for nearly 4 months from late April until mid-August. For both climate 
scenarios, the CGCM2 predict a high flow season that lasts less than 2 
months from early May to mid-June. Between increasing temperature (/'t..T) 
and mean maximum annual flow, with the exception of the HadCM3 
GCM, all the models predict significant decreases in mean annual flow 
peaks with rising temperatures (Fig. 4b). This is mainly due to the decrease 
in the volume of spring runoff caused by a reduced snow pack and en
hanced evaporation under warmer climates. 

6 Summary and Conclusions 

The original (OSIBA) and modified (MISBA) versions of a land surface 
model were applied to a large northern basin, the Athabasca River Basin 
(ARB) to simulate streamflow using gridded meteorological data from a 
numerical weather prediction model, the Canadian GEM model, and a 
GCM-scale re-analysis data called ERA-40. Heterogeneity of land cover 
was accounted for by using a variation of the mosaic approach while the 
effects of heterogeneity of rainfall, and soil moisture on surface and sub
surface runoff were treated statistically. New highly non-linear formula
tions for surface and subsurface runoff were derived using the assumption 
that sub-grid variation of soil water retention follows the Xinanjiang dis
tribution, with two user-defined parameters now treated as internal func
tions. Despite this reduction in the number of calibrated parameters, 
MISBA performed significantly better than OISBA. Although the method 
proposed was applied to ISBA, it can easily be applied to any LSM as long 
as soil texture data are available. 



432 Kerkhoven and Gan 

Simulations using the GCM-scale ERA-40 data showed that it is possi
ble to reconstruct the observed streamflow in the large basin without 
downscaling the data. The simulations were particularly effective in repro
ducing the onset of snowmelt runoff, autumn and winter baseflow reces
sion, and the annual variation of mean and minimum flows. The simula
tions could not account for runoff produced by convective storms due to 
the low temporal and spatial resolutions ofERA-40 data, but the dominant 
annual spring flood due to snowmelt is well reproduced. 

A simple algorithm was employed to downscale the ERA-40 data to the 
scale of the GEM data, thus improving the accounting for local variation 
of land cover, topography, and climate. Again, MISBAIERA-40/GEM sig
nificantly outperformed OISBAIERA-40/GEM. However, the spatial vari
ability of convective storms still cannot be accounted for, and improve
ment of summer flow predictions would require downscaling ERA-40 data 
to a scale appropriate for convection. 

The predicted changes to mean monthly temperature and precipitation 
from seven GCMs for four SRES climate scenarios were used to simulate 
streamflow responses over three 30-year time periods (2010-39, 2040-69, 
2070-2100). A total of 54 simulations were performed for ARB. Most of 
the simulated results indicate continuing decreases in average, maximum, 
and minimum flows of the Athabasca River over the next 100 years. 
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Chapter 23 

Validating Surface Heat Fluxes and Soil Moisture 
Simulated by the Land Surface Scheme CLASS 
under Subarctic Tundra Conditions 

Lei Wen, David Rodgers, Charles A. Lin, Nigel Roulet 
and Linying Tong 

Abstract This study tests the ability of CLASS (Canadian Land Surface Scheme) 
to simulate sensible and latent heat fluxes, and soil moisture at two tundra sites in 
the Trail Valley Creek basin, Northwest Territories, Canada. These sites are un
derlain by continuous permafrost and feature mineral earth hummocks with or
ganic soil in the inter-hummock zones. Two versions of CLASS were used, one 
with and the other without an organic soil parameterization developed for peatland 
conditions. CLASS was driven in a stand-alone mode and the results were com
pared with measurements obtained at each site during three summer months. Re
sults from the peatland version of CLASS showed significant improvement over 
the standard version though both cases underestimated latent heat and overesti
mated sensible heat fluxes. CLASS used in this study is a one-dimensional col
umn model and cannot explicitly represent lateral flow. The observed soil mois
ture content remained almost constant at both sites over the study period. As one 
site is in a local depression and the other at the bottom of a valley, it is reasonable 
to assume that the constant moisture content was maintained by lateral flow from 
adjacent hillslopes. 

1 Introduction 

The atmospheric component of weather or climate models is coupled to a 
land surface scheme (LSS) to provide the lower boundary condition for the 
atmosphere (Ritchie and Delage 2007). Sensible and latent heat fluxes are 
two major feedbacks from a LSS to the atmosphere, and most LSSs also 
simulate soil moisture. CLASS (Canadian Land Surface Scheme) is an ad
vanced LSS (Verseghy 1991; Verseghy et al. 1993). It is coupled to the 
Canadian Regional Climate Model (CRCM) (Caya and Laprise 1999), and 
the coupled model CRCM/CLASS is used in the Mackenzie GEWEX 
Study (MacKay et al. 2007). CLASS can also be run in a stand-alone 
mode. The soil moisture parameterization in the standard version of 
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CLASS (v2.7) used is for mineral soils and does not have a complete or
ganic soil parameterization. Letts et al. (2000) and Comer et al. (2000) de
veloped a new parameterization for organic soil (peatland) and tested it for 
ten organic soil sites located at Schefferville in northern Quebec, Canada, 
and at Chippewa in north central Minnesota, USA. The results show sig
nificant improvements over the standard version of CLASS; but the tests 
have not been extended to the arctic landscape. 

Rich organic materials and high soil moisture contents are often found 
in soils of the tundra and subarctic regions of the Mackenzie valley 
(Aylsworth and Kettles 2000). The presence of a peat cover strongly influ
ences the energy balance and ground heat flux which governs ground 
freeze-thaw (Woo et al. 2007). The objective of this study is to test the 
ability of CLASS to simulate surface heat fluxes and soil moisture in a 
tundra environment with an organic layer on the mineral soil substrate. 

2 Study Area 

The study sites are located in the Trail Valley Creek (TVC) basin near the 
Mackenzie River delta, approximately 50 km north of Inuvik and 80 km 
south of Tuktoyaktuk, NWT, Canada. This basin has a subarctic climate 
with short summers and long cold winters, maintaining continuous perma
frost which can be found at a depth of about 0.4 m at the two study sites 
(Marsh, personal communication). Hummocky terrain is prevalent in the 
basin (Fig. 6 in Woo and Rouse 2007), which also includes ponds, tundra 
vegetation, and some open woodlands (Marsh and Pomeroy 1996). 

The first site (upland site, 68°44'27"N; 133°29'1l"W) is located in a 
local depression surrounded by hills lopes, and is about 80 m above the 
Trail Valley Creek. The inter-hummock zones are narrow and are com
posed of a layer of sphagnum peat overlying mineral soil (Quinton and 
Marsh 1998). Dwarf birch (Betula glandulosa) is the dominant vegetation 
that covers approximately 60% of the site, and ranges in height from 0.20 
to 0.65 m. The other 40% of the site is equally divided between a cover of 
low vascular plants (e.g., sedges and berry species) and bare soil. The sec
ond site (lowland site, 68°44' 17"N; 133°30'9"W) lies at the bottom of a 
valley on the south bank of the TVC. This site has microtopograpy and soil 
similar to the upland site. The dominant vegetation (80%) comprises 
sedges (Carex species) and sphagnum moss, while dwarf birch occupies 
20% of the terrain and reach heights of 0.3 m. Data collected at these two 
sites during CAGES (Canadian GEWEX Enhanced Study) period of July 
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to September 1999 (Petrone et al. 2000) were used to validate sensible and 
latent heat fluxes simulated by CLASS. Note that the observed latent heat 
flux is the residual in the energy balance, which contains all of the error of 
the measurements of net radiation, the ground heat flux, and the sensible 
heat flux. 

3 Methods 

Both the standard and the peatland versions of CLASS were used in this 
study. Soil and vegetation parameters are defined at the beginning of the 
model integration. CLASS is driven by seven measured meteorological 
variables, viz., total long-wave and incoming short-wave radiation, pre
cipitation rate, air temperature, wind speed, atmospheric specific humidity, 
and surface pressure. 

CLASS needs specific information on soil texture and vegetation at the 
test sites, and initial states of soil temperature and moisture content. The 
two versions of CLASS have identical vegetation parameters but different 
organic soil treatments and hence different soil parameter values. Based 
upon site information, two vegetation canopy types (grass and deciduous) 
are identified for each site, and vegetation parameter values (except for 
maximum roughness length) are determined from the look-up table for 
CLASS (Verseghy et al. 1993). The maximum roughness length for grass 
is 0.012 m, as measured by Tilley et al. (1997). For the shrubs, the rough
ness lengths are 0.065 m and 0.03 m at the upland and lowland sites re
spectively (McCrae and Petrone 1996). At the two sites, the soil textures 
are set to be the 'equivalent' to organic soil in the standard version of 
CLASS for the first two layers, while fibric and hemic organic soils are 
used in the peatland version. Mineral soil texture is assigned to the third 
layer in both versions and the percentages of sand and clay content for 
both sites are set at 32% and 48%, based upon the site surveys. Soil tem
perature and moisture content are initialized with observation values. 

Simulations were performed with CLASS run in a stand-alone mode 
from July 2 to September 30, 1999. The integration time step is 30 min
utes. The simulated mean diurnal cycle of the surface heat fluxes and soil 
moisture were evaluated and compared against observations. Soil moisture 
was measured using Time Domain Reflectometry (TOR) probes, carefully 
calibrated and maintained by the operator (Petrone, personal communica
tion). 
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4 Results 

Figure I shows the mean diurnal cycle of the latent and sensible heat 
fluxes simulated by the two versions of CLASS. At each site, both ver
sions underestimated the latent heat flux and overestimated the sensible 
heat flux, but the peatland version gave results that were closer to the ob
served values. There is almost no evening dew formation simulated by 
CLASS. In contrast, significant dew formation was observed, as indicated 
by a 20 W m-2 negative latent heat flux at midnight over the upland site. 
The underestimation of latent heat flux by the peatland version of CLASS 
was also reported by Bellisario et al. (2000) for two organic soil sites in 
the northern Hudson Bay Lowland, Canada. 
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Fig. 1. Comparison of observed and simulated average diurnal cycles of sensible 
(QH) and latent (QE) heat fluxes for the period July 2 to September 30, 1999, at the 
upland and lowland sites using the two versions of CLASS: (a) upland QH, (b) up
land QE, (c) upland sum of QH and QE, (d) lowland QH, (e) lowland QE, and (t) 
lowland sum of QH and QE 
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The two versions of CLASS give similar sums of simulated sensible and 
latent heat fluxes, which compare well with observations. The major dif
ference between the two versions is thus the partitioning of the sensible 
and latent heat fluxes. Similarity of the flux total is a result of the surface 
heat balance: at steady state, the sum of the latent and sensible heat flux is 
balanced by the sum of the net radiation and the ground heat flux. The 
simulated ground heat flux is close to the observations (figures not shown). 
Identical net long-wave and incoming short-wave radiation were used to 
drive both versions with the vegetation canopy albedo being also identical. 
Thus the accuracy of the simulated sensible heat flux will increase with an 
improved latent heat flux. 

Quantitative comparison of CLASS results was made with the observa
tions using the diagnostic statistics of Willmott (1982, 1984). For each run, 

the mean observed value (0 ) and predicted value (P ) were calculated 
together with the mean bias error (MBE) and root mean square error 
(RMSE). The index of agreement (d) was also used 

(1) 

where N is the number of observations, Pi and Oi are the predicted and the 
observed values. The statistic d is superior to the correlation coefficient as 
the latter is insensitive to a variety of potential additive and proportional 
differences between observed and predicted values (Willmott 1984). 

Results of this quantitative comparison (Table I) confirm that the peat
land version of CLASS performed better than the standard version. The 
overall MBE values are improved by 50%. For the upland site, the peat
land version gives RMSE and index of agreement values of 47.14 W m-2 

and 0.88, respectively, compared to values of 54.39 W m-2 and 0.82 for the 
standard version. A similar improvement was obtained at the lowland site. 
Thus, the effectiveness of the modifications made by Letts et al. (2000) is 
clearly demonstrated, and the soil parameters used in this version are ap
propriate for modeling organic soil. These parameters represent high po
rosity soil conditions, and contribute to the better modeling of soil mois
ture content at the site. 

Figure 2 shows the simulated and measured soil moisture contents for 
the two versions of CLASS. In contrast to the standard version, the peat
land version dries much more slowly at the beginning of the integration, 
and retains higher soil moisture for the second half of the simulation. It 
also responds more strongly to precipitation. The simulated soil moisture 
contents are closer to observations after August 13 when more frequent 
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Table 1. Comparison of observed and modeled turbulent fluxes simulated using 
standard CLASS and peatland CLASS. 

Standard CLASS Peatland CLASS 
MBE RMSE d MBE RMSE d 
[Wm-2] [Wm-2] [Wm-2] [Wm-2] 

Upland 
QH 19.20 44.82 0.81 9.77 36.45 0.84 
QE -12.38 54.39 0.82 -6.16 47.14 0.88 
Lowland 
QH 34.68 66.62 0.70 14.64 47.15 0.77 
QE -23.37 65.86 0.66 -6.79 54.68 0.81 

QH sensible heat flux, QH latent heat flux, MBE mean bias error, RMSE root mean 
square error, d index of agreement. 

and heavier precipitation occurred. However, neither version of CLASS 
can reproduce the measured soil moisture content, especially for the first 
half of the simulation period. Optimization of CLASS soil parameters 
yielded only marginal improvement in the simulated soil moisture content. 

The observed moisture contents in the top 15 cm soil layer at both sites 
were relatively unchanged throughout the study period. This is especially 
true for the upland site where the measured moisture content (~33%) re
mained remarkably constant, showing only a modest fluctuation during 
significant precipitation events. At the lowland site, the nearly constant 
soil moisture increased sharply from 47% to 60% after a major precipita
tion event on August 13. As the upland site is in a local depression and 
lowland site is at the bottom of a valley, it is reasonable to assume that the 
constant moisture content was maintained by lateral flow from adjacent 
slopes. The sharp rise in moisture content at the lowland site after the 
heavy rain event may be indicative of flow convergence at the bottom of 
the valley. Field evidence lends further support to the postulation of persis
tent lateral flow towards the depressions and low-lying areas. Quinton and 
Marsh (1998) noted that "hummocks attenuate hills lope drainage as a re
sult of the hydraulic gradient between the hummocks and the inter
hummock area. Specifically, water flows into the hummocks during peri
ods of high flow when the direction of the hydraulic gradient is toward the 
hummocks, and released back into the inter-hummock area during periods 
of low flow, when the direction of the hydraulic gradient is reversed". 

CLASS is not capable of receiving or releasing water through lateral 
flow, as it is a one-dimensional column model and lateral flow is a two
dimensional process. The two versions of CLASS used in this study were 
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Fig. 2. Soil moisture and precipitation at ( a) upland site and (b) lowland site. Pre
cipitation is shown at the top of the figure. Observations are averages over the top 
15 cm while simulated soil moisture is from the top layer (10 cm) of CLASS 

the only versions available at the time though a more advanced version of 
CLASS will include the treatment of lateral flow (Soulis and Seglenieks 
2007). Nevertheless, a nudging module in which the moisture content of 
the top soil layer is set to field capacity at the end of each time step (Rod
gers 2002) may be useful in parameterizing the effects of lateral flow in 
the coupled model CRCM/CLASS for a specific site. 

To further explore the role of soil moisture content in the underestima
tion of latent heat flux, we examined the fluxes for a dry period (July 2 to 
August 13) and a wet period (August 14 to September 30). Using results 
from the peatland version of CLASS (since this version gave better overall 
results), statistical analyses were performed separately for each period. At 
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both sites, the latent heat flux underestimation is greater during the dry pe
riod than during the wet period. During the dry and wet periods, the MBE 
values for the upland site are -9.33 W m·2 and -2.95 W m·2, respectively, 
while for the lowland site they are -13.26 and -0.37 W m-2, respectively. 
The low soil moisture content could thus be the major cause of the under
estimation. Furthermore, the simulated evaporation would be at its poten
tial rate when soil moisture content exceeds its field capacity (the amount 
of water held in soil after excess or gravitational water has drained away) 
which is 29.5% in this study. As the CLASS simulated soil moisture is 
much below the field capacity (Fig. 2), an insufficient soil moisture supply 
is the likely cause of the latent heat flux underestimation. 

5 Conclusions 

Observations made between July and September 1999 provided an oppor
tunity to evaluate the simulation of sensible and latent heat fluxes and soil 
moisture by two versions of CLASS, for a continuous permafrost envi
ronment with earth hummocks and organic soil in the inter-hummock 
zones. The simulations are run in a stand-alone mode, with and without the 
new organic soil parameterization, and the results are compared with 
measurements at an upland and a lowland site. Results from the peatland 
version of CLASS showed significant improvement over the standard ver
sion as revealed by the surface heat fluxes and the improved diagnostic 
statistics (mean bias error, root mean square error, index of agreement). 
There is an underestimation of latent heat fluxes and overestimation of 
sensible heat fluxes by both versions. With regard to soil moisture, the ob
served moisture contents at both sites were almost constant and at field ca
pacity throughout the study period, most likely due to persistent lateral in
flows from the slopes adjacent to the sites. In contrast, simulated results 
are too dry in both the standard and peatland versions. Since CLASS is a 
one-dimensional column model, it cannot explicitly resolve horizontal wa
ter flow. Our results nevertheless illustrate the importance of organic soil 
parameterization and soil moisture for the modeling of a subarctic tundra 
environment. Although the standard version of CLASS performs reasona
bly well at both sites, the incorporation of an organic soil parameterization 
improves the ability of CLASS to model the energy and moisture regimes. 
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Chapter 24 

The MAGS Integrated Modeling System 

E.D. (Ric) Soulis and Frank R. Seglenieks 

Abstract The Mackenzie GEWEX Study (MAGS) integrated modeling system 
was developed to couple, with full feedback, selected atmospheric and hydrologic 
models, with the expectation that the imposed consistency will enhance the per
formance of both models and so mitigate the lack of data for northern basins. As 
each modeling community moved towards using a common land surface scheme 
based on the Canadian land surface scheme CLASS, a new mesoscale distributed 
hydrologic model (W A TCLASS) was created, using CLASS for vertical processes 
and the routing algorithms from W A TFLOOD. The version of CLASS used in the 
atmospheric models was modified to reflect the experience with W A TCLASS. 
Changes were made primarily to the soil water budget and included improvements 
in the between-layer transfer procedures, the addition of lateral flow, and the en
hancement of the treatment of cold soil. The drainage database for the Mackenzie 
River Basin (MRB) was built from GTOPO-30 digital elevation model and the 
CCRS-U A VHRR-based landcover classification. Streamflow simulations using 
the WATCLASS model are compared to measured values for both the MAGS re
search basins and the maj or tributaries of the Mackenzie. As well as streamflow, 
simulated internal state variables from W ATCLASS are compared to detailed 
measurements taken in the research basins. Finally, the water balance of the MRB 
is examined and the change in storage within the basin is compared to satellite 
data. 

1 Introduction 

This chapter presents the integrated modeling system developed for the 
Mackenzie GEWEX Study (MAGS) to provide a framework that meets the 
diverse needs of the project, which range from long-term water and energy 
balances to distributed hour-by-hour feedback for atmospheric models. 
This system is not the first attempt to model the Mackenzie River Basin 
(MRS). Special purpose models in support of navigation, hydropower, and 
pipeline construction have long existed (Fassnacht 1997; Solomon et al. 
1977; Soulis and Vincent 1977). It is, however, the first attempt at a gen
eral model that covers the watershed in sufficient detail to draw upon local 
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studies for model development, to produce consistent understanding of the 
entire Basin, and to enhance the ability to estimate future conditions. 

The fundamental goal of the modeling system is to capture the physics 
of the watershed adequately, especially with respect to cold processes, in 
order to close, with full feedback, the water and energy budgets for all 
such applications throughout the MRB, as well as to provide cold-soil al
gorithms suitable for use in atmospheric models. The modeling system is 
based on coupling hydrologic and atmospheric models. The key step is us
ing a common land surface scheme to act as an interface between them. 
The expectation is that by constraining both models to be consistent, each 
will improve, mitigating the shortage of input data. 

The purpose of this chapter is to describe the model development and to 
demonstrate its application to the water balance of the Mackenzie system. 
Performance of this coupled model is compared to that of a conventional 
hydrologic model with respect to hydro graphs at locations throughout the 
watershed. There are no similarly comprehensive observations of the at
mospheric fluxes, but the effect of the coupling of the models on local es
timates of evapotranspiration is presented. 

2 Model Development 

The particular challenge in model development was to merge the different 
atmospheric and hydrologic modeling traditions in such a way that the 
strengths of both were not compromised while keeping the model agile 
and robust. The target was to generate a model that met Environment Can
ada's standards and that was appropriate for use in its operational forecast
ing and climate simulation systems. 

It was clear from the outset that the approach had to involve a combina
tion of both the land surface schemes of the day and the hydrologic models 
of the day. The land surface schemes, such as SSIB (Goward et al. 2002), 
BATS (Yang and Dickinson 1996), MOSES (Essery et al. 2001), and 
CLASS (Verseghy 1991), were developing evaporation schemes that only 
paid cursory attention to the soil water budget. This was consistent with 
their emphasis on atmospheric fluxes. Runoff was only of interest in 
monthly or annual scales as a validation (Avissar and Verstraete 1990; 
Huang and Liang 2006). On the other hand the hydrology models, VIC 
(Wood et al. 1992), TOPMODEL (Beven and Kirkby 1979), and 
W ATFLOOD (Kouwen et al. 1993), were all developing sub-grid repre
sentations for runoff generation generally involving addressing variations 
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of landcover and trying to capture the dynamics of variable saturation 
(Wood 1991). As a result, a merging of the two development paths in
volved producing a sub-grid representation for the land surface schemes 
that achieved the hydrology objectives but preserved the interfaces to the 
atmospheric models. 

2.1 Modeling Strategy 

Since MAGS was a Canadian initiative, all the models considered were 
Canadian. The atmospheric models used were the CMC Regional Finite 
Element (RFE) which was the operational weather prediction model of the 
day, later replaced by the Global Environmental Model (GEM) (Cote et al. 
1998); the CMC Meso-scale Compressible Community (MC2), a research 
forecast model (Benoit et al. 1997); the CCC-GCM, a general circulation 
model (Flato et al. 2000); and the CRCM, a regional climate model devel
oped by the University of Quebec for Environment Canada (Caya and La
prise 1999, MacKay et al. 2007). The hydrologic models used were 
W A TFLOOD (Kouwen et al. 1993), SLURP (Kite 1995), and CHRM 
(Pomeroy et al. 2007). These represented the most physically-based semi
distributed models available during the course of the project. 

Both sets of models meet at the land surface where they have a similar 
need for parameterizations of the vertical water and energy exchanges. In 
an atmospheric model, a set of such routines is referred to as a land surface 
scheme. The most developed Canadian scheme was the Canadian Land 
Surface Scheme (CLASS) (Verseghy 1991) which uses a landcover-based 
approach. WATFLOOD has a simple vertical water and energy budget and 
a very well developed routing scheme. There is enough similarity in archi
tecture that makes it practical to use CLASS as a link between the atmos
pheric and hydrologic models. 

The modeling strategy aimed at establishing CLASS as a link between 
the two sets of models (Fig. 1). Each column in the figure represents a 
stage of model development that was given its own level number. The first 
step was to run the atmospheric models separately and use their output to 
force W A TFLOOD (Level 0). The next step was to add a common version 
of CLASS to each model independently. This involved simply revising the 
Environment Canada physics libraries for the atmospheric models (Level 
1) but for hydrologic modeling it required the creation of an entirely new 
model called W A TCLASS (Level 2). The final step involved using 
CLASS as a bridge between models, providing complete coupling (Level 
3). The assumption was that the two-way feedbacks would provide high 
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quality input and that the requirement for matching boundary conditions 
would increase the predictive power of the coupled model. During the 
course of MAGS, Levels 0, 1 and 2 were achieved and the framework for 
progressing with Level 3 was established. 

Level 
o 

I GEMmCM I 

1 
I WATELoon i 

Level 
1 

GEM/RCM 

CLASS 

~ 

I WATELoon I 

Level 
2 

I GEMmCM I 

WATCLASS 

Fig. 1. Mackenzie GEWEX Study (MAGS) modeling strategy 

2.2 Development of WATCLASS 

Level 
3 

GEM/RCM 

WATCLASS 

Several objectives determined the approach to the design of W ATCLASS. 
The first was to minimize the changes to the basic CLASS architecture and 
the second was to introduce as much physics as practical, especially in the 
soil water budget, but with as few calibration coefficients as possible be
cause of the limited data available. As well, CLASS is most interested in 
atmospheric fluxes and thus has a detailed energy balance and all state 
variables are intrinsic including soil moisture. W ATFLOOD focuses on 
streamflow and thus has a rudimentary but robust treatment of the energy 
balance and all state variables are bulk values. 
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2.2.1 Sub-grid Modeling 

While both models make use of the distribution of landcover for sub-grid 
process modeling, CLASS uses a properties-summed-by-area single land
scape unit approach and WATFLOOD uses a f1uxes-summed-by-area mul
tiple hydrologic unit approach called the Group Response Unit (GRU) ap
proach (Kouwen et al. 1993). CLASS originally allowed one landscape 
category per grid cell. This is similar to the hydrologic response unit 
(HRU) approach (Wood 1991) except that, although a single land cover 
element is used to represent a grid, its properties are a blend of a generic 
set of landscape types. For example, a unique albedo was determined for 
each grid using an area-weighted sum of the albedos for the component 
tree types. Furthermore, there was limited provision for runoff in CLASS 
resulting in excess surface ponding and drainage from the soil column be
ing discarded. 

W A TCLASS uses a set of generic grouped response units that are more 
sophisticated than in the original GRU approach. They can represent any 
landscape unit for which the hydrologic response can be defined, such as 
peat plateau or glacier. The most common, however, is the classical hill
slope representation. All landscape units regardless of type are assigned a 
local slope to provide a gradient for lateral flow. Thus the modeling could 
be said to be using Modeling by Aggregating Sloped tiles or the MAGS 
tile approach. 

There is a potential for improvement to the within-grid runoff collecting 
algorithms. While CLASS successfully produces long term water balances 
partly because of its careful treatment of the canopy processes, it is not as 
successful in short term runoff generation, resulting in poor soil water bal
ances and poor hydrographs. The MAGS tile approach improves the local 
water balances and the W ATFLOOD grid-to-grid routing algorithm con
verts runoff to streamflow at points of interest. However, WATCLASS 
within-grid routing still uses the W ATFLOOD assumption that the subgrid 
runoff is immediately transferred to the point on the main channel where it 
enters the grid element. The extra travel time spent in the main channel is 
to account for the subgrid collection time. This treatment is adequate in 
certain situations such as mixed landcover in temperate zones where a 
channel network is the major collection mechanism. This is not true in the 
North. For example, in wetland areas flow occurs in wide and slow mov
ing fens (Quinton and Hayashi 2007) and in Shield areas flow is signifi
cantly delayed because of lake storage (Woo and Mielko 2007). 
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2.2.2 Soil Water Movement 

The attention paid to the water movement within-elements was rudimen
tary in the original version of CLASS, in contrast to the well developed 
treatment of vegetation. Changes were made to bring the soil water budget 
to the same level. Briefly, slope was added to the CLASS soil element to 
provide the gradient for lateral flow (Fig. 2); surface flow was calculated 
using Manning's equation, and interflow using a control-volume parame
terization of Richard's equation (Soulis et al. 2000). Drainage (recharge) 
was calculated as before using Darcy's law but was transferred to a grid 
scale linear reservoir to simulate local ground water. Cold-soil parameteri
zations were enhanced as follows. Effective saturation and saturation con
ductivity were adjusted to reflect ice content. Conductivity was adjusted 
for temperature effects and a partial snowcover algorithm was introduced. 
Other parameterizations included adjustment for the effect of temperature 
on viscosity and a provision for a separate depth at which 100% snow
cover is assumed (D100) for old snow and fresh snow. The most significant 
changes are presented briefly in the following subsections. 

2.2.3 Lateral Flow 

Interflow is a runoff mechanism of particular importance in northern re
gions mainly because of the presence of ice. Ground ice in seasonal frost 
and in permafrost blocks the vertical pathways in favor of near-surface lat
eral flow. No such provision was provided for in the original CLASS. 

There are no well developed parameterizations for lateral flow. How
ever, there is considerable modeling experience that typically uses an ex
ponential relationship between near-surface storage and outflow. These pa
rameters are typically determined by calibration, which is generally not 
practical for regional modeling of systems like the Mackenzie. The objec
tive was, therefore, to develop a set of equations that describe these 
mechanisms rigorously, relying only on the material properties and the 
bulk state variables of soil moisture and temperature. WATCLASS uses 
essentially the same physics for vertical flow as the original CLASS but 
treats the soil column as a sloping aquifer. This follows a kinematic wave 
approach with modifications to reflect the extreme variation of soil proper
ties with depth of northern soils. An analytic solution to Richard's equa
tion is used to approximate the expected value of the soil moisture distri
bution for a given average soil moisture. The boundary values of soil 
moisture are used to define the interflow. The parameterization, shown in 
Fig. 3, is approximated by 
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Fig. 2. Modified CLASS sloped soil algorithm 

(1) 

where S is effective saturation, H is aquifer thickness, AI is aquifer slope, 
DD is drainage density,jis a coefficient, and E is an aquifer efficiency that 
ranges from 0 to I, given by 

(2) 

where A is a conductivity decay coefficient (Soulis et al. 2000). The values 
for j depend upon AH and other soil properties and typically range from I 
to 4, which is consistent with modeling experience. Prior to the introduc
tion of the interflow algorithm, the model predicts a period of saturated 
flow. This is because the seepage face remains saturated for some time fol
lowing the start of the recession. 
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Fig. 3. lnterflow characteristic curve example (c = 8, K' = 0.67,) (solid line). The 
short dashed curve is for unsaturated flow from the seepage face. The long dashed 
curve is for saturated flow from the seepage face 

2.2.4 Drainage 

The same approach that was used to model interflow was applied to drain
age. The original CLASS used Campbell's equation (Verseghy 1991) and 
assumed Darcian flow for flow from the bottom of the soil column. Con
sequently, due to the sensitivity of drainage to soil moisture, the drainage 
showed little variation. As soon as the third soil layer dropped below satu
ration the drainage would decline rapidly; therefore the only option was to 
set the drainage parameters such that the drainage was virtually a constant 
value. The W A TCLASS approach is flexible enough that saturated flow 
continues until the soil moisture drops below the field capacity, after 
which flow declines quickly. Where this transition occurs depends upon 
K', which is the ratio of horizontal conductivity at the bottom of the layer 
divided by horizontal conductivity at the top ofthe layer (Fig. 4). 

2.2.5 Between-layer Conductivity 

The between-layer-conductivity calculation is the most important change 
related to estimating soil properties. The original implicit finite difference 
scheme used an arithmetic mean of layer properties at the boundaries that 
resulted in chronic supersaturation of the receiving layers. Furthermore, it 
made the model extremely difficult to calibrate because the layer with the 
the reverse. In the current scheme, flow at the boundaries is controlled by 
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the harmonic mean of the conductivity of the adjacent layers (Fig. 5). This 
is a common practice in ground water models (McDonald and Harbaugh 
1988) as it ensures equal fluxes at the boundary. Furthermore, the bound
ary conductivity is dominated by the lesser ofthe two values and thus lim
its the flow in and out of the final layers to physically plausible values. 

2.2.6 Cold-soil Processes 

The original CLASS had limited sensitivity to ice conditions in the soil. 
Ice content was assumed to reduce pore space but other soil properties did 
not change. In WATCLASS, conductivity and porosity were both adjusted 
to reflect the presence of ice. Porosity was allowed to change when ice was 
formed to simulate frost heave. Effective porosity is calculated as follows: 

¢effeet;ve = max(B/iq - Bmin ,¢ - B;ce - Bmin ,0) (3) 

where ~;q, em;n, and e;ee are volumetric content of liquid water, hydroscopic 
water, and ice, respectively. Similarly, the degree of saturation is adjusted 
for ice content (Fig. 6). When ice is present it is considered to be part of 
the soil matrix that reduces the pore space, thereby increasing effective 
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saturation, as well as reducing pore size and connectivity which decreases 
the saturated conductivity. 

Conductivity is adjusted by a modified form of the impedance factor 
(Zhao and Gray 1997): 

(4) 

where ko is the saturated hydraulic conductivity with no ice present, fice is 
the ice fraction, and d is an exponent (Fig. 7). Horizontal flow is restricted 
by reducing the thickness of the transmitting layer, which is directly re
lated to the ice fraction. Thus d has the value of 1. Vertical movement is 
through the connected pores in the frozen soil. Assuming that these path
ways lose cross-section more than length and that laminar flow dominates, 
d has a value of2. 
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Fig. 7. Ice impedance factor vs. ice fraction. For horizontal flow, most reduction 
in flow is due to the reduction in the cross section of the layer, thus d =1. For ver
tical movement, the flow must pass through the frozen layer. Assuming that ice 
preferentially reduces the pore cross-section and that the flow conditions are lami
nar, d = 2 

CLASS accounts for the aging of the snow pack through changing the 
values for snow albedo and snow density (Verseghy 1991). WATCLASS 
extended this to adjust for the effect of partial snow cover on a snow cov
ered area as shown in Fig. 8. Separate values for the depth at which 100% 
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snowcover is assumed (0100) were applied depending on the age of the 
snow pack. 
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Fig. 8. DIOO for fresh snow and old snow (Davison 2004) 

3 The MAGS Modeling System 

80 100 

Modeling the MRB system is essentially keeping track of the components 
of the energy and water budgets throughout space and time. Two important 
preliminary steps are selecting a space and time resolution, and populating 
the corresponding databases. 

3.1 Space and Time Resolution 

An integral component of the WATFLOOD/WATCLASS modeling 
framework is the segmentation of a basin into gridded computational units. 
Unlike the atmosphere, when the land-surface is subdivided the gridding 
process requires locations to be explicitly considered in order to maintain 
the proper drainage network and sub-grid properties. This segmentation 
process condenses the data to a format that preserves as much of the input 
information as possible, while greatly reducing the program memory re-



The MAGS Integrated Modeling System 457 

quirements (Kouwen et al. 1993). The choice of resolutions in this study 
reflected the requirements of both atmospheric and hydrologic modeling. 

A one-hour time step was selected for the temporal resolution. Time 
steps for atmospheric modeling are typically 30 minutes to one hour, as 
dictated by the need to resolve diurnal cycles. Hydrologic phenomena 
evolve more slowly than atmospheric phenomena and longer time steps are 
acceptable, but one hour is often used for convenience especially in dis
tributed models (Kouwen et al. 2005). In terms of spatial resolution, 
MAGS was committed by GEWEX to establish monthly balances at a 
scale of 100 km (Szeto et al. 2007). It is good modeling practice to use 
resolutions that are approximately one order of magnitude less than the 
target resolution, which suggested a grid spacing of 3 to 30 km. 

Because of the heterogeneity of the Earth's surface, hydrologic proc
esses occur over small domains, often much less than I km. Bookkeeping 
becomes impractical at this resolution and a grid must be imposed that, in 
effect, determines a separation between explicit modeling and sub-grid dis
tribution-based modeling. Sub-grid travel time considerations dictate that 
the area of one grid should be no more than approximately 4% of the area 
of the smallest tributary of interest. Channel routing considerations limit 
grid spacing to no more than 50 km. Ten kilometers is about the low end 
of the scale at which atmospheric phenomena can be resolved and it is 
about the size at which landscape units are detectable by the boundary 
layer. Grid size for global atmospheric models at the outset of MAGS was 
about 250 km but decreased rapidly as computer technology improved. A 
20 km grid was selected after consideration of the size of the domain, the 
target resolutions, model considerations, and the available data sources. 

3.2 Input Databases 

The Global 30 Arc-Second Elevation Data Set (GTOPO-30), available 
from the US Geological Survey (USGS 1997) and distributed by the 
EROS Data Center (EDC) Land Processes DAAC, provides 30 arc-second 
elevation data globally. This is equivalent to a spatial resolution of ap
proximately 900 m in the Mackenzie region. For this study, digital eleva
tion data for the Mackenzie Basin were extracted from GTOPO-30 (Fig. 1 
in Trischenko et al. 2007) and verified using detailed local OEMs at Fort 
Simpson and WolfCreek. 

During the life span of MAGS, several A VHRR-based I km landcover 
classifications became available (Hansen et al. 2000; Steyaert and Knapp 
1999). Six A VHRR-based datasets, four global and two Canadian, were 
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evaluated using LANDSAT images at the three MAGS research basins 
(Pietroniro and Soulis 2000). The Canadian CCRS-II classification (Cihlar 
and Beaubien 1998) performed the best but still only achieved 30% accu
racy on a pixel-by-pixel basis and minor land classes were often missed al
together. However, when averaged over the 20 km grid used in this study, 
the error in land cover fractions was typically within 5% absolute error. 

The CCRS-II product contained 31 land cover classes. However, a 
number of these classes can be combined for atmospheric and hydrologic 
investigations (Fig. I in Trischenko et al. 2007). For the current generation 
of hydrologic models, differences in the hydrologic response between 
similar land classes (e.g., mixed intermediate uniform forest and mixed in
termediate heterogeneous forest) cannot be determined without detailed 
field investigations, and parameter sets that quantifY hydrologic response 
are only available for broad land cover categories. Thus, the 31 land cover 
classes of the original classification were aggregated to seven classes, viz., 
water, wetland, agricultural, tundra, coniferous forest, mixed forest, and 
glacier. 

3.3 Drainage Database 

W A TFLOOD and W A TCLASS require a basin to be properly divided into 
segments or grids, with each grid square containing information on the fol
lowing characteristics: river elevation, drainage area, drainage direction, 
river classification, contour density, routing reach number, and land cover 
class (see Kouwen et al. 1993 for detailed description of the characteris
tics). These characteristics are referred to as the drainage database. The 
drainage database was created using the Topographic Parameterization 
(TOPAZ) (Martz et al. 2007) and the Waterloo Mapping Program 
(W ATMAP) (Seglenieks et al. 2004). These programs use the topographic 
and land cover databases to derive the drainage database. An example of 
one of the characteristics from the drainage database is the drainage net
work (Fig. 2 in MacKay et al. 2007). 

4 Model Evaluation 

Streamflow simulated by the W ATCLASS model for several research ba
sins and for the Mackenzie River and its major tributaries were compared 
to measure values. In addition, certain state variables were examined to 
evaluate model performance. For streamflow comparison, we used the 
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Nash coefficient (Nash and Sutcliffe 1970) which is a widely accepted 
measure of goodness of fit. This coefficient has a range from negative in
finity to 1.0, with values less than 0.0 indicating that the observed mean is 
a better predictor than the model while a value of 1.0 shows a perfect fit 
for the model (Legates and McCabe 1999). 

4.1 Streamflow - Research Basins 

The Smoky River, a sub-watershed of the Peace system was used for pre
liminary testing of W ATCLASS. This river drains an area of 3840 km2 at 
the foothills of the Rocky Mountain northwest of Edmonton. The basin is 
largely covered by alpine forest. A comparison of the streamflow simula
tion results using the original version of CLASS 2.6 to those using 
W A TCLASS with its enhanced hydrology shows the marked improvement 
when using WATCLASS (Fig. 9). Typically values of the Nash coefficient 
were less than zero for the original version of CLASS and 0.86 for 
WATCLASS. Annual runoff errors were in the range of 10 mm per year, 
about 5% of the annual amount. 

Two MAGS research watersheds were also used for testing and valida
tion of W A TCLAS S. The Wolf Creek research basin is located in the 
headwaters of the Yukon River approximately 15 km south of Whitehorse, 
Yukon Territory. It has a drainage area of 195 km2 and consists mainly of 
small open spruce forest and low-lying shrubland with some areas of bo
real forest and alpine tundra (Martz et al. 2007). Sample results for Wolf 
Creek streamflow of 1996-2001 show that the Nash coefficient was 0.68 
(Fig. lOa). The missed peak flows are consistent with known beaver dam 
breaks or the clearing of ice from lake outlet (cf., Hicks and Beltaos 2007), 
both of which are not currently modeled in W A TCLASS. Another re
search basin (area 57 km\ that of theTrail Valley Creek, is located ap
proximately 50 km northwest of inuvik, NWT (Fig. 1 in Marsh et al. 
2007), in the zone of continuous permafrost at the fringe of forest-tundra 
transition. The stream occupies an abandoned glacial meltwater channel 
carved into a plateau. Sample result for Trail Valley Creek (Fig. lOb) indi
cates a good fit between the simulated and measured streamflow of 1996, 
with a Nash coefficient of 0.89. 

4.2 Streamflow - Mackenzie River Basin (MRB) 

The next step in the evaluation of W A TCLASS was its comparison to 
W ATFLOOD over the entire MRB for a 10 year period (1994-2003). It 
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(b) Smoky River above Hells Creek (Nash = 0.86) 

Fig. 9. Comparison of WATCLASS using (a) original and (b) enhanced hydrol
ogy, and applied to Smoky River above Hells Creek. (black/thin line is measured, 
grey/thick line is simulated) 

should be noted that W A TFLOOD has been used for over three decades 
and has been calibrated for basins around the world. In contrast, 
W A TCLASS has only been in development during the 10 years of this 
study and has only been applied to a small number of basins. Thus the land 
cover parameters are much more developed for W A TFLOOD and should 
be expected to make better simulations of streamflow. 

During the course of MAGS, six sets of forcing data became available. 
The first set consisted of output from the Environment Canada operational 
weather forecast model. At the beginning of the project this was the only 
gridded data source available over the entire basin that contained all the 
necessary fields to run both W ATFLOOD and W ATCLASS. From Janu
ary 1994 to June 1998 the Environment Canada operational weather fore
cast model was the Regional Finite Model (RFE) (Benoit et al. 1989) and 
since July 1998 it has been the Global Environmental Multiscale (GEM) 
model (Cote et al. 1998). The RFE and GEM models have problems cor-
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rectly simulating the precipitation. To compensate for this, the simulated 
precipitation from the RFE/GEM models was adjusted using a set of 
measured monthly precipitation data (Louie et al. 2002) that was available 
between 1994 and 2000. Only the precipitation data were corrected and all 
other fields were left unchanged. This data set is referred to as the adjusted 
RFE/GEM data. 
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Fig. 10. WATCLASS simulation for (a) Wolf Creek basin outlet, and (b) Trail 
Valley Creek in 1996 (black/thin line is measured, grey/thick line is simulated) 

Both WATFLOOD and WATCLASS were calibrated on the streamflow 
gauge located on the Liard River at Fort Liard for the years 1994-96 using 
the RFE/GEM data. This location was chosen because it is the largest un
regulated watershed within the MRS. The hydrologic parameters for both 
models were adjusted to minimize the differences between the measured 
and simulated flows for the chosen streamflow gauge. These parameters 
were then used for simulations on other areas of the watershed. 
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During the latter part of the project other data sets became available: ob
served data from Environment Canada, NCEPINCAR reanalysis I data 
(Kalnay et al. 1996), ECMWF reanalysis ERA-40 data (Uppala et al. 
2005), and CRCM4.0c data (MacKay et al. 2006). These datasets were 
used to simulate hydrographs using the calibration parameters sets derived 
using the RFE/GEM data. 

Figure 11 presents the hydrographs of the measured and simulated 
streamflow at the four major gauging sites in the MRB using the adjusted 
RFE/GEM data. The Nash values associated with the simulations using the 
other forcing datasets are also presented (Table I). Note that the observed 
data from Environment Canada does not contain enough information to 
run W ATCLASS and thus only W ATFLOOD results are available using 
this dataset. 

The simulations using the raw RFE/GEM data and the adjusted 
RFE/GEM data show that greater precipitation of the adjusted data led to 
better simulated flows (higher Nash values). The observed forcing dataset 
creates a streamflow simulation that matches well with the measured val
ues, producing the highest Nash values for the W A TFLOOD model. The 
ERA-40 forcing dataset results in a simulation with good overall fit and 
Nash values approaching 0.80. Both the NCEPINCAR forcing data and the 
CRCM 4.0c forcing data contain an excess of precipitation, causing simu
lated streamflows that are consistently higher than the measured values 
and thus low Nash values. Overall, the Nash values for WATFLOOD and 
W A TCLASS simulation were comparable. 

4.3 State Variables - Research Basins 

It is important to evaluate hydrologic models based not only on streamflow 
results, but also on several major internal variables. While hydro graph 
comparisons are very important, streamflow is the aggregation of many 
different hydrologic processes, and it is possible to incorrectly simulate in
ternal variables that would cancel out and yet produce correct streamflow 
simulations. For example, an overestimation of snowmelt runoff could be 
compensated by an overestimation of evaportranspiration, resulting in cor
rect simulated streamflows but for the wrong reasons. If, however, internal 
variables can be shown to compare well to measured values, then it will 
increase confidence in the streamflow simulations. It is also important to 
compare the model results to independent sources, as model to model 
comparisons are inherently risky. 
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Fig. 11. W A TFLOOD (left) and W A TCLASS (right) results on the Mackenzie 
Rive Basin using RFE/GEM adjusted forcing data (black/thin line is measured, 
grey/thick line is simulated) 
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Table 1. Nash coefficient for simulations at major streamflow gauges of the 
Mackenzie River Basin using different forcing data sets for (a) WATFLOOD and 
(b) W A TCLASS 

Streamflow gauge Forcing data set 
Obs. GEM GEM adj . ERA-40 NCEP CRCM 

(a) WATFLOOD 
Mackenzie at Arctic Red R. 0.67 0.16 0.54 0.76 <0.0 0.11 
Liard R. at Fort Liard 0.88 0.3 0.77 0.79 <0.0 <0.0 
Peace R. at Peace River 0.58 0.21 0.51 0.62 <0.0 <0.0 
Athabasca R. at F. McMurray <0.0 <0.0 <0.0 <0.0 <0.0 <0.0 
(b) W ATCLASS 
Mackenzie at Arctic Red R. <0.0 <0.0 0.63 <0.0 <0.0 
Liard R. at Fort Liard 0.51 0.5 0.8 <0.0 <0.0 
Peace R. at Peace River 0.11 0.37 0.77 <0.0 <0.0 
Athabasca R. at F. McMurra~ <0.0 <0.0 0.31 <0.0 <0.0 

The Wolf Creek research basin, intensely monitored during the MAGS 
project, offers high quality dataset for direct comparison of many internal 
variables. An example is provided in Fig. 12 that compares the simulated 
with the measured values of snow water equivalent, soil moisture and tem
perature in the upper soil layer. In general, the simulated and the measured 
values are in good agreement. This is a sampling of the internal state vari
ables that can be examined when using advanced distributed hydrologic 
models such as W A TFLOOD and W A TCLASS. Further model develop
ment will require the comparison of an expanded set of internal variables 
to detailed field measurements. 

4.4 Comparison with GRACE Results 

During the last few years of MAGS, a remote sensing technique became 
available that allowed for a direct calculation of storage within the Basin. 
Previously, remote sensing tools that estimated basin wetness used surro
gates such as snow covered area or extent of surface water. The Gravity 
Recovery and Climate Experiment (GRACE) (Tapley et al. 2004) pro
duces integrated geopotential anomalies that relate directly to stored water. 
Figure 13 compares the simulated storage in the MRB using the 
W A TFLOOD and W A TCLASS models to the storage calculated using the 
GRACE satellites. Although the two datasets only intersect for two years 
of the study, it is encouraging to see the general agreement between two 
very different methods of calculating basin storage. 
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Fig. 12. Comparison of selected internal variables simulated and measured at the 
Wolf Creek research basin: (a) snow water equivalent, (b) water content fraction 
in the upper soil layer, and (c) soil temperature in the upper soil layer 

5 Application 

5.1 Water Budget - Mackenzie River Basin 

The ability ofWATFLOOD and WATCLASS in closing the water budget 
for the MRB was examined by calculating the evaporation and runoff for 
each grid square of the Basin. Combining this information with the pre-
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Fig. 13. Terrestrial water storage anomalies in the Mackenzie River Basin using 
GRACE and WATFLOOD (adapted after Yirdaw) 

cipitation from the forcing dataset allowed the storage to be derived for 
each grid square during each time step. In many studies, it is assumed that 
this storage term will sum to zero over the course of an annual cycle. 
However, this does not allow for the basin to have a wetting or drying cy
cle that lasts over several years. 

Water budgets for the MRB using the adjusted RFE/GEM forcing data 
(Table 2) suggest that the Basin was gaining moisture during 1994-2004, 
though the average change of storage over the 10 years was less than 1 % 
of the average precipitation and this magnitude is within the error in the 
measurements. Interestingly, the annual variation in basin storage is much 
larger in the W ATCLASS model, and the amount of annual variation in 
storage is comparable to that found in a study of the Bityug River in Rus
sia (Chebotarev 1966). 

In general, the W ATCLASS model calculates more evaporation and 
therefore less runoff than the W A TFLOOD model (Table 2). The term 
precipitation minus evaportranspiration (P-E) is also shown so that it can 
be compared to the atmospheric P-E commonly provided by atmospheric 
studies. In particular, atmospheric P-E was calculated for the MRB based 
both on GEM output (Strong et al. 2002) and ERA-40 (Schuster 2007) 
output. These were compared to the hydrological P-E simulated with 
WATCLASS (Fig. 14) and the results show good agreement. 
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Table 2. Mackenzie River Basin water budget results from (a) WATFLOOD, and 
(b) WATCLASS, using RFE/GEM adjusted forcing data (all values in mm) 

Water Year Water budget results 
Precipitation Evaporation Hydrologic Local runoff ~ Storage 

P-E 
(a) WATFLOOD 
1994-95 370.3 242.9 127.4 130.7 -3.3 
1995-96 468.6 259.4 209.2 186.5 22.7 
1996-97 479.0 260.3 218.7 217.1 1.6 
1997-98 372.1 261.4 110.8 131.5 -20.7 
1998-99 432.6 220.8 211.8 195.3 16.4 
1999-2000 446.8 231.4 215.5 209.5 5.9 
2000-01 422.8 212.9 209.9 219.5 -9.6 
2001-02 463.5 209.0 254.4 245.3 9.2 
2002-03 457.7 222.3 235.4 237.5 -2.2 
2003-04 461.0 216.7 244.3 240.9 3.5 
Average 437.4 233 .7 203 .7 201.4 2.4 
(b) W ATCLASS 
1994-95 369.8 253.4 116.4 100.7 15.7 
1995-96 467.5 255 .6 211.9 107.3 104.6 
1996-97 476.9 258.0 218.8 166.6 52.3 
1997-98 372.3 274.2 98.0 141.0 -42.9 
1998-99 431.1 238.2 193.4 153 .6 39.8 
1999-2000 443.4 234.6 208.8 182.6 26.1 
2000-01 423.1 229.3 193 .8 267.9 -74.2 
2001-02 464.1 234.3 229.7 266.9 -37.2 
2002-03 457.6 240.1 217.6 275.3 -57.7 
2003-04 496.6 241.3 255 .3 244.5 10.8 
Average 440.3 245 .9 194.4 190.6 3.7 

5.2 Estimation of Changes in Evapotranspiration 

One of the project goals was to assess the impact of integrated modeling 
on the atmospheric fluxes, particularly latent heat. BOREAS, a large scale 
international interdisciplinary experiment in the northern boreal forests of 
Canada between 1994 and 1996 (Sellers et al. 1997), offered a BOREAS 
Northern Study Area (NSA) dataset suitable for testing the sensitivity of 
evapotranspiration using WATCLASS. Table 3 summarizes the results for 
the BOREAS. For these, WATCLASS was run in three modes on selected 
points in the NSA: the first simulations case uses CLASS with vertical 
processes only, the second case integrated sub-grid lateral flow was intro-



468 Soulis and Seglenieks 

50 

40 

30 

E 20 
5 
.... 10 Q) 

~ 0 

-10 -WATCLASS 

-20 - GEM 

--------- ECMWF 
-30 

1994 1995 1996 1997 1998 1999 2000 2001 

Fig. 14. Comparison of hydrological P-E and atmospheric P-E 

Table 3. Evapotranspiration for the BOREAS study area using different 
W ATCLASS modes. Entries are seasonal average for 1994-96 for selected points 
in the Northern Study Area 

(a) Dry forest 
Spring 
Summer 
Fall 
Annual 
(b) Wet forest 

No sub-grid lateral 
flow, no enhanced 
cold-soil physics 
[rum] 

77.1 
155.6 
10.3 
243.2 

Spring 114.5 
Summer 148.4 
Fall 9.1 
Annual 274.3 
(c) Wetland 
Spring 
Summer 
Fall 
Annual 

117.6 
154.8 
10.2 
284.8 

Sub-grid lateral flow, Sub-grid lateral flow, 
no enhanced cold-soil enhanced cold-soil 
physics physics 
[mm] [% difference] [ mm] [% difference] 

91.9 
133.5 
2.6 
229.1 

101.7 
123.5 
-2.7 
223.6 

105.1 
126.1 
-0.8 
231.5 

19.1 
-14.3 
-74.9 
-5 .8 

-11.2 
-16.8 
-130.0 
-18.5 

-10.7 
-18.5 
-108.1 
-18.7 

168.9 
202.9 
24.4 
400.4 

148.9 
155.6 
13.2 
320.6 

159.2 
165.5 
13.3 
340.8 

119.0 
30.4 
137.0 
64.7 

30.1 
4.8 
44.9 
16.9 

35.3 
6.9 
30.7 
19.7 

duced, and the third case used cold-soil physics. The introduction of lateral 
flow reduced the water available for evapotranspiration, which was de-
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creased by as much as 20%. On the other hand, cold-soil processes more 
than offset this in wet environments. Treatment of ice appears to restrict 
the flow of water with the result that evapotranspiration increased by 20%. 

6 Conclusion 

An integrated modeling system, W ATCLASS, was successfully imple
mented by merging a land surface scheme, CLASS, with the hydrologic 
model W A TFLOOD. This corresponds to Level 2 modeling in the MAGS 
modeling strategy that would couple atmospheric and hydrologic models 
through a common land surface scheme. The coupled model includes the 
rigorous treatment ofthe land surfaces of CLASS, the new treatment of the 
soil water budget, and W A TFLOOD's established routing capabilities into 
a powerful model that produces reasonable hydro graphs over a wide range 
of conditions and scales. Nash coefficients increased from <0 to an accept
able range of 0.6 to 0.8 over the life of the study. Water balance closure 
over ten year runs were typically within 5% of the precipitation and largely 
independent of drainage area. 

One of the by-products of the comparison is the simulation of the water
balance using six sets of forcing data from a variety of reanalysis and ob
servation datasets. Both W ATFLOOD and W ATCLASS produced simula
tions showing an increase in water storage in the MRB over the simulation 
period of 1994-2004. The increase in storage was radically different be
tween the first and second half of the simulation period. In the first half, 
the increase in storage was 50 mm per year for W A TCLASS and 10 mm 
per year for W A TFLOOD. For the remaining years, both models showed 
an average storage increase of about 2 mm per year. 

Basin runoff estimates match those made by W A TFLOOD but the latent 
heat fluxes were significantly different from those produced by CLASS. 
The introduction of lateral flow mechanisms reduced annual evapotranspi
ration for all land cover types by as much as 20%. Changes to the cold-soil 
physics had little impact on dry environments, but for wet environments 
this reduction changed to a net increase of20%. 

The work is continuing on W ATFLOW. Tests include the use of sig
nificant soil horizons (i.e., the wetting front, the freezing and thawing 
fronts, and the water table), all of which have significant effect on water 
movement. Testing of a provision for transfers between separate elements 
to simulate the storage processes is underway, and progress is being made 
to streamline the calibration procedure. 



470 Soulis and Seglenieks 

Acknowledgements 

The system reflects 10 years of model and database development by many 
researchers. The model is based on a combination of CLASS developed by 
Diana Verseghy and WATFLOOD developed by Nick Kouwen. Ken 
Snelgrove and Ted Whidden coded early versions of the model. AI 
Pietroniro and Murray MacKay provided institutional support. Many stu
dents' theses contributed to the algorithms. S.Z. Yirdaw provided informa
tion for Fig. 13. The construction of the drainage database relied on data 
from MSC, NWRI, USGS, CCRS, as well as contributions by members of 
MAGS. 

References 

Avissar R, Verstraete MM (1990) The representation of continental surface proc
esses in atmospheric models. Rev Geophys 28:35-52 

Benoit R, Chartier Y, Desgagne M, Desjardins S, Pellerin P, Pellerin S (1997) The 
Canadian MC2: a semi-Lagrangian, semi-implicit wide band atmospheric 
model suited for fmescale process studies and simulation. Mon Weather Rev 
125:2382-2415 

Benoit R, Cote J, Mailhot J (1989) Inclusion of a TKE boundary layer parameteri
zation in the Canadian Regional Finite-Element Model. Mon Weather Rev 
117:1726-1750 

Beven KJ, Kirkby MJ (1979). A physically based variable contributing area model 
of basin hydrology. Hydrol Sci B 24:43--69 

Caya D, Laprise R (1999) A semi-implicit, semi-Lagrangian regional climate 
model: the Canadian RCM. Mon Weather Rev 127:341-362 

Chebotarev NP (1966) Theory of stream runoff. Israel Program for Scientific 
Translation, Jerusalem. 

Cihlar J, Beaubien J (1998) Land cover of Canada 1995, version 1.1. Digital data 
set documentation, Natural Resources Canada, Ottawa, Ontario 

Cote J, Gravel S, Methot A, Patoine A, Roch M, Staniforth A (1998) The opera
tional CMC-MRB Global Environmental Multiscale (GEM) Model, part T: 
design considerations and formulation. Mon Weather Rev 126: 1373-1395 

Davison B (2004) Snow accumulation in a distributed hydrological model. Mas
ter's thesis, University of Waterloo 

Essery R, Best M, Cox P (2001) Moses 2.2 technical documentation. Hadley Cen
tre, Met Office, Bracknell, UK 

Fassnacht SR (1997) A multi-channel suspended sediment transport model for the 
Mackenzie Delta, Northwest Territories. J HydroI197:128-145 



The MAGS Integrated Modeling System 471 

Flato GM, Boer GJ, Lee WG, McFarlane NA, Ramsden D, Reader MC, Weaver 
AJ (2000) The Canadian Centre for Climate Modeling and Analysis Global 
Coupled Model and its climate. Clim Dynam 16:451--467 

Goward SN, Xue Y, Czajkowski KP (2002) Evaluating land surface moisture 
conditions from the remotely sensed temperature/vegetation index measure
ments, an exploration with the simplified simple biosphere model. Remote 
Sens Environ 79:225-242 

Hansen M, DeFries R, Townshend JRG, Sohlberg R (2000) Global land cover 
classification at 1 km resolution using a decision tree classifier. lnt J Remote 
Sens 21:1331-1365 

Hicks F, BeItaos S (2007) River ice. (Vol. IT, this book) 
Huang M, Liang X (2006) On the assessment of the impact of reducing parame

ters and identification of parameter uncertainties for a hydrologic model with 
applications to ungauged basins. J HydroI320:37-61 

Kalnay E, Kanamitsu M, Kistler R, Collins W, Deaven D, Gandin L, Iredell M, 
Saha S, White G, Woollen J, Zhu Y, Leetmaa A, Reynolds B, Chelliah M, 
Ebisuzaki W, Higgins W, Janowiak J, Mo KC, Ropelewski C, Wang J, Jenne 
R, Joseph D (1996) The NCEP/NCAR 40-year reanalysis project. B Am Me
teorol Soc 77:437--471 

Kite GW (1995) The SLURP model. In: Singh VP (ed) Computer models ofwa
tershed hydrology, Chap. 15. Water Resources Publications, Colorado, USA, 
pp 521-562 

Kouwen N, Danard M, Bingeman A, Luo W, Seglenieks F, Soulis ED (2005) 
Case study: watershed modeling with distributed weather model data. J Hy
drol Eng-ASCE 10:23-38 

Kouwen N, Soulis ED, Pietroniro A, Donald J, Harrington RA (1993) Grouped re
sponse units for distributed hydrologic modeling. J Water Res PI-ASCE 
119:289-305 

Legates DR, McCabe GJ Jr (1999) Evaluating the use of "goodness-of-fit" meas
ures in hydrologic and hydroclimatic model validation. Water Resour Res 
35:233-241 

Louie PYT, Hogg WD, MacKay MD, Zhang X, Hopkinson RF (2002) The water 
balance climatology of the Mackenzie Basin with reference to the 1994/95 
water year. Atmos Ocean 40: 159-180 

MacKay MD, Bartlett P A, Chan E, Derksen C, Guo S, Leighton H (2006) On the 
simulation of regional scale sublimation over boreal and agricultural land
scapes in a climate model. Atmos Ocean 44:289-304 

MacKay MD, Bartlett PA, Chan E, Verseghy D, Soulis ED, Seglenieks FR (2007) 
The MAGS regional climate modeling system: CRCM-MAGS. (Vol. I, this 
book) 

Martz LW, Pietroniro A, Shaw DA, Armstrong RN, Laing B, Lacroix M (2007) 
Re-scaling river flow direction data from local to continental scales. (Vol. IT, 
this book) 



472 Soulis and Seglenieks 

McDonald MG, Harbaugh A W (1988) A modular three-dimensional finite differ
ence ground-water flow model. Tn: Techniques of water-resources investiga
tions of the United States Geological Survey, Book 6, Chap. AI 

Nash JE, Sutcliffe N (1970) River flow forecasting through conceptual models, I. 
A discussion of principles. J Hydrol 10:282-290 

Pietroniro A, Soulis ED (2000) Comparison of global land-cover databases in the 
Mackenzie Basin. Proc IAHS Remote Sensing and Hydrology, April, 2000, 
Santa Fe, New Mexico, pp 46--49 

Pomeroy JW, Gray DM, Brown T, Hedstrom NR, Quinton WL, Granger RJ, 
Carey SK (2007) The Cold Regions Hydrological Model: a platform for bas
ing process representation and model structure on physical evidence. Hydrol 
Process (in press) 

Quinton WL, Hayashi M (2007) Recent advances toward physically-based runoff 
modeling of the wetland-dominated central Mackenzie River Basin. (Vol. II, 
this book) 

Seglenieks F, Soulis ED, MacKay M (2004) Producing the drainage layer data
base for North America (WATGRlD). AGU-CGU Joint Assembly, May 17-
21, Montreal, Canada. Eos Trans. AGU, 85 (17), Jt. Assem. Suppl. Abstract 
H43C-06 

Sellers PJ, Hall FG, Kelly RD, Black A, Baldocchi D, Berry J, Ryan M, Ranson 
MK, Crill PM, Lettenmaier DP, Margolis H, Cihlar J, Newcomer J, Fitzjarrald 
D, Jarvis PG, Gower ST, Halliwell D, Williams D, Goodison B, Wickland 
DE, Guertin FE (1997) BOREAS in 1997: experiment overview, scientific re
sults, and future directions. J Geophys Res 102(D24):28,73 1-28770. 

Schuster M (2007) Characteristics of the moisture flux convergence over the 
Mackenzie River Basin for the water-years 1990-2000. (Vol. I, this book) 

Solomon SI, Cadou CFX, Jolly JP, Soulis ED (1977) Regional flood analysis for 
proposed Arctic Gas Pipeline Route. Proc Canadian Hydrology Symposium: 
77, Edmonton, Alberta, pp 210-220 

Soulis ED, Snelgrove K, Kouwen N, Seglenieks F, Verseghy D (2000) Towards 
closing the vertical water balance in Canadian atmospheric models: coupling 
of the land surface scheme CLASS with the distributed hydrological model 
WATFLOOD. Atmos Ocean 38:249-255 

Soulis ED, Vincent DG (1977) Statistics of individual storm events from daily 
rainfall records. Proc 2nd Hydrometeorology Conference, October 1977, To
ronto, Ontario, pp 202-207 

Steyaert L, Knapp D (1999) BOREAS AFM-12 l-km A VHRR Seasonal Land 
Cover Classification, Data set. Available on-line from Oak Ridge National 
Laboratory Distributed Active Archive Center, Oak Ridge, Tennessee, U.S.A 
(http://www.daac.ornl.gov) 

Strong GS, Proctor B, Wang M, Soulis ED, Smith CD, Seglenieks F, Snelgrove K 
(2002) Closing the Mackenzie Basin water budget, water years 1994/95 to 
1996/97. Atmos Ocean 40: 113-124 

Szeto KK, Tran H, MacKay M, Crawford R, Stewart RE (2007) Assessing water 
and energy budgets for the Mackenzie Basin. (Vol. I, this book) 



The MAGS Integrated Modeling System 473 

Tapley BD, Bettadpur S, Ries JC, Thompson PF, Watkins M (2004) GRACE 
measurements of mass variability in the earth system. Science 
305(5683):503-505 

Trishchenko AP, Khlopenkov KV, Ungureanu C, Latifovic R, Luo Y, Park WB 
(2007) Mapping of surface albeldo over Mackenzie River Basin from satellite 
observations. (Vol. 1, this book) 

Uppala SM, KiUlberg PW, Simmons AJ, Andrae U, da Costa Bechtold V, Fiorino 
M, Gibson JK, Haseler J, Hernandez A, Kelly GA, Li X, Onogi K, Saarinen 
S, Sokka N, Allan RP, Andersson E, Arpe K, Balmaseda MA, Beljaars ACM, 
van de Berg L, Bidlot J, Bormann N, Caires S, Chevallier F, Dethof A, Dra
gosavac M, Fisher M, Fuentes M, Hagemann S, H61m E, Hoskins BJ, Isaksen 
L, Janssen PAEM, Jenne R, McNally AP, Mahfouf J-F, Morcrette J-J, Rayner 
NA, Saunders RW, Simon P, Sterl A, Trenberth KE, Untch A, Vasiljevic D, 
Viterbo P, Woollen J (2005) The ERA-40 re-analysis. Q J Roy Meteor Soc 
131:2961-3012 

U.S. Geological Survey (1997) GTOP030 Global 30 Arc Second Elevation Data 
Set Available at http://edc.usgs.gov/products/elevation/gtopo30/gtopo30.html. 

Verseghy DL (1991) CLASS - A Canadian land surface scheme for GCMS. I. 
Soil model. Int J Climatol 11: 111-133 

Woo MK, Mielko C (2007) Flow connectivity of a lake-stream system in a semi
arid Precambrian Shield environment. (Vol. IT, this book) 

Wood EF (1991) Global scale hydrology: advances in land surface modeling. Rev 
Geophys 29:193-201 

Wood EF, Lettenmaier DP, Zartarian VG (1992) A land-surface hydrology 
parameterization with subgrid variability for General Circulation Models. J 
Geophys Res 97(D3):2717-2728 

Yang Z-L, Dickinson RE (1996) Description of the Biosphere-Atmosphere Trans
fer Scheme (BATS) for the Soil Moisture Workshop and evaluation of its per
formance. Global Planet Change 13: 117-134 

Zhao L, Gray DM (1997) A parametric expression for estimating infiltration into 
frozen soils. Hydrol Process 11: 1761-1775 



Chapter 25 

Synopsis of Mackenzie GEWEX Studies 
on the Atmospheric-Hydrologic System 
of a Cold Region 

Ming-ko Woo 

Abstract The atmospheric-hydrologic system of the Mackenzie River Basin 
(MRB) shares many traits special to the world cold regions. MAGS investigators 
used a variety of research methods (field investigations, remote sensing, data 
analyses and modeling) to characterize, understand and predict the cold climate 
phenomena. Research emphasized the atmospheric and hydrologic processes in 
the MRB which exhibit pronounced seasonality. Tn general, the atmosphere is 
most dynamic in the cold season and hydrologic activities are particularly vigor
ous in the snowmelt period. The Basin experiences large climate variability that 
may be linked to shifts in the direction and intensity of airflows. Climate warming 
signals are also being recognized and a number of studies examined the future 
warming effects on wildfires, snow, frost, lakes, river ice and streamflow. This 
chapter synthesizes the contributions of MAGS to the knowledge on the atmos
phere, hydrosphere and cryosphere of the cold region. 

1 Introduction 

In the decade of Mackenzie GEWEX Study (MAGS), we have unraveled 
many perplexities of the cold environment identified in the atmospheric 
and hydrologic fields. Investigations were multi-scaled, by dint of research 
obligation and reality of resource constraints. At one end are the studies of 
water and energy budgets to fulfill the requirement of the GEWEX conti
nental-scale experiments to characterize the hydroclimate of a cold region 
(Woo et al. 2007a). At the other extreme are site-specific process studies 
such as frozen soil infiltration and active layer thaw. Many other studies 
range between small basin investigations and mapping or flux studies at a 
regional level. The complex Mackenzie River Basin (MRB) is an excellent 
field laboratory for process and modeling studies as it has most of the at
tributes common to the circumpolar areas. By concentrating its research 
endeavor in the MRB, MAGS was able to address crucial research prob-
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lems pertaining to the atmosphere, hydrosphere and cryosphere of the cold 
regIOn. 

Atmospheric conditions of the Mackenzie region influence the climate 
of other areas, as perturbation of the jet stream in this region reverberates 
around the globe, and the anticyclones intensified over the region can af
fect the whole of North America. The Mackenzie River, as the largest in 
the North American continent to discharge directly into the Arctic Ocean, 
brings in large quantities of freshwater that influence the polar sea ice re
gime and the thermohaline circulation of the Ocean. Changes in the cli
mate and the hydrologic behavior of the MRB are of a global concern. 

This chapter provides a summary of MAGS results included in this two
volume book and those published elsewhere. In light of their contributions 
to cold region atmospheric and hydrologic sciences, research of the 
Mackenzie region is entirely relevant to other circumpolar areas. Not only 
is the knowledge of most of the physical processes transferable to all cold 
regions, but the models developed can be applied broadly also. 

2 Research Methods 

MAGS employed a wide assemblage of research methods that is required 
by a large cross-disciplinary program. Novel and conventional approaches 
were used to address data acquisition, analysis and modeling issues. Each 
domain of study had its variant set of conditions, and each research ques
tion had its specific methodological requirements. Generally considered, 
MAGS research methodology encompassed four broad categories of field 
investigation, remote sensing, data analysis and modeling. 

2.1 Field Investigations 

With strong support from Environment Canada, MAGS researchers had 
excellent access to the climatic and hydrometric data archives of Canada. 
Additional weather and streamflow data were collected in connection with 
the field datasets needed by particular projects. Several types of field ob
servations were made. 

- multi-year monitoring programs (e.g., meteorological towers and rain 
gauges, stream-gauging stations, instrumented buoys in lakes, ground 
temperature arrays) 
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- single-season measurements (e.g., McMaster University portable 
radar for cloud studies at Fort Simpson in 1998-99, rawindondes in 
Great Bear Lake) 

- special surveys (e.g., snow surveys to ground-truth satellite-derived 
data; ice survey along the Athabasca River) 

Most of the data collected by MAGS are available on website 
http://www.usask.ca!geographyIMAGS/lo_Data_e.htm 

2.2 Remote Sensing 

Satellite data were acquired from several agencies, including the Canada 
Centre for Remote Sensing, the EOSDIS National Snow and Ice Data Cen
ter Distributed Active Archive Center (NSIDC DAAC), NASA Langley 
Research Center Atmospheric Sciences Data Center and the Goddard 
Space Flight Center Data Center, and Environment Canada. A range of 
products was used by MAGS investigators for regional-scale mapping 
(e.g., soil wetness, surface temperature and albedo, snow), surveillance 
(e.g., of river ice), cloud and radiation studies, trend detection (e.g., snow 
cover change) and validation of model results (e.g., of the Canadian Re
gional Climate Model). A special flight over northern MRB was commis
sioned in 1999, with sensors on board a National Research Council of 
Canada Twin Otter aircraft to measure energy fluxes along the flight tran
sects. 

2.3 Data Analyses 

Three groups of data were available for process studies, statistical analy
ses, development of empirical relationships and as inputs for simulation 
experiments. 

Measured data: The Environment Canada archives were an important 
data source, providing climatic and hydrometric data (e.g., HYDA T), 
and also datasets such as the national Large Fire Database of the 
Canadian Forest Service. Other data sources include ground 
temperature data from the Geological Survey of Canada. Spatially 
distributed data were also derived from point measurements (e.g., 
CANGRID data produced by the former Atmospheric Environment 
Service of Environment Canada) 
Reanalysis products and numerical weather predictions: The principal 
data sources were the National Centers for Environmental Prediction 
(for NCEP and NARR data), the European Centre for Medium-Range 
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Weather Forecasts (for ERA-15 and ERA-40 data), and the Canadian 
Meteorological Centre (for SEF before 1998, and GEM afterwards) 

- Scenario outputs: Climate change scenarios were used for a number 
of impact studies, including streamflow, river ice and forest fire. 
These scenario outputs were obtained from General Circulation 
Models of several centers such as the Canadian Centre for Climate 
Modelling and Analysis 

Recorded data were used for the analyses of climate variability, climate 
and streamflow trends and their impacts. These data, together with field 
measurements, enabled the development of empirical relationships. Re
analysis data permitted regional analyses of water and energy budgets and 
the associated moisture and energy fluxes, and the study of anticyclone 
developments and storms. Recorded and reanalysis data also supplied in
puts to macro-scale hydrologic models. 

2.4 Modeling 

A suite of models was developed or improved under MAGS. The models 
range from simple algorithms to highly involved computational schemes. 
The main purpose of modeling is for prediction, but there is a preference 
that the algorithms have a physical or theoretical support. Many of the em
pirical algorithms tend to robust and have low demands on data (e.g., rain
fall vs elevation, frozen soil infiltration, ground freeze-thaw) necessitated 
by the usual paucity of data in the largely remote cold regions. 

There is a diversity of modeling approaches at various scales and for 
different subjects. 

- models based on or made use of results from process studies (e.g., 
forest fire prediction, blowing snow, river ice hydraulics and ice jam 
flood forecasts, lake dynamics, ground freeze-thaw) 
techniques and algorithms that improve model performance, 
particularly in a cold region context (e.g., TOPAZ, MISBA) 

- coupled models that incorporate feedback mechanisms (e.g., CLASS 
linked with operational forecast model or with the Canadian RCM, 
and with hydrologic model W A TFLOOD) 

- application of models developed or modified, to investigate cold 
climate phenomena (e.g. snow distribution and melt in small 
catchments, river flow from large subarctic basins) 
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2.5 The CAGES Coordinated Effort 

Coordinated effort was made to study the atmospheric-hydrologic system 
of MRB for the water year that spanned August 1998 to September 1999. 
During this period, known as the Canadian GEWEX Enhanced Study 
(CAGES) water year, special sets of data were collected in support of in
vestigations on aspects of the energy and water cycle. Some results arising 
from studies of the CAGES period appeared as a Special Issue in the Jour
nal of Hydrometeorology (Marsh and Gyakum 2003). 

3 The Mackenzie Seasons 

Physical setting of the MRB and its atmospheric linkages with neighboring 
areas govern the climatic and hydrologic conditions, as summarized in 
Szeto et al. (2007a) and Woo and Rouse (2007). High latitude location 
gives rise to extreme seasonal imbalance in the radiation regime, with 
large radiative losses in the dark winter and long hours of radiation receipt 
in the summer. Coldness is intense and persistent in the long winters, ena
bling the development of frozen ground and retention of a snow and ice 
cover on the land and water surfaces for protracted periods each year. Con
tinentality is another consideration that makes the MRS a preferred area 
for anticyclonic development in the cold seasons and renders many areas 
semi-arid. The MRB receives airflows from the Pacific and also from the 
Gulf of Mexico during the summer. These airflows transport moisture and 
heat into and out of the Basin. Both moisture influx and internal recycling 
of moisture are major sources of precipitation. Much of the precipitation is 
deposited in the mountainous areas in southwestern MRS, and a secondary 
maximum is in the northwestern part of the Basin. Atmospheric forcing in
teracts with a diversity of terrain and land surfaces to produce a broad 
range of hydrologic processes. The cold climate processes operating in the 
MRS have a strong seasonality flavor, with different atmospheric and hy
drologic activities being more pronounced or subdued at different times of 
the year. 

3.1 The Cold Season 

Atmospheric processes are most active in the winter season while hydro
logic activities are more subdued. Long winter nights with little or no solar 
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radiation input and large radiative losses produce net radiation deficit at 
the surface. Extreme coldness prevails in all parts of the MRB, with daily 
temperatures that can plummet below -30°C (e.g., Fig. 1 in Woo et al. 
2007a). Surface cooling usually gives rise to a persistent and deep tem
perature inversion layer that characterizes much of the Basin (Cao et al. 
2007). 

Lying to the lee of the Cordillera, MRB is subject to several significant 
orography related effects. The high mountains impinge the westerly air 
flow to form a semi-permanent pressure ridge during the winter. Together 
with the influence of the Alaskan region and the western Arctic Ocean 
(two areas of pronounced anticyclonic activity), the MRB is itself a major 
area of anticyclogenesis. Ioannidou and Yau (2007) noted that these anti
cyclones have a short life span of about four days and tend to have a south
eastward mobility. 

The western Cordillera forces uplift of the onshore airflow from the Pa
cific, leading to heavy winter precipitation in the coastal areas. On the 
leeward side, the descending air warms adiabatically and often rides on the 
temperature inversion (Szeto 2007). Even within the rain shadow area to 
the lee of the Rocky Mountains, there is precipitation enhancement by 
synoptic forcing with upslope flows from the east and northeast. Smith 
(2007) found that monthly precipitation-elevation relationships during the 
cold season were statistically significant when precipitation was not much 
below normal. Between autumn and spring, extratropical cyclones can 
transport mid-level moisture from subtropical and mid-latitudes in the Pa
cific Ocean to the west coast of temperate North America. These events, 
popularly known as the 'pineapple express', give rise to extreme precipita
tion along the coast and sometimes into the MRB. 

Snowfall is accumulated for 5 to 8 months with little intervening melt 
during the long winter. However, snow on the ground is subject to redistri
bution, particularly in the tundra areas where strong northerly winds are 
prevalent. There, terrain controls the erosion and deposition of snow drifts, 
and Marsh et al. (2007) showed that such snow relocation can be modeled 
for a small basin. Snow interception by boreal forests is an important win
ter process (see Fig. 2 in Woo and Rouse 2007). For some forests, subli
mation of the intercepted snow may remove up to 30--45% of the annual 
snowfall (Pomeroy et al. 1999). 

Blowing snow sublimation is especially important in the open tundra. 
Dery and Yau (2007) noted that surface sublimation is higher in early fall 
and in the spring than in mid-winter. Using the PIEKTUK model, they cal
culated an annual loss of 29 mm snow water equivalent to blowing snow 
and surface sublimation. The rates of blowing snow sublimation provided 
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by Dery and Yau (2007) and by Gordon and Tay lor (2007) are lower than 
that given by Pomeroy et al. (1993), partly due to the inclusion of negative 
thermodynamic feedbacks in PIEKTUK model, and a neglect of blowing 
snow interception by vegetation. 

3.2 Spring 

Owing to the large latitudinal and altitudinal extents of the large cold Ba
sin, spring can arrive early in April in the southern plains, but is delayed 
for about two months in the far north and at high elevations. Several days 
of rise of daily maximum air temperature above the freezing point often 
heralds the coming of spring. Spring is associated with snow melt but un
der high solar radiation and particularly on south-facing slopes, melting 
and sublimation can commence before air temperature reaches ODe. 
Brown-M itic et al. (2001), analyzing data collected from fl ights over 
northern MRB, found that the tundra landscape converts more than 80% of 
the net radiation to non-turbulent fluxes, primarily for snow melt and 
warming of the soil. On a local scale, the terrain in the tundra strongly af
fects the spatial variation of energy fluxes and when the snow cover is 
fragmented, advection of sensible heat from bare grounds accelerates melt
ing of snow patches (Marsh et al. 2007). In forested areas, melt energy is 
much reduced as the stand density increases, largely due to the interception 
of solar radiation by the canopies. At high latitudes, tree shadows are much 
more elongated than in the temperate areas so that large parts of the forest 
are often deprived of direct beam radiation input. Melt energy within a 
stand is large for open woodlands (Giesbrecht and Woo 2000) and for 
denser forests, the energy decreases due to reductions in short-wave radia
tion and turbulent fluxes, but becomes spatially less variable within the 
forests (Pomeroy et al. 2007). 

Ground thaw usually begins soon after the snow disappears. Freeze
thaw rates are greatly influenced by soil moisture (both ice and water) con
tent which affects the soil thermal conductivity. Thus, ground thaw is re
tarded in the presence of an organic cover with hydrologic and thermal 
properties different from mineral soils, or where ground ice is abundant to 
consume much ground heat flux for ice melt (Woo et al. 2007b). 

Recharge of soil moisture is inhibited by frozen soils which generally 
are impervious to infiltration (Pomeroy et al. 2007). On terrestrial surfaces, 
the abundance of surface water and saturated soils following snowmelt al
lows strong and sustained evaporation to occur. Small and medium-size 
lakes begin to lose their ice cover after the snow is depleted but large lakes 
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remain ice covered until early summer. Among the three great lakes, ice 
melt begins first on Lake Athabasca, followed by Great Slave Lake about 
two weeks later and Great Bear Lake about two months later (Bussieres 
2007). Nagarajan et al. (2004) showed that the presence of myriad lakes 
reduces the domain-averaged surface sensible heat flux by 7-9% but raises 
the surface latent heat flux by 18-80%. 

By releasing most or all of the snow accumulated in the winter, usually 
within several weeks, snowmelt triggers surface runoff. Not all facets of 
the landscape produce snowmelt runoff, however. Little surface flow oc
curs on hillslopes that lose much snow to sublimation or in areas with dry 
and porous soils that facilitate infiltration (Carey and Woo 1999). Other 
than these exceptions, spring is the period of extensive surface runoff. Wa
ter is delivered rapidly through various modes of flow. Overland flow is 
common on bedrock uplands of the Canadian Shield (Spence and Woo 
2002). Gullies, rills, cracks between hummocks, and soil pipes concentrate 
the flow to bring water quickly downslope. When the organic soils thaws, 
subsurface flow is effective in the matrix of the porous soil. In the wet
lands, bogs drain internally or have ephemeral surface flow routes to the 
channel fens which are the main conduits to the stream channels (Quinton 
and Hayashi 2007; Quinton et al. 2003). Small lakes overflow as they are 
filled by runoff from hillslopes and by meltwater from the snow on the 
lake ice (Mielko and Woo 2005). 

Runoff reaching the rivers often encounters a river ice cover that does 
not break up until weeks after the initiation of snowmelt. Thermal breakup 
is largely through ice melt. Rapid runoff induced by intense melt and heavy 
rain can produce sufficient hydrodynamic forces to lift and fragment the ice. 
A combination of thermal weakening and mechanical fracturing of the ice 
leads to mechanical breakup (Hicks and Beltaos 2007). Ice jams are cre
ated as the fractured ice drifts and accumulates downstream. Severe ice 
runs associated with ice jam formation and release usually have the poten
tial of causing large floods, the prediction of which is crucially important 
to the river-side communities (Mahabir et al. 2007). 

Rivers in the MRB generally produce their high flows in the spring. For 
large basins with considerable altitudinal range, an early onset of spring 
followed by gradual warming would extend the snowmelt season, whereas 
a late spring followed by intense melt that occurs synchronously at differ
ent elevations will cause sharp hydrograph rise and pronounced peak flows 
(Woo and Thorne 2006). After the spring freshet, streamflow declines as 
the meltwater is depleted and as evaporation increases. Such a seasonal 
flow pattern, referred to as the nival regime because of the prominent in
fluence of snowmelt on discharge, is exhibited by most rivers in the Basin. 
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3.3 Summer 

In the summer, large scale atmospheric forcing is weak. In addition to the 
airflow from the Pacific, MRB receives airflows from the Arctic Ocean 
and from the Gulf of Mexico (Liu et al. 2007), the latter sometimes is a 
source of exceptionally large precipitation for the southern Basin. 
Brimelow and Reuter (2007) found that when the high frequency Great 
Plains low-level jet events are caught up with the infrequent lee cyc
logenesis, rapid transport «10 days) of subtropical air from the Gulf 
brings considerable moisture to produce extreme rainfall events. 

Summer wildfires are mostly started by lightning (Kochtubajda et al. 
2007). Extreme lightning events occur with the dominance of an anoma
lously strong pressure ridge in the upper troposphere before the onset of 
the events, usually triggered by lee-cyclogenesis. The probability of severe 
wildfire increases with low moisture content and instability in the lower 
troposphere. Wildfires produce much aerosols into the atmosphere. Guo et 
al. (2007a) found that these aerosols and summer cloud radiative forcing 
can affect the shortwave and longwave radiation budgets by 30-50% both 
at the top of atmosphere and at the surface for the MRB region. 

Large solar radiation input (high intensity and long days) warms the air, 
the lake water and the ground. Strong surface radiative forcing is condu
cive to convective processes, especially with the many lakes and wetlands 
in central and eastern Basin that provide ample moisture to the atmosphere 
through evaporation. On the east slopes of the mountains, exposure to 
strong solar radiation leads to local heating and upward flux of sensible 
heat. This warms the air above the slopes to induce the mountain-plains 
circulation (Smith and Yau 1993). Air and moisture are drawn in from the 
Interior Plains and convective precipitation that results would add moisture 
to the surface to enhance evaporation. Thus, there is a strong recycling of 
moisture. Szeto et al. (2007b) noted that about half of the summer precipi
tation in the downwind areas is derived from local evaporation and even 
on annual basis, the recycling ratio (fraction of total precipitation derived 
from local evaporation) is almost 23%. 

Evaporation is a dominant summer process. The largest evaporation 
rates are in the southern Basin with higher temperatures and denser vegeta
tion cover than the north. Facilitated by the loss of an ice cover, evapora
tion is a major process through which water is lost from lakes of all sizes 
(Oswald et al. 2007). Of note is evaporation from large lakes which do not 
show diurnal patterns but experience episodic moisture exchange with the 
atmosphere at a periodicity of about 3 days (Blanken et al. 2007). Large 
lakes are effective as a heat storage which induces seasonal lags in re-
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gional energy balance (Schertzer et al. 2007). Water storage in large lakes 
also regulates streamflow by modulating and delaying peak flows and ex
tending the low flow into late summer and even the cold season. For the 
smaller lakes in this semi-arid environment, however, evaporation may 
draw down the lake storage to the extent that lake levels fall below the out
flow thresholds. This leads to cessation of lake outflow and interruption of 
discharge from the lake-stream system (Woo and Mielko 2007). Wetlands 
also suffer much water loss through evaporation and flow connectivity is 
severed as the water level drops (Quinton and Hayashi 2007). 

There is general drying of the landscape and deepening of the water ta
ble. In many cases, this leads to the loss of flow connection between seg
ments of the hillslopes (Leenders and Woo 2002) or shrinkage in the flow 
contributing area (Quinton and Marsh 1999). Headwater streams may also 
cease to flow. A depletion of water storage in the soil and lakes requires 
ample recharge in order to re-generate runoff. The fill-and-spill concept 
expresses the need to fill the storage to some threshold level (e.g., outlet 
elevation of a lake) before water can spill down the basin (Spence and 
Woo 2003, 2007). In this case, large rain events or a prolonged duration of 
moderate rainfall may revive streamflow. 

3.4 Autumn 

In autumn, MRB is a major source area for the development of continental 
cyclones because moisture is still abundant, the polar front is located 
nearby and the climatological high pressure ridge is not yet strong (Szeto 
et al. 2007a). The Basin experiences increasing cloudiness and precipita
tion. Hudak et al. 's (2007) radar study of clouds and precipitation showed 
that clouds occurring in autumn and spring were generally deeper and 
more multi-layered than the mid-winter clouds. Maximum cloud cover is 
found over the western mountains, while the Interior Plains are less cloudy 
possibly due to the effect of air subsidence. 

As air temperature drop below O°C, ground freezing begins. Freeze-back 
of the soil is mainly through heat conduction process and frost penetration 
is highly dependent on the soil moisture content that controls ground ice 
formation. Lateral subsurface flow in slopes can advect heat to retard frost 
penetration (Carey and Woo 2005), and the seepage of subsurface water 
above ground produces icing as the water freezes on the slopes. 

The arrival of autumnal rainstorms and a decrease in evaporation may 
lead to a rise of streamflow after its summer decline. Later in the fall, 
snowfall replaces rain as the main form of precipitation, though there may 



Conclusion 485 

be intermittent melt until the onset of winter. Then, river discharge recedes 
to its winter low level. River ice freeze-up follows (Hicks and Beltaos 
2007) with the formation of plate (or border) ice in tranquil waters and fra
zil ice in the turbulent flows, until an ice cover is established over many 
reaches of the rivers. Large accumulation of frazil ice may block the flow 
to cause freeze-up floods. Ice is also formed as the lakes get colder. Lake 
ice first appears on small lakes and ponds. Large lakes such as Great Slave 
and Great Bear lakes, being dimictic (Schertzer et al. 2007), undergo lake 
overturn again in September or October (the first overturn is usually in 
July), depending on the climatic condition. Large lakes do not acquire a 
complete ice cover until late autumn so that evaporation losses continue 
into early winter. Walker et al. (2000) reported that Great Slave Lake 
freezes about 10 days later than Great Bear Lake due to the more southerly 
location and an influx of river water mainly from Slave River. 

4 Atmospheric-hydrologic System under Present and 
Future Climates 

4.1 Variability and Trends 

Zhang et al. (2000) analyzed the temperature records for selected climate 
stations across Canada and found significant recent (1950-98) warming in 
the west and cooling in the east. The precipitation trend is less conspicu
ous. Through feedback mechanisms involving local topography and other 
factors, the climate response of MRB to large scale circulation is amplified 
and warming is particularly evident in the Basin. 

While long term trends may not be confirmed definitively by short data 
series (say, <100 years), there are obvious fluctuations that give rise to in
terannual climate variability; and the climate variability of the MRB is one 
of the largest in the world (Szeto 2007). Such variability is linked to the 
large-scale circulation over the North Pacific, with the teleconnection sig
nals being strongest in the cold season. Szeto et al. (2007a) argued that re
cent warming in MRB largely reflects a 'jump' in the climatic state as the 
Basin responded to a shift in the Pacific Decadal Oscillation in the mid-
1970s. After the shift, there was an increase in southwesterly onshore air
flow from the Pacific Ocean to continental North America. There, the 
coastal mountains modifY the temperature response in the MRB by forcing 
moisture and latent heat to be released over the west-facing slopes, thereby 
effectively enhancing the transport of sensible heat but reducing the influx 
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of moisture into the Basin. Thus, after the shift, winters were generally 
warmer and winter precipitation was lower. These effects correspond with 
the noted warming trend in winter temperature (Serreze et al. 2000). 

Changes in climate forcing are reflected in the Basin snow cover. Derk
sen et al. (2007a) analyzed snow cover data for 1945-2004 and noted little 
change in the onset date of snow cover, but snowmelt has become earlier 
in the mountainous areas. These changes are consistent with the April 
warming trend and with the minimal change in air temperature in the fall. 
Derksen et al. (2007a) further recognized an increase in the interannual 
variability of the April snow cover after about 1975, coinciding with a 
shift in the Aleutian Low. 

Changes in pressure pattern accompanied by shifts in airflow can lead to 
severe drought events in the Canadian prairies, including southern MRB. 
Liu et al. (2007) noted that a reduction in zonal moisture transport from the 
Pacific Ocean during the cold season diminishes the winter precipitation, 
and a weakening of the meridional moisture transport from the Gulf of 
Mexico in the summer leads to a decrease in rainfall. A combination of 
these events increases the likelihood of severe droughts, as happened to the 
western and central prairies in 2001-02. 

An analysis of streamflow in continental northern Canada led Dery & 
Wood (2005) to conclude that there has been a decline in the annual flow 
of many rivers west of the Hudson Bay. Abdul Aziz & Burn (2006) exam
ined the monthly flows of the MRB and found a diversity of trends for its 
sub-basins, notably an increase in the winter flows and weakly decreasing 
flows in summer and late fall. Burn and Hesch (2007) confirmed that the 
Athabasca, Liard and Peace river basins are experiencing more trends than 
can be explained by chance. Woo et al. (2006) noted that streamflow re
gime is controlled not only by the climate, but also by such factors as basin 
location, topography and storage characteristics. Thus, there may not be 
coherent spatial patterns to show areas where rivers manifest a trend. On 
the other hand, being unable to detect a streamflow trend does not neces
sarily imply an absence of climate change signal which may only be 
masked by local confounding factors. 

4.2 Implications for the Future 

All Global Climate Models (GCM) point to a temperature rise in the 21 sl 

Century due to the projected higher concentrations of atmospheric green
house gases resulting from increased human activities. Mean annual tem
perature of the boreal zone may increase by 3-4°C, though there are dis-
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crepancies among the predictions from various GCM or from different as
sumed greenhouse gas emission scenarios. ACIA (2005) has examined 
comprehensively the impacts of climate change on the cold environment. 
Here, we select examples studied under MAGS. 

Global warming is likely accompanied by changes in storm activities. 
Intensification of summer thunderstorms together with lengthening of the 
thaw season, for example, can affect the intensity and frequency of wild
fire (Flannigan et al. 2007) which will impact the productivity and diver
sity of biologic communities. 

Warming is expected to shorten the snow covered duration and promote 
deeper ground thaw in permafrost terrain. Lawrence and Slater (2005) 
simulated permafrost degradation under climate warming and their results 
suggest that only 1 million km2 of the current 10.5 million km2 of the shal
low permafrost (down to 3.43 m depth) will remain by the end of this cen
tury. These simulated results were questioned by Burn and Nelson (2006) 
based on historical and field evidence. Furthermore, the presence of a top 
organic layer, even as thin as 10 cm, can effectively reduce ground thaw 
(Woo et al. 2007b), hence preventing the permafrost from widespread deg
radation. Thawing of organic materials, however, may mobilize the soil 
organic carbon sequestered in the upper permafrost layer as microbial res
piration increases (Kling et al. 1991) and this has significant feedback on 
the climate through gas release. For the MRB where there are extensive 
wetlands with organic soils, deepening of the active layer can promote ver
tical drainage. This has considerable effects on wetland storage, causing 
changes to the hydrologic behavior of the extensive wetland and lake sys
tem in the Interior Plains. 

A warmer climate will extend the ice-free season of lakes which, to
gether with higher summer air temperatures, will raise the lake tempera
ture. For very large lakes, an extended duration of open water conditions in 
late fall and early winter will produce lake-effect snowfall (Rouse et al. 
2007a) and this can have hydrologic and ecological implications to the ter
restrial areas downwind of the lakes. For shallow lakes in permafrost ar
eas, higher water temperature will be transmitted to the lake bottoms to 
promote deeper active layer thaw or talik (unfrozen zone in permafrost) 
formation below the lakes. Tundra lakes are particularly sensitive to 
changes in the permafrost. A recent study by Smith et al. (2005) found that 
in the continuous permafrost zone of western Siberia, there has been an in
crease in both the number and the area of tundra lakes, attributable to cli
mate warming and thermokarsting. In discontinuous permafrost zone 
where the permafrost is thin, deepening of the active layer may lead to lake 
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drainage. These results from Siberia are equally applicable to the tundra 
and northern Interior Plains of MRS. 

Lake evaporation will increase in the future. As the eastern and central 
MRB has numerous lakes of different sizes, a regional increase in lake 
evaporation yields more moisture to the atmosphere (Rouse et al. 2007b). 
This would intensity precipitation recycling in the warm season (Szeto et 
al. 2007b), thus possibly accelerating the water cycle. A large evaporation 
loss not compensated by snowmelt freshet and summer rain will lead to 
large storage deficits of the lake-stream drainage systems in the Interior 
Plains and in the Canadian Shield. If not compensated by large freshets in 
the snowmelt period and by summer rain, there will be more frequent dis
ruption of flows along these drainage networks. 

Winter and spring warming can seriously affect the river ice regime. 
Mid-winter thaw will remove portions of the snow accumulation, yielding 
lower peak flow in the spring and reducing the probability of severe ice
jam flooding during breakup (Seltaos et al. 2007). Maximum ice thickness 
will decrease, and the ice-covered duration will be shortened (Andrishak 
and Hicks 2007). 

For large drainage basins, Kerkhoven and Gan (2007) simulated the 
flow of Athabasca River under climate warming scenario. Their result 
shows that streamflow will decrease progressively in this century. Woo et 
al (2007c) simulated the flow of the Liard River, and found that warmer 
winters will increase the frequency of rain and intermittent snowmelt, 
while spring warming can advance the timing of breakup to extend the 
snowmelt season, leading to less intense freshets. Summer flow will de
crease due to enhanced evaporation. However, they suggest that the im
pacts of human activities on future streamflow regime should not be ig
nored, as is already well demonstrated by the effects of reservoir 
regulation on the flow regimes of Peace River in the MRS (Woo and 
Thorne 2003) and of the many rivers in Siberia (e.g., Yang et al. 2004). 

5 Lessons Learned from MAGS 

Recall that the primary purposes of MAGS were to understand and model 
the high-latitude energy and water cycles, and to improve our ability to as
sess the water resources under the influence of climate variability and 
change. These objects were accomplished with considerable success. 
Moreover, MAGS provided an invaluable opportunity for Canadian re
searchers to work together towards better understanding the cold region 
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processes, to develop appropriate techniques for data collection and analy
sis, and to train highly qualified personnel. The lessons learned from the 
MAGS experience should be documented and the research gaps acknowl
edged, for the benefit of future studies of the cold region. 

5.1 Data and Analysis 

Field data collected for various MAGS projects have been indispensable to 
the process investigations and they are a valuable legacy dataset for future 
research, including comparative studies with other cold regions. An en
hanced observation period (CAGES of 1998-99) was highly successful. 
During this period, specially commissioned data collection projects such as 
flights over northern MRB or IPIX radar deployment at Fort Simpson have 
extended point observations through horizontal or vertical sweeps. The 
gathering of field data should remain an important research approach and 
for large programs, our CAGES experience is worthy to be repeated. What 
is regrettable, notably for cold regions worldwide, is the attrition of moni
toring stations. For these areas sensitive to climatic forcing and human de
velopment, the monitoring network must be maintained and even strength
ened, and the data quality must be controlled. 

Modeled data proved to be very useful to large scale studies. A compre
hensive climatology of the water and energy budgets was obtained for 
MRB (Schuster 2007; Szeto et al. 2007c) and streamflow simulation for 
large catchments used such data as inputs. However, there are large differ
ences among reanalysis datasets which when used in MAGS studies, 
caused considerable uncertainties in the results. Satellite data offer spatial 
information not otherwise available for large areas. They have been used 
in MAGS for mapping, analysis of radiation fields, studies of snow cover 
trends, and validation of model outputs (e.g., Bussieres 2007; Derksen et 
al. 2007a; Guo et al. 2007b; Leconte et al. 2007; Trischenko et al. 2007). 
Continued upgrading of satellite capabilities and resolution will allow im
proved thematic mapping and analyses of atmospheric and hydrologic phe
nomena. Further use of satellite data should be explored for real-time 
applications, such as river ice breakup and flooding (see Fig. 8 in Woo and 
Rouse 2007). 

5.2 Processes 

Through MAGS, some cold region processes were discovered and the in
terpretation of many atmospheric and hydrologic phenomena was en-
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hanced. Findings from process investigations constitute a major part of this 
book. We recognize that much remains unknown about the many physical 
processes operating in the MRB and in other cold regions, and there are 
strong demands for future works by individuals and through concerted ef
forts. 

With deeper understanding of the processes, we are better equipped to 
appraise climate change and variability, and can be more confident in pro
jecting their impacts on the cold region. Furthermore, economic develop
ment of the cold regions is inevitable as human settlement, resource ex
ploitation and transportation networks expand in the circumpolar areas. All 
these subjects are of current and future concern, not only to the scientific 
and environmental communities, but also to the society as a whole. 

5.3 Models 

Modeling effort of MAGS has benefited from the knowledge gained 
through process studies. The opportunities for collaboration and the avail
ability of field and model-derived data also contribute to the development 
or the improvement of a number of models. There has been a tendency to 
replace empirical equations by more physically based or theoretically 
grounded algorithms. Models, new or adapted, were tested for use in the 
cold environments (e.g., Kerkhoven and Gan 2007; Ritchie and Delage 
2007; Thorne et al. 2007; Wen et al. 2007). Unfortunately, data availability 
remains a constraint and model robustness in many cases takes precedence 
over detailed representation of processes in many operational models. 

One modeling goal of MAGS was to provide an integrated system that 
would couple atmospheric and hydrologic models, with bridging provided 
through a land surface scheme. The coupling of CRCM or with CLASS 
and of CLASS with W A TFLOOD has been successful (MacKay et al. 
2007; Soulis and Seglenieks 2007), but a complete linkage with the requi
site feedbacks among the atmosphere, land and hydrologic components 
needs more work. Several models have been applied for operational fore
casts of such hazards as ice-jam floods (Mahabir et al. 2007), wildfire 
(Kochtubajda et al. 2007) and heavy snowfall (Dupilka and Reuter 2007), 
as well as for long-term prediction of climate change impacts. The practi
cal aspect of research can be further emphasized. 
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5.4 Scaling 

While MAGS made limited conceptual contributions to the issue of scal
ing, some techniques have been developed to extend areally-limited data 
(e.g., Martz et al. 2007). The intent of International GEWEX is to obtain 
information on a large (or global) scale, but processes occurring on a local 
level are important to the understanding of large-scale phenomena. Fur
thermore, the interpolation and extrapolation of point, transect or small
area data are subject to considerable but unknown degree of uncertainty 
due the lack of validation datasets. Ground truthing satellite information 
(e.g., Derksen et al. 2007b) and comparing airborne with meteorological 
tower data are examples of scaling up the ground observations. 

5.5 Collaboration and Training 

Through many meetings and collaboration, atmospheric and hydrologic re
searchers were made aware of the performance and limitations of data and 
models in each other's disciplines. These activities led to fruitful interfac
ing of projects and productive cross-disciplinary research ventures. Inter
actions with stakeholders provided management and operational benefits 
to our users, and augmented community well being (e.g., information ex
change with residents ofthe MRB, see Woo et al. 2007d). 

Throughout the duration of MAGS, scientists and engineers remained 
open minded to possible disciplinary biases and were appreciative of the 
contribution of other investigators. It was in this spirit of receptiveness to 
cross-disciplinary collaborative approach that we trained the new genera
tions of students. It is our enriched pool of experts and expertise that best 
represents the legacy of MAGS. 
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