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Extended Abstract 

Just as written language is a sequence of elementary alphabet, speech is a sequence of 
elementary acoustic symbols. Speech signals convey more than spoken words. The 
additional information conveyed in speech includes gender information, age, accent, 
speaker’s identity, health, prosody and emotion [1]. 

Affective computing, which is currently a very attractive research topic, aims at the 
automatic recognition and synthesis of emotions in speech, facial expressions, or any 
other biological signals [2]. Recently acoustic investigation of emotions expressed in 
speech has gained increased attention partly due to the potential value of emotion 
recognition for spoken dialogue management [3-4]. Imagine for example a call-center 
system that can detect complain or anger due to unsatisfied services about user’s 
requests, could deal it smoothly by transferring the user to human operator. However, 
in order to reach such a level of performance we need to extract a reliable acoustic 
feature set that is largely immune to inter- and intra-speaker variability in emotion 
expression. Within the field of affective computing, this paper addresses how far we 
can go to use feature combination (FC) to concatenate different features to improve 
the accuracy of differentiating anger from neutral emotion in Mandarin speech. 

We selected the pitch, log energy, formants, linear predictive coefficients (LPC), 
linear prediction cepstral coefficients (LPCC), mel-frequency cepstral coefficients 
(MFCC), log frequency power coefficients (LFPC), perceptual linear prediction 
(PLP), relative spectral PLP (Rasta-PLP), jitter and shimmer as the base features. We 
also added velocity and acceleration information for pitch and MFCCs, respectively, 
to take the speaking rate into account and model the dynamics of the corresponding 
temporal change of pitch and spectrum. 

Feature combination is a well-known technique [5]. During the feature extraction of 
speech recognition system, we typically find that each feature type has particular 
circumstances in which it excels, and this has motivated our investigations for 
combining separate feature streams into a single emotional speech recognition system. 
However, it is forbiddingly time consuming to perform exhaustive search for the subset 
of features that give best classification. Due to the highly redundant information in the 
concatenated feature vector, a forward feature selection (FFS) or backward feature 
selection (BFS) should be carried out to extract only the most representative features, 
thereby orthogonalizing the feature vector and reducing its dimensionality. 
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The used corpus in this paper is constructed by MIR lab at National Tsing Hua 
University in Taiwan. They invite one female to portray two emotions, including 
anger and neutral. Finally, they obtained 2000 utterances that were recorded in 16-bit 
PCM with a sampling frequency of 16k Hz including 1000 angry and 1000 neutral 
utterances. 

The Mandarin emotion recognition system was implemented using “MATLAB” 
software run under a desktop PC platform. The correct recognition rate was evaluated 
using leave-one-out (LOO) cross-validation which is K-fold cross validation taken to 
its logical extreme, with K equal to the number of data points. 

The task of the classifier component proper of a full system is to use the feature 
vector provided by the feature extractor to assign the object to a category. To 
recognize emotions in speech we tried the following approaches: linear discriminant 
analysis (LDA), support vector machine (SVM), and back-propagation neutral 
network (BPNN), as they had been applied successfully in previous researches and 
achieved high accuracy [6-7]. 

The experimental results show that Rasta-PLP is the most important feature in 
LDA and BPNN classifiers and accMFCC is the most important one in SVM 
classifier. The velMFCC or accMFCC that model the dynamics of the corresponding 
temporal change spectrum can achieve better accuracy than MFCC. Jitter is the most 
irrelevant feature among these classifiers. Contrary to [6], the pitch and energy were 
not shown to play a major role in this paper. By Adopting feature selection and 
combination, the recognition rates can improve 2.1%, 7.8% and 20.6%, respectively. 
The best accuracy of differentiating anger from neutral can be achieved 99.10% by 
using accMFCC, LFPC, LPC, PLP, and RASTA-PLP feature streams and the support 
vector machine classifier. Although BPNN achieved the lowest recognition rate 
among all classifiers, it benefited most by feature combination in our system. 
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