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Preface

We are proud to present the proceedings of the 11th European Conference on
Research and Advanced Technology for Digital Libraries (ECDL 2007) which,
following Pisa (1997), Heraklion (1998), Paris (1999), Lisbon (2000), Darm-
stadt (2001), Rome (2002), Trondheim (2003), Bath (2004), Vienna (2005) and
Alicante (2006), took place on September 16-21, 2007 in Budapest, Hungary.
Over the last 11 years, ECDL has created a strong interdisciplinary commu-
nity of researchers and practitioners in the field of digital libraries, and has
formed a substantial body of scholarly publications contained in the conference
proceedings.

ECDL 2007 featured separate calls for paper and poster submissions, re-
sulting in 119 full papers and 34 posters being submitted to the conference.
All papers were subject to an in-depth peer-review process; three reviews per
submission were produced by a Program Committee of 69 members from 27
countries. In total 36 of 119 full paper submissions were accepted at the Pro-
gram Committee meeting for presentation at the conference and publication in
the proceedings with Springer, resulting in an acceptance rate of 30%. Also, 24
poster/demo submissions and another 15 papers from the full paper submissions
were accepted for poster presentation and publication in the proceedings volume.

ECDL 2007 was devoted to discussions about hot issues and applications
and primarily provided a forum to reinforce the collaboration of researchers
and practicioners.The main conference consisted of 12 technical sessions and a
poster /demo session on the following topics: Ontologies, Digital Libraries and
the Web, Models, Multimedia and Multilingual Digital Libraries, Grid and Peer-
to-Peer, Preservation, User Interfaces, Document Linking, Information Retrieval,
Personal Information Management, New DL Applications and User Studies.

The conference featured two panels, which addressed timely and important
topics, namely, experiences of DL projects in synergy with the European Com-
mission’s initiatives in the panel “On the Move Towards the European Digital Li-
brary: BRICKS, TEL, MICHAEL and DELOS converging experiences” chaired
by Massimo Bertoncini and the special challenges of Digital Library research and
development in the host region of the conference in the panel “Digital Libraries
in Central and Eastern Europe: Infrastructure Challenges for the New Europe”
chaired by Christine Borgman.

The keynote talk by Seamus Ross (Humanities Computing and Information
Management, University of Glasgow) addressed the questions of digital preser-
vation, while the keynote talk by Arne Solvberg (Dept. of Computer and In-
formation Science, Norwegian University of Science and Technology) focused
on the challenges of WiFi-Trondheim – an experiment in providing Broadband
Everywhere for All.



VI Preface

The preceding tutorials provided further in-depth looks at areas of current
interest, including “Thesauri and Ontologies in DLs by Dagobert Soegrel, In-
troduction to DLs” by Ed Fox, “Approaches for Large Scale Digital Library
Infrastructures” by Thomas Risse, and “Building DLs On-Demand by Sharing
Content, Services and Computing Resources” by Donatella Castelli.

The workshops, held in conjunction with ECDL2007, covered wide areas of
interest: CLEF 2007 – Cross-Language Evaluation Forum, Workshop on “Foun-
dations of Digital Libraries”; LADL 2007 – Cross-Media and Personalized Learn-
ing Applications on Top of Digital Libraries, Curriculum Development in Digital
Libraries: An Exercise in Developing Lesson Plans , Towards a European Repos-
itory Ecology: Conceptualizing Interactions Between Networks of Repositories
and Services, NKOS -Networked Knowledge Organization Systems and Services,
and Libraries in the Digital Age: What If. . . ?

We would like to take the opportunity to thank everybody who made this
conference possible, all the conference participants and presenters, who provided
an exciting full-week program of high technical quality. We greatly appreciate
the contribution of the Program Committee members, who did an outstanding
reviewing job under tight time constraints; and we are grateful to all Chairs and
members of the Organization Committee, who worked hard to make the best
out of the Conference.

Finally, we would also like to thank the conference sponsors and cooperating
agencies: the Computer and Automation Research Institute of the Hungarian
Academy of Sciences (MTA SZTAKI), the DELOS Network of Excellence on
Digital Libraries, and the Hungarian Tourism Office.

September 2007 László Kovács
Norbert Fuhr

Carlo Meghini
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Maria Bieliková Slovak University of Technology in Bratislava,

Slovakia
George Buchanan University of Wales, Swansea
Gerhard Budin University of Vienna, Austria
Tiziana Catarci University of Rome 1, Italy
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Jesús Tramullas University of Zaragoza, Spain
Omar Valdiviezo Universidad de las Americas Puebla, Mexico
Herbert Van de Sompel Los Alamos National Laboratory, USA
Ian Witten University of Waikato, New Zealand



Table of Contents

Ontologies

The Semantic GrowBag Algorithm: Automatically Deriving
Categorization Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Jörg Diederich and Wolf-Tilo Balke

Ontology-Based Question Answering for Digital Libraries . . . . . . . . . . . . . 14
Stephan Bloehdorn, Philipp Cimiano, Alistair Duke, Peter Haase,
Jörg Heizmann, Ian Thurlow, and Johanna Völker

Formalizing the Get-Specific Document Classification Algorithm . . . . . . . 26
Fausto Giunchiglia, Ilya Zaihrayeu, and Uladzimir Kharkevich

Digital Libraries and the Web

Trustworthiness Analysis of Web Search Results . . . . . . . . . . . . . . . . . . . . . 38
Satoshi Nakamura, Shinji Konishi, Adam Jatowt, Hiroaki Ohshima,
Hiroyuki Kondo, Taro Tezuka, Satoshi Oyama, and Katsumi Tanaka

Improved Publication Scores for Online Digital Libraries Via Research
Pyramids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Sulieman Bani-Ahmad and Gultekin Ozsoyoglu

Key Element-Context Model: An Approach to Efficient Web Metadata
Maintenance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Ba-Quy Vuong, Ee-Peng Lim, Aixin Sun, Chew-Hung Chang,
Kalyani Chatterjea, Dion Hoe-Lian Goh, Yin-Leng Theng, and
Jun Zhang

Models

A Cooperative-Relational Approach to Digital Libraries . . . . . . . . . . . . . . . 75
Alessio Malizia, Paolo Bottoni, Stefano Levialdi, and
Francisco Astorga-Paliza

Mind the (Intelligibility) Gap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
Yannis Tzitzikas and Giorgos Flouris

Using XML Logical Structure to Retrieve (Multimedia) Objects . . . . . . . 100
Zhigang Kong and Mounia Lalmas



XII Table of Contents

Multimedia and Multilingual DLs

Lyrics-Based Audio Retrieval and Multimodal Navigation in Music
Collections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

Meinard Müller, Frank Kurth, David Damm,
Christian Fremerey, and Michael Clausen

Automatic Identification of Music Works Through Audio Matching . . . . . 124
Riccardo Miotto and Nicola Orio

Roadmap for MultiLingual Information Access in the European
Library . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Maristella Agosti, Martin Braschler, Nicola Ferro,
Carol Peters, and Sjoerd Siebinga

Grid and Peer-to-Peer

MinervaDL: An Architecture for Information Retrieval and Filtering in
Distributed Digital Libraries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Christian Zimmer, Christos Tryfonopoulos, and Gerhard Weikum

A Grid-Based Infrastructure for Distributed Retrieval . . . . . . . . . . . . . . . . 161
Fabio Simeoni, Leonardo Candela, George Kakaletris, Mads Sibeko,
Pasquale Pagano, Giorgos Papanikos, Paul Polydoras,
Yannis Ioannidis, Dagfinn Aarvaag, and Fabio Crestani

VIRGIL – Providing Institutional Access to a Repository of Access
Grid Sessions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

Ron Chernich, Jane Hunter, and Alex Davies

Preservation
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Abstract. Using keyword search to find relevant objects in digital libraries often
results in way too large result sets. Based on the metadata associated with such
objects, the faceted search paradigm allows users to structure and filter the result
set, for example, using a publication type facet to show only books or videos.
These facets usually focus on clear-cut characteristics of digital items, however
it is very difficult to also organize the actual semantic content information into
such a facet. The Semantic GrowBag approach, presented in this paper, uses the
keywords provided by many authors of digital objects to automatically create
light-weight topic categorization systems as a basis for a meaningful and dynam-
ically adaptable topic facet. Using such emergent semantics enables an alternative
way to filter large result sets according to the objects’ content without the need
to manually classify all objects with respect to a pre-specified vocabulary. We
present the details of our algorithm using the DBLP collection of computer sci-
ence documents and show some experimental evidence about the quality of the
achieved results.

Keywords: faceted search, category generation, higher-order co-occurrence.

1 Introduction

Due to today’s sophisticated ranking techniques, the simple keyword search paradigm
has been remarkably successful in finding relevant resources in huge data collections,
such as digital libraries or even the world wide web. One remaining problem, however,
is that users are often unsure which actual keywords to choose so that finding a par-
ticular resource often involves several search queries, which then have to be manually
refined step-by-step according to the result set of the previous keyword search.

The faceted search [1,2,3,4] paradigm makes this process of refining queries explicit
and presents the results along with several orthogonal facets, which characterize the
result set (e.g., a ‘publication type’ facet might reveal that there are only two videos
among possibly 10,000 relevant results) and thus allow the user to restrict the result set
in an easy and intuitive way by exploiting metadata.

This paper is focused on facets based on the actual content of the objects, which
allow to restrict the result set to a specific topic. To limit the size of such a topic facet,
a hierarchical system is typically used to structure the facet, for example, using the
Dewey Decimal Classification System, the ACM curriculum or any other cataloguing
system (cf. Fig. 1). Such a topic facet can be used in several different ways:

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 1–13, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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RDF Ontologies Rules

OWL Ontology reasoners

Semantic Web

Fig. 1. Example categorization system for topics

– To filter results according to a whole subtree (e.g., if a user selects ‘ontologies’ in
a facet based on the categories in Fig. 1, all objects about ‘OWL’ and ‘Ontology
reasoners’ can be automatically included in the result set, too).

– To find communities (e.g., for a query ‘XML’, the facet might show a large number
of objects in ‘RDF’ and in ‘OWL’, but not in ‘Rules’).

– To characterize authors or groups of authors (e.g., showing that the objects authored
by a particular person are mainly about the topics ‘OWL’ and ‘Rules’).

– To characterize the object collection as a whole (e.g., if a query ‘rules’ only pro-
vides results related to ‘Semantic Web’, but not about ‘business rules’).

The main problem, however, is creating and maintaining the underlying topic catego-
rization system, which is often done manually and especially difficult for very dynamic
domains such as computer science research.

We have already presented first demonstrations of the basic applicability of our ap-
proach [5,6] for topic categorization, but not yet disclosed and evaluated our algorithm’s
specifics. This paper details our Semantic GrowBag approach to automatically organize
topics in light-weight hierarchical categorization systems (so-called GrowBag graphs),
starting from the author keywords available in large digital object collections such as
DBLP for the computer science domain, or Medline for the medical domain. In Sect. 2
we briefly investigate related work for faceted searches and taxonomy generation. Sec-
tion 3 presents our Semantic GrowBag algorithm and its basic characteristics. Using the
DBLP data set we explain our algorithm in detail in Sect. 4 along practical use cases
and evaluate the derived GrowBag graphs. In this way, we give a good intuition about
the algorithm’s practical impact and show that the (rather limited) tagging with key-
words in today’s collections is already useful to derive good and intuitive topic facets.
The paper closes with a short summary and outlook.

2 Related Work

The basic idea of faceted search was built on the scatter/gather clustering approaches [7]
for document browsing. The hierarchical organization of result documents according to
certain faceted categories has been shown to enable intuitive user interfaces superior
to the presentation of ranked lists [8]. But for the actual creation of good faceted cat-
egories some degree of manual interaction is still needed and all categories of interest
must always be known in advance, thus, important emerging trends in the data may
not be shown in faceted interfaces [1,2,3]. We will see in the practical use cases that
the Semantic GrowBag algorithm overcomes some of these problems by automatically



The Semantic GrowBag Algorithm: Automatically Deriving Categorization Systems 3

deriving faceted categories on the fly and can even reflect trends in the taggings by
selecting only parts of the underlying document base.

Another related technology are so-called topic maps [9] that were defined as an
XML-based data format (standardized in 1999 as ISO/IEC 13250) to formulate simple
structures for knowledge representation. The topic maps defined ‘associations’ between
topics and ‘occurrences’ that linked topics to documents, e.g., on the WWW. In contrast
to our approach, topic maps therefore base on the idea of reflecting more or less static
thesauri and indexes like e.g., the topic hierarchy of the Open Directory Project (ODP).

For the (to some degree) automatic creation of ontologies there are several
approaches mostly relying on (supervised) learning techniques based on natural lan-
guage processing, e.g., using language models or syntactic contexts [10,11]. These ap-
proaches identify synonyms, sub-/superclass hierarchies, etc. from full texts by relying
on the sentence structure, where phrases like ‘such as. . . ’ imply a certain hierarchy
between terms. Moreover, the belief in the correctness of derived classes and/or hierar-
chies can be supported by comparison to general ontologies like WordNet or counting
co-occurrences, e.g., in documents retrieved by Google. In contrast to our approach
these techniques aim to understand the whole information space concerned with a topic
and not the most discriminating facets as given by a collection.

Sanderson and Croft [12] have proposed a basic approach to automatically create
categorization systems by exploiting keyword co-occurrences. Keyword Y is defined
as subsuming keyword X if at least 80% of the objects tagged with X are also tagged
with Y , and Y occurs more frequently than X . Although manually determined sub-
sumption relations usually have a much stronger semantics, already this simple sub-
sumption definition has shown a nice performance for navigational purposes [12] when
using keywords extracted from full text. However, for manually specified keywords, au-
thors tend to use only ‘leaf’ categories they have in mind, so two subsuming keywords
hardly co-occur in more than 80% of the cases.

3 The Semantic GrowBag Algorithm

The basic idea of the Semantic GrowBag algorithm is to automatically create catego-
rization systems from a corpus of digital objects (like documents, images, etc.) anno-
tated with keywords. This is done by exploiting higher-order co-occurrence, known
from computational linguistics [13]. As shown in Fig. 2, keywords X and Z are associ-
ated with one object (C), which is a first order co-occurrence or simply co-occurrence.
Keywords Y and Z are not associated with the same object, but there may still be a
subsuming keyword (X) which is associated with objects (B and C) that are tagged
by both keywords Y and Z , respectively. Such second order co-occurrences (or gener-
ally higher-order co-occurrences) occur more often than first-order occurrences alone

Object A Object B Object C level
instance
level
metadataKeyword Y Keyword X Keyword Z

Fig. 2. Example {first|second}-order co-occurrence
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and, hence, reduce the sparsity of the co-occurrence dataset. They have also been found
to be more robust than first-order co-occurrences, for example, improving word sense
disambiguation algorithms [13].

Including higher-order co-occurrences has two main effects: (1) Finding additional
(‘hidden’) relations between keywords which cannot be found using first-order co-
occurrences only. (2) Changing the ‘strength’ (i.e., the number) of existing first-order
co-occurrences to include higher-order co-occurrences.

The Semantic GrowBag algorithm uses a biased PageRank algorithm [14] for the
computation of the higher-order co-occurrences, as the properties of PageRank are well
understood, it can be computed very efficiently and converges to a stable solution for
appropriate input data (e.g., in the SimRank approach [15], PageRank has been used in
a similar way to compute transitive similarities). Our algorithm comprises the following
three steps, which are explained in more detail in the upcoming sections.

I. Compute a new co-occurrence metric including higher-order co-occurrence.
II. Find relations between keywords, based on the new co-occurrence metric.

III. Construct for each keyword i a single GrowBag graph to present a limited view on
the ‘neighborhood’ of keyword i instead of having one manually crafted graph as
for legacy classifications/thesauri which covers the whole object collection.

3.1 Part I: Higher-Order Co-occurrences

In a nutshell, computing the co-occurrence metric including higher-order co-occurren-
ces comprises the following three basic steps:

1. Create an (nxn) matrix M based on weighted (first-order) co-occurrence relations
for the n keywords.

2. For each keyword i, determine the most often co-occurring keywords (the direct
neighbors).

3. For each keyword i, compute the Biased PageRank scores using matrix M and
biasing on the direct neighbors of keyword i.

The resulting n PageRank score vectors are complementary to the n lists of most often
co-occurring keywords, but additionally include higher-order co-occurrences due to the
flow of the scores in the PageRank graph. Specifically, the ranking imposed by the
scores in the PageRank score vector of keyword i now determines the hidden related
keywords to keyword i and is, hence, an enhancement of the legacy ‘related keywords’
notion.1 The following sections provide more details.

Co-occurrence Matrix M . The elements m(j, i) of matrix M are defined as follows:

m(j, i) =
cooc(i, j) ∗ ICF (i)

∑
j cooc(i, j) ∗ ICF (i)

(1)

1 Latent semantic analysis [16,17] is very related here, which basically performs a singular value
decomposition on the co-occurrence matrix to find ‘latent’ topics, i.e., abstract topics given by
linear combinations of keywords. However, it cannot find subsumption hierarchies.
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with cooc(i, j) being the (first order) co-occurrences of keywords i and j, i.e., the num-
ber of objects that are tagged with both keywords2. The inverse co-occurrence frequency
(ICF) much resembles the inverse document frequency as known from information re-
trieval [18] and is defined as follows:

ICF (i) = log(
Overall # of keywords

total # of keywords co-occurring with keyword i
) (2)

Multiplying the ICF of i to cooc(i, j) in eq. (1) has the effect that m(j, i) is decreased
for those keywords i that co-occur with many other keywords. These have, thus, a less
discriminating power.

The above defined matrix M has the following properties: It is symmetric in terms
of links, i.e., if m(j, i) �= 0 then m(i, j) �= 0. Hence, the PageRank graph defined by
M does not contain dangling nodes or rank sinks. Though symmetric in terms of links,
it is not symmetric in terms of weights: The normalization in the denominator of eq. (1)
ensures that m(j, i) �= m(i, j) since the sum of all co-occurrences is typically not the
same for all pairs of keywords. Therefore, the PageRank graph defined by M is a di-
rected graph so that the PageRank scores do not converge to the number of co-occurring
keywords for each keyword. Hence, matrix M is stochastic, irreducible, and primitive
because of normalization and because we apply the Random Jump vector as defined
by Page and Brin [14] (with the usual 15% random jump probability). Therefore, the
PageRank computation converges to the principal Eigenvector [19].

Direct Neighbors: Top-X . To find the direct neighbors for a given keyword ti, we first
sort the vector with all co-occurring keywords for ti. We then define the direct neighbors
as the top-X elements of the sorted vector which accumulate the first P% of the sum
of all vector values (i.e., the integral of the co-occurrence graph). P is the essential
parameter of our algorithm that controls to which degree higher-order co-occurrence
should be included. A typical value found useful in practice is P ∈ [10 : 30]%.

Biasing on Top-X . For computing the biased PageRank scores, we initialize the start
vector and the random jump vector with 1 to provide each node in the PageRank graph
with some default score. This step is the most costly part of our approach in terms of
time complexity, but as the overall set of author keywords will remain stable (they are
never changed and changes are relatively small for large object collections), our algo-
rithm can be computed off-line and re-run periodically to update the results according
to the added author keywords.

3.2 Part II: Finding Hidden Relations

To find relations between two keywords i and j, the PageRank score vectors for the
keywords i and j are used as follows:

2 Using Dice or Jaccard similarity instead of co-occurrences has been found inferior as they
give a rather high weight for rarely occurring terms, which does not support the notion of
‘emergent’ semantics.
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1. Sort the power-law distributed PageRank score vectors and cut the tail to filter out
all keywords with too low scores.

2. Compare the scores of keywords i and j in those two sorted and filtered score
vectors. If both i and j exist in both vectors and either i or j has a higher score in
both vectors, the one with the higher score is a candidate for subsuming the one
with the lower ranks.

3. Post-filter candidates based on their rank in both score vectors and determine the
confidence of the final subsumption relation.

The resulting list contains triples (keyword i, keyword j, confidence), denoting that
keyword i subsumes keyword j with the given confidence.

As the PageRank scores are power-law distributed for power-law distributed graphs
(and co-occurrences are typically also power-law distributed), the tail of the PageRank
score vector comprises many keywords which are only very weakly related to the key-
word, on whose neighborhood we biased the PageRank computation. Hence, we can
safely apply tail cutting in step 1 and keep only those elements in the sorted PageRank
score vector, which accumulate 80% of the overall score in the score vector (following
the well-known 80-20 rule).

In the third step, we apply the following rules to filter too weak relations and deter-
mine the confidence of the remaining subsumption relations:

1. If neither keyword i is among the top-Xj elements of the PageRank score vector of
keyword j nor keyword j is among the top-Xi elements of the vector of keyword i,
then both are assumed to be too weakly related and are deleted from the list of
subsumption candidates.

2. If the subsumed keyword is among the top-X elements of the score vector of the
subsuming keyword, then we set the confidence in the subsumption relation to ‘low’
(weak relation).

3. If both keywords are among the top-X elements of both score vectors, then we set
the confidence in the subsumption relation to ‘high’ (strong relation).

3.3 Part III: Creating GrowBag Graphs

In the third and final part, the Semantic GrowBag algorithm finally uses the hidden
related keywords of i as ‘seed nodes’ and ‘grows’ the set of nodes to create a specific
GrowBag graph for keyword i using the following steps:

1. Add those keywords as nodes that subsume the latent related keywords of i directly.
2. Add recursively all keywords as nodes that are subsumed by already collected key-

words.
3. Add all relations as edges where both involved keywords have already been col-

lected. Use different edge visualizations to account for the ‘strength’ of the relation
(dashed lines for weak relations and two-headed arrows for strong relations).

The intention is to visualize only the most important related neighbors and the key-
words subsumed by them to limit the size of the graph.
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4 Use Case and Experimental Evaluation with Practical Data

This section explains the Semantic GrowBag algorithm in detail along one use case for
the start keyword ‘RDF’ and additionally shows how the GrowBag graph for ‘RDF’
changes over time. We used a subset of the computer science publications listed in
DBLP and extracted the author keywords from the web, post-processed them using
acronym replacement and Porter stemming [20] and removed those, which are men-
tioned less than five times, resulting in 13, 200 keywords. The relation DocumentID →
keywords comprises about 500, 000 entries for 93, 000 publications.3

4.1 Creating a GrowBag Graph for ‘RDF’

This use case shows how to find the GrowBag graph for the keyword ‘RDF’ for the
period 2001–2005. The description follows the three main parts of the algorithm to (1)
create a co-occurrence matrix including higher order co-occurrences, (2) find relations
between keywords, and (3) create a GrowBag graph for the keyword ‘RDF’. In out
GrowBag demonstrator,4 all graphs are periodically updated (so the version in the Web
might differ from the graphs presented here).

Part I: Top-X and Biased PageRank. After creating the co-occurrence matrix M , the
algorithm first extracts the corresponding ‘RDF’ row of M , comprising the weighted
co-occurrences of ‘RDF’ (using the ICF as weight) with all other keywords. This ma-
trix row is sorted according to the matrix values (cf. left part of Table 1; the plain
co-occurrence values are shown for comparison.

In this example, the direct neighbors of ‘RDF’ are ‘RDF’ itself (the start keyword is
included by definition), ‘Semantic Web’ and ‘Metadata’ as they accumulate P = 20%
of the total sum of matrix values of all keywords in that list.5

Table 1. Direct neighbors (left) / the PageRank score vector (right) for ‘RDF’ (top-X = 3)

Rank Keyword m(j, i) cooc(i, j)

1 RDF 259.8 55
2 Semantic Web 112.1 31
3 Metadata 55.3 15
4 XML 41.4 15
5 Annotation 26.3 6
6 Ontology 26.1 8
7 DAML 23.1 4
8 RDF Schema 20.6 3
9 DAML+OIL 18.0 3

10 OWL 16.0 3
. . . . . . . . .

Rank Keyword Score

1 Semantic Web 828.1
2 Metadata 755.0
3 RDF 746.4
4 Ontology 127.1
5 XML 120.2
6 Web Service 74.6
7 Information Retrieval 50.2
8 Data Mining 49.3
9 Clustering 49.3
10 Annotation 49.0
. . . . . . . . .

3 Titles, authors, citations etc. are planned to be included in future versions.
4 http://dblp.l3s.de/GrowBag
5 This heuristics to find P was confirmed by manual inspection of a large set of resulting graphs

but is subject of further research.

http://dblp.l3s.de/GrowBag
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Afterwards, the algorithm uses PageRank (biasing to 100% on the three direct key-
words of ‘RDF’) to find a new ranking. The resulting PageRank score vector includes
higher-order co-occurrences, which are not reflected in the sorted co-occurrence vec-
tor. Practically speaking, the main objective of the first part is to see whether the start
keyword ‘RDF’ itself remains the ‘top keyword’ in the score vector after running the
Biased PageRank or if other keywords are more relevant and ‘overtake’ (in the sorted
co-occurrence vector, the start keyword stays always on top). As shown in the right part
of Table 1, indeed ‘Semantic Web’ and ‘Metadata’ achieve a higher score than ‘RDF’
and are candidates for subsuming ‘RDF’.

Part II: Deriving Relations. The basic idea of the second part to identify ‘subsump-
tion’ relations between ‘RDF’ and its direct neighbors is to do a pairwise comparison of
the scores of two vectors: the PageRank score vector of ‘RDF’ and of its direct neigh-
bors (cf. Table 2).

Table 2. PageRank score vectors for ‘Semantic Web’ (left; X = 8) & ‘Metadata’ (right; X = 16)

Rank Keyword Score

1 Semantic Web 407.7
2 Ontology 373.0
3 XML 358.4
4 Web Service 330.6
5 RDF 311.4
6 Metadata 303.5
7 Description Logics 288.5
8 OWL 284.3
9 Data Mining 47.8

10 Security 45.6
. . . . . . . . .

Rank Keyword Score

1 Metadata 262.6
2 XML 125.1
3 Semantic Web 207.1
4 Digital Libraries 199.5
5 Ontology 197.5
6 Interoperability 172.3
7 Annotation 171.8
8 RDF 167.1
9 web 151.1

10 OAI 149.7
. . . . . . . . .

For the direct neighbor ‘Semantic Web’, the score of ‘RDF’ is lower than the score
of ‘Semantic Web’ in both the PageRank list of ‘Semantic Web’ (cf. Table 2 (left))
and the PageRank list of ‘RDF’ (cf. Table 1 (right)). Hence, ‘RDF’ is defined to be
subsumed by ‘Semantic Web’ (RDF achieves a sufficiently high score in both lists not
to be affected by tail cutting). Since ‘RDF’ is among the top-X = 8 elements of the
PageRank score vector of ‘Semantic Web’, the confidence in this relation is defined as
‘strong’. Analogously, ‘RDF’ is found to be subsumed by ‘Metadata’.

Part II is repeated to find subsumption relations between all pairs of keywords.

Part III: Combining the Relations into a Graph. For the final graph, the set of
keywords N related to ‘RDF’ and the corresponding edges between the keywords in
N have to be found. An excerpt of the resulting graph when starting from ‘RDF’ is
depicted in Fig. 3:

To determine N , the Semantic GrowBag algorithm includes all direct neighbors of
‘RDF’ in N as initial ‘seed’, i.e., the start keyword ‘RDF’ itself (depicted as box with
a black background), and the keywords ‘Semantic Web’, and ‘Metadata’ (grey boxes).



The Semantic GrowBag Algorithm: Automatically Deriving Categorization Systems 9

ontology
(4)

edge
sition
1)

process
(498)

rules
(85)

semantic
web

services
(101)

document
classification

(780)

information
model
(415)

application
server
(568)

semantic
grid

(720)

mereology
(2688)

semantic
web
(1)

representation
(352)

RDF
(3)

web
data

extraction
(790)

DAML-S
(489)

markup
(255)

DAML+OIL
(40)

metadata
(2)

cataloging
(678)

forest
(878)

declarative
(325)

Knowledge
Grid

(1039)

<start tag>

<top−X tag>

<tag name>
(<rank>)

weak relation

strong relation

Fig. 3. Excerpt of the GrowBag graph for ‘RDF’ in the period 2001–2005

This set is grown by recursively collecting all subsumed keywords in N (transparent
boxes). Finally, the immediate ‘parents’ of the direct neighbors are added to the final
set N to put these direct neighbors into their immediate context (which does not add
keywords to the graph in this example). To connect the nodes, all known subsumption
relations involving keywords from N are added.

Two additional pieces of information are also shown in the graph: First, the Semantic
GrowBag algorithm additionally provides a ‘confidence’ for an edge that depends on
the underlying data. Second, all keywords in the graph are also associated with their
rank in the PageRank score vector of the start keyword ‘RDF’, which gives evidence
on how closely related the keyword is to ‘RDF’. As an example, ‘ontology’ (rank 4;
sibling of ‘RDF’) has a closer relation to ‘RDF’ than ‘web data extraction’ (rank 790;
also a sibling of ‘RDF’).

4.2 Graph Development over Time

Whereas facets are usually considered to be static, the Semantic GrowBag algorithm
can also show the development of the categorization over time for our input data. The
previous figure depicted the GrowBag graph using all documents in the main period of
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Fig. 4. GrowBag graph for ‘RDF’ (2002-2003)
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‘RDF’ (2001-2005). In contrast, figures 4 and 5 show the relations restricted to 2002–
2003 and 2003–2004 respectively6.

In 2002/03, for example, ‘Semantic Web’ subsumes ‘DAML’ whereas in 2003/04,
‘Semantic Web’ subsumes ‘OWL’. Very interesting is the relation between ‘Semantic
Web’ and ‘Alloy’ in 2003/04: Alloy is a modelling language from the Formal Methods
community, that has been used to validate Semantic Web ontologies for consistency.
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Fig. 5. GrowBag graph for ‘RDF’ (2003-2004)

4.3 Comparison with the Baseline Approach

In general, the quality of categorization systems is a very subjective issue and can hardly
be evaluated automatically. One objective of the Semantic GrowBag approach is finding
additional relations between keywords based on higher-order co-occurrences. Hence,
we compared the number of relations found by our approach with the relations found
using the baseline approach [12] (cf. Sect. 2, to which we also applied the ‘tail cutting’
to eliminate too shallow relations). Table 3 shows the number of found relations in all
GrowBag graphs and for the baseline approach for three different periods.

Table 3. Identified relations and overlap for 1996-2000, 2001–2005, and 2004–2005

Approach 2001–2005 1996-2000 2004-2005
Relations Overlap Relations Overlap Relations Overlap

GrowBag 2150 (929) n.a. 2494 (988) n.a. 853 (413) n.a.
Baseline 51% 2297 96 (63) 2101 414 (168) 1427 63 (35)
Baseline 55% 2297 80 (50) 2101 394 (152) 1427 59 (31)
Baseline 60% 1793 60 (41) 1859 334 (120) 1245 41 (18)
Baseline 70% 727 29 (18) 605 130 (49) 458 19 (8)
Baseline 80% 324 8 (7) 352 58 (20) 232 3 (2)

Baseline 100% 260 5 270 40 215 1

6 We coupled the data from two years, since the data was too sparse in single years. We omitted
the children of XML for space reasons.
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For the originally proposed 80% threshold in the baseline approach, only about
230 − 350 relations are found (15 − 30% compared to GrowBag), of which 8 − 58
overlap with the relations identified by our approach. Hence, our approach finds ad-
ditional relations using higher-order co-occurrences compared to the original baseline
approach, which assumes that subsuming keywords and the keywords they subsume
are used together pretty often (e.g., > 80%) to annotate one resource. This is true for
automatically extracted keywords from full text, but in general happens less often for
manually assigned keywords.

Furthermore, most of those relations being found by both approaches are actually
‘strong’ relations as found by the Semantic GrowBag scheme (shown in parentheses in
Table 3). This indicates that the distinction between ‘strong’ and ‘weak’ relation is rea-
sonable, though there is a high variance between the different periods. As an alternative
way to increase the identified number of relations in the baseline approach, the thresh-
old could be decreased to 51−60% (cf. Table 3). However, the overlap in the identified
relations between GrowBag and the baseline approach remains still very small.

We also examined the depth of the hierarchies created by GrowBag and the baseline
approach with 60% and found that less than 10% of the nodes have a depth larger
than one (i.e., have ‘grand-children’ nodes) with an average depth of 1.1 as opposed to
22% and an average depth of 1.3 in the GrowBag approach. Hence, the introduction of
higher-order co-occurrences helps in creating deeper hierarchies as expected.

While this section does not allow to judge the quality of the relations found by our
approach, it shows that the same results cannot be achieved with a (simpler) system
based on first-order co-occurrences only.

4.4 The Top-X Threshold

Finding an appropriate top-X is important for high quality graphs. In this context, the
threshold P = 20% for the accumulated sum of the PageRank scores was determined
empirically for our specific data set. We varied this threshold between 10% and 30%,
but already in the 15% case very many keywords have two or less keywords as direct
neighbors, so that too few PageRank lists can be computed. In the 25% case, the maxi-
mum size of the top-X list becomes too high (up to 49 compared to 34 in the 20% case).
This threshold P will be subject of further research and always has to be adapted to the
underlying corpus. This is because it influences the quality of the identified relations
and depends on characteristics of the particular object collection such as the average
number of keywords per object, the average number of co-occurring keywords, etc.

5 Summary and Future Work

In this paper we presented the Semantic GrowBag approach for the automatic creation
of hierarchical categorization systems for usage in topic facets. Exploiting existing au-
thor keyword annotations, we have strong evidence that the automatically derived facets
generally are indeed semantically meaningful. Even at this preliminary stage of apply-
ing the algorithm to real world collections (which are often not yet thoroughly anno-
tated) the existing annotations allow to get sufficiently good facets for result presenta-
tion. Moreover, we have shown that also the evolution of topics over time can be derived
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and may provide an added value for collection browsing. This benefit for result presen-
tation has already been demonstrated in the FacetedDBLP prototype [6] that also can be
accessed online7. It provides a faceted view on the DBLP data using GrowBag graphs
to create topic facets (with respect to a chosen time interval).

As future work, we want to further improve the quality of the topic facets, e.g., using
a more sophisticated detection of the direct neighbors (i.e., the top-X). Furthermore, we
envision a change detection scheme to automatically detect keywords in quickly chang-
ing environments. We have also started to look at different input data sets, such as the
Medline Database, or data sets stemming from collaborative tagging, which in general
require a much stronger pre-processing stage to clean the corpus of keywords/tags.
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Abstract. In this paper we present an approach to question answering over het-
erogeneous knowledge sources that makes use of di�erent ontology management
components within the scenario of a digital library application. We present a prin-
cipled framework for integrating structured metadata and unstructured resource
content in a seamless manner which can then be flexibly queried using struc-
tured queries expressed in natural language. The novelty of the approach lies
in the combination of di�erent semantic technologies providing a clear bene-
fit for the application scenario considered. The resulting system is implemented
as part of the digital library of British Telecommunications (BT). The original
contribution of our paper lies in the architecture we present allowing for the non-
straightforward integration of the di�erent components we consider.

1 Introduction

In the last decade, Digital Libraries [1] have emerged as a standard means for access-
ing published resources maintained electronically by libraries. Many digital libraries
have evolved from traditional libraries and concentrated on making their information
sources available to a wider audience. Today, many companies maintain their own digi-
tal libraries, and research and development for digital libraries now includes processing,
dissemination, storage, search and analysis of all types of digital information. In con-
trast to physical libraries, digital libraries enable concurrent access at any time with-
out physical boundaries. As such, digital libraries can be regarded as indispensable
tools for today’s knowledge workers. Digital libraries have always been an appealing
playground for innovative computer science solutions. To name just a few examples,
cross-referencing functionalities, document digitalization and optic character recogni-
tion (OCR), improved information retrieval techniques and recommender functional-
ities have changed the way we interact with digital libraries far beyond their basic
functionalities. So far, functionalities of digital libraries are typically implemented in
a specific context and are tuned to meeting the requirements of a specific audience.
Currently missing are generic methods for the smooth integration of content stemming

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 14–25, 2007.
c� Springer-Verlag Berlin Heidelberg 2007
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from di�erent sources and for a flexible framework for implementing new function-
alities. Further, fine-grained access to resources (resource retrieval) and facts (fact re-
trieval) in the form of structured queries combining fine-granular metadata and fulltext
content is typically not provided. In this paper we show that with the help of semantic
technologies we can bridge this gap. In particular, ontologies o�er a generic solution
to the problem of integrating various sources. The documents in the knowledge sources
are annotated and classified according to the ontology. Hereby, an ontology is essen-
tially a logical theory conceptualizing relevant aspects of an underlying domain, in our
case the domain of publications. Our ontology model consists of concepts organized
hierarchically in terms of subsumption as well as of (binary) relations together with
appropriate domain�range restrictions. The ontological metadata can then be exploited
for advanced knowledge access, including navigation, browsing, and semantic search.
Advanced semantics-based mining technology can extract fine-grained metadata from
articles contained in the digital library. Finally, current reasoning techniques allow to
answer structured queries to access full-text content as well as fine-grained metadata
from articles from di�erent sources in a uniform way.

In this paper, we present a principled framework for integrating digital library knowl-
edge sources as well as facts extracted from the content under consideration by means
of an ontology-based digital library system that can be used for several adaptions of the
standard digital library scenario. As an example, we then present a system that allows
the posing of structured natural language queries against the digital library with a well-
defined semantics provided by the underlying ontology. The resulting system has been
implemented as part of a case study with the Digital Library of British Telecommuni-
cations plc (BT) within the EU IST integrated project Semantic Knowledge Technolo-
gies (SEKT)). It combines a variety of tools for natural language question interpreta-
tion, information extraction, query answering and reasoning which are glued together
by ontology-based knowledge representation formalisms and a corresponding ontology
and metadata management system.

This paper is organized as follows: In section 2 we introduce a scenario which will
serve as a running example throughout this paper. From this scenario, we derive a
number of requirements for an ontology-based digital library system. In section 3, we
present the architecture and the components of our system. In section 4 we refer back
to the earlier requirements and describe how they are addressed and handled in our im-
plementation. Section 5 discusses related work while Section 6 summarizes the main
contribution of the paper.

2 The Scenario

In this section, we present a short scenario which will be used as a running example
throughout this paper:

Scenario (BT Digital Library). Bob works as technology analyst for British Telecom.
His daily work includes research on new technological trends, market developments
as well as the analysis of competitors. Bob’s company maintains a digital library that
gives access to a repository of internal surveys and analysis documents. The company
also has a license with an academic research database which is accessed via a separate
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interface. Depending on his work context, Bob uses the topic hierarchies, the full-text
search functionalities or metadata search facilities provided by the two libraries to
get access to the relevant data. However, Bob is often annoyed by the di�ering topic
hierarchies and metadata schemes used by the two libraries as well as by a cumbersome
syntax for metadata queries. Questions which Bob might be interested in could include:

1. What articles were published by William Arms in ”Communications of the ACM”?
2. Who wrote the book ”Digital Libraries”?
3. What article deals with Grid Computing?
4. What are the topics of ”The future of web services”?
5. Which conference papers were classified as ”emerging technology trends 2007”?
6. Which articles are about “Intellectual Capital”?

The user Bob in this scenario can be seen as a typical example of a knowledge worker
who is using digital libraries for everyday research tasks. The scenario also points to a
number of deficiencies of many of the current interfaces to digital libraries. From the
initial scenario and the above questions, we derive the following requirements:

Support for Structured Queries Against Metadata and Documents: With current inter-
faces to Digital Libraries, users either pose keyword-based queries on document full-
texts or abstracts or they use metadata search facilities to perform document retrieval.
However, question 1 requires as answers articles which fulfill the condition of having
been published by William Arms in a certain journal, i.e. Communications of the ACM,
and thus a structured query against the metadata of the articles. Question 2 requires the
author of a certain publication, i.e. the book with title ”Digital Libraries”. This shows
that in general we are interested in receiving as answers facts from the knowledge base
rather than only relevant documents. We thus require the capability to pose structured
queries to the underlying digital library which can be evaluated against the articles’
metadata as contained in the knowledge base. For metadata queries, current interfaces
either o�er preselected attribute fields (which are interpreted as conjunctive queries over
a attribute-specific fulltext search) or they require some kind of formal query language.

Integration of Heterogeneous Knowledge Sources: In general, answering questions as
the above might however require uniform access to di�erent sources or repositories.
However, a common limitation is that di�erent providers of digital libraries use di�er-
ent taxonomies and di�erent metadata schemes to describe the stored content, which
requires a user to switch between di�erent representations depending on the back-
end system searched. A particular challenge is the integration of structured knowledge
sources (e.g. document metadata) and unstructured sources (e.g. document fulltexts).
We would like to access heterogenous knowledge sources via a single, unified interface
that integrates di�erent metadata schemes as well as di�erent topic hierarchies.

Automatic content extraction and classification: Questions 3 and 4 might require fine-
grained access to the topics of articles. Hereby, with topics we mean items of some
classification scheme to which documents are related. Though in many cases articles
are classified, we can not expect that all relevant categories are actually explicitly stated.
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Thus, some support for automatically capturing the content of new documents added to
the library seems necessary. The content of the Digital Library is not static, but changes
over time: New documents come in, but also documents may be removed from the
document base. We here require means to automatically extract relevant knowledge and
to classify the new content.

Natural Language Interface: Finally, in order to provide intuitive access and not to
impose the burden on the user of learning a formal query language, we would like to
allow the user to use an intuitive query language, ideally arbitrary natural language
queries. In our running scenario, Bob should thus be able to ask the questions directly
in the way they are stated in the scenario above.

All of the above requirements can, of course, be tackled by ad-hoc modifications of
the interfaces. The approach we take is, however, generic and can be flexibly extended.
We have implemented an approach that enables the user to perform structured natural
language queries against the information contained in the Digital Library. The semantics
of the information and the user queries is defined by an underlying ontology. As a result,
users are able to ask queries such as ”What article deals with Grid Computing?”, i.e. a
query that allows for relating di�erent knowledge sources and that does not only allow
to return documents, but structured answers to the query.

3 Architecture and Components

In this section we discuss the overall architecture of the proposed digital library system.
The architecture – as shown in Figure 1 – consists of the following main components:

– The Knowledge Portal is the user interface to the digital library. The user interacts
with the portal by asking queries in natural language. The underlying transforma-
tion and query answering processes are completely transparent to the user. Figure

– The Query Translation component translates the natural language queries into
structured logical queries against the ontology. This translation relies on a deep
parsing of the questions using a lexicon that describes the possible lexical realiza-
tions of the elements in the ontology. The resulting logical queries are expressed in
SPARQL [2], a query language standardized by the W3C for the Semantic Web.

– The Query Answering component manages the integrated ontologies and performs
the answering of SPARQL queries against the knowledge sources. Extensions can
be integrated that enable additional search functionalities at query time, e.g. for
online-text classification of content. The query results are tuples of variable bind-
ings that satisfy the query.

– The Knowledge Base of the digital library consists of a number of heterogeneous
knowledge sources, partially structured in the form of metadata and topic hierar-
chies, but largely unstructured in the form of fulltext documents. All these data
sources are integrated using an ontology. The Ontology Learning component is
used to automatically extract structured ontologies from the unstructured text doc-
uments in the library. This allows the integration of the text documents with the
other data sources such that they can be queried in a uniform way.
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Fig. 1. Conceptual Architecture of the Application

In the following, we will discuss the individual components in more detail. While
the architecture is generic in principle, we illustrate it using the components used for
the implementation of the BT Digital Library.

3.1 Knowledge Base and Ontology

As shown in the bottom of Figure 1, the knowledge base of the digital library com-
prises a number of di�erent knowledge sources. In the BT Digital Library, it con-
sists of databases with bibliographic metadata, topic hierarchies, such as INSPEC1, but
also unstructured sources such as full text documents with di�erent formats. All these
heterogeneous knowledge sources are integrated using a common ontology, which is
based on a designed general ontology, which we call PROTON (PROTo ONtology)2.
Within PROTON, we adapt a layered approach: The classes in this ontology are a mix-
ture of very general classes, e.g. ������, ����, 	�
��, 	����������, and classes
which are more specific to the world of business, e.g. ��
���, ��������
���,

1 ��������������������������������
������
2 ��������������������
�������

http://www.iee.org/publish/inspec/about/
http://proton.semanticweb.org
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�������
���. Finally, the ontology contains domain specific aspects, including
classes relating to the specifics of the library, e.g. to the particular information sources
available. Within PROTON there is a class 	�
�� such that each individual topic is an
instance of this class. However, frequently a topic will be a subtopic of another topic,
e.g. in the sense that a document ’about’ the former should also be regarded as being
about the latter. The hierarchy of topics is modeled using a special relation �ubTopic.
This relationship is defined to be transitive, in the sense that if A is a subtopic of B and
B is a subtopic of C, then A is also a subtopic of C.

The structured information sources are integrated using a mapping of the underlying
structures to the ontology. As a simple example, a database table describing persons
would be mapped to the class ������ in the ontology along with its properties, such as
name aÆliation, etc. The mapping formalism [3] also supports more complex mappings
that establish correspondences between conjunctive queries over the sources and the
ontology. For the unstructured sources – such as fulltext documents – the mapping
is not as direct. Instead, we obtain structured ontologies from the unstructured sources
with the help of the ontology learning tool Text2Onto [4], as explained in the following.

3.2 Ontology Learning

Ontology Learning aims at learning and extending ontologies on the basis of textual
data. In our system, ontology learning is used to dynamically extract new topics, con-
cepts and relations in the underlying document collection. For this purpose, we ex-
ploit Text2Onto, a framework for ontology learning and data-driven ontology evolution
[4]. It relies on a combination of natural language processing and machine learning
techniques for extracting ontologies from unstructured textual resources. In particular,
it implements algorithms for learning the following ontological primitives: concepts
and instances as well as subconcept, subtopic, instance-of and arbitrary binary rela-
tions between concepts. The algorithms implemented in Text2Onto build on a variety
of techniques from information retrieval (e.g. statistical measures such as tf.idf for term
extraction), natural language processing (e.g. lexico-syntactic patterns for extracting
subconcept and instance-of relations) as well as machine learning (e.g. clustering for
learning concepts hierarchies, association rules for extracting binary relations), etc.

To illustrate the ontology learning process consider the following excerpt from a dig-
ital library document about collaborative development environments: To support remote
authoring of Web pages and file contents, as well as remote source code access, GForge
uses several network protocols, including SSH, SFTP, CVS pserver, and FTP. Given
a lexico-syntactic pattern matching a sequence of noun phrases such as NPconcept, in-
cluding NP1

instance . . . NPn
instance Text2Onto would conclude from this sentence that SSH,

SFTP, CVS pserver and FTP are instances of network protocol. If the user later asks
for documents about network protocols, the learned concept instantiation will enable
a reasoner to infer that a document dealing with SSH might be relevant for the user –
even if the term network protocol is not explicitly mentioned in the text.

We apply the algorithms to extract the above mentioned primitives from each of the
relevant information spaces in the digital library, and merge the resulting ontologies.
Most importantly, Text2Onto keeps a document pointer to the document where a certain
ontological primitive was extracted from. This allows fine-grained queries to be posed
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to the document collections by asking for the topics, concepts, instances, as well as
di�erent types of taxonomic and non-taxonomic relations occurring in a document. By
the integration of Text2Onto we could for example answer questions like: What network
protocols are talked about in the article ”The Future of Web Services”? or What articles
are about ”Intellectual Capital”?.

3.3 Query Answering

The integrated ontology is managed by the KAON2 ontology management system3,
which acts as the query answering component. As mentioned before, the queries are
logical conjunctive queries against the ontology. Query answering amounts to a rea-
soning process over the knowledge sources according to the semantics of the under-
lying ontology language OWL. To represent the conjunctive queries, we here rely on
SPARQL as the query language, an ontology query language standardized by the W3C
[2]. The query answering is not a mere retrieval of explicitly stated facts (as in a con-
ventional database), but involves a deduction of answers over the knowledge base [5].
As an example, consider the following SPARQL query which asks for articles that are
associated with the topic “Intellectual Capital”?:

������ �� �	�
� �

�� ������� ������������������������� ���!�"##$�#%�������&'(����)�* �

�� ������������������������� ���!�"##$�#%��������'����& +���* �� �

�� ����)� �) �, �

�����-�,./0���))���&�) ������)/1

For the answering of queries, we follow a virtual integration approach that does
not require a full integration of all knowledge sources: The actual data still resides
in the individual knowledge sources, and the mapping between the ontology and the
knowledge sources is only used at runtime to retrieve the facts that are actually relevant
for answering a query. In a query, predicates can be used that require access to di�erent
knowledge sources. The evaluation of these predicates is automatically pushed down to
the respective knowledge sources, e.g. as a relational query in the case of a relational
database, or to a fulltext index in the case of the fulltext match predicate ���� over the
topic hierarchy contained in the above query. In Section 3.5, we discuss the evaluation
of a special predicate for the classification of text documents. At last the result set is
processed and sent back to be displayed by the BT knowledge portal.

3.4 Query Translation from Natural Language

ORAKEL [6] is a natural language interface which translates natural language queries
to structured queries formulated with respect to a given ontology. This translation re-
lies essentially on a compositional semantic interpretation of the question guided by
two lexica: a domain-specific and a domain-independent lexicon. As the name sug-
gests, the domain-independent lexicon is a priori encoded into the system and captures
the domain-independent meaning of prepositions, determiners, question pronouns etc.,
which typically remain constant across domains. The domain-specific lexicon needs to

3 ������������������
�������

http://kaon2.semanticweb.org
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Fig. 2. Overview of the ORAKEL system

be created by a lexicon engineer who is assumed to create the lexicon in various cycles.
In fact, ORAKEL builds on an iterative lexicon development cycle in which the lexicon
is constantly updated by the lexicon engineer on the basis of the questions the system
failed to answer so far. The end users then are able to directly interact with the BT digi-
tal library portal by accessing the library data via natural language questions, which are
translated into SPARQL queries by the ORAKEL system. The underlying mechanism
however is hidden from the users - the only thing users need to do is to input the query
just as their normal questions and then get the result from the portal. The obvious ad-
vantage of using such a natural language interface is that users do not have to learn nor
struggle with a formal query language, while they can still benefit from the possibility
to pose structured queries.

Further, ORAKEL was also modified to process quoted text by matching it against
a text index of the metadata in the database using a special purpose predicate match.
The question ”What articles are about “Intellectual Capital”?” is translated into the
SPARQL query presented above.

Figure 2 gives an overview of the ORAKEL system, which has been designed in a
flexible manner allowing the system’s target query language to be easily replaced. As
the architecture described here relies on the KAON2 system as inference engine and
knowledge repository, ORAKEL was adapted to generate SPARQL queries. Further,
a lexicon was generated for the Proton ontology, which specifies the possible lexical
representations of the ontology elements in the user queries.

3.5 Text Classification

Often query answering requires the evaluation of predicates whose extensions need to
be determined using special purpose algorithms at query time. This is for example the
case if the text documents need to be classified against parameters that are provided at
query time by the user. Automated text classification [7] is a standard tool for adaptive
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categorization of textual data. In essence, given a collection of positive and negative
examples, machine learning techniques are used to discover patterns in the text that will
help in the categorization of unseen documents in the future. For topics for which no
explicit library classification exists, e.g. personalized interests or emerging topics, one
can train and use such a classification module. Of course, the classification accuracy
for text mining tasks will depend on many factors such as representation, training al-
gorithm, number of training documents and parameter setting. We have used a simple
approach that has been shown to perform well in practice, namely the bag-of-words rep-
resentation together with Support Vector Machine (SVM) classification. While training
is performed o�ine, the resulting models can be simply integrated into the system by
means of the Built-In mechanism. As a result, the special-purpose predicate “classified-
as” is contained in the ontology but its extension is evaluated at query time against the
document fulltext and the stored model(s)4.

4 Scenario Revisited

The architecture described in the previous section has been implemented and deployed
at BT. In contrast to the previously existing system, the resulting question answering
prototype does not only allow for asking questions about existing metadata in the BT
library, but also about topics found by Text2Onto as well as to invoke the automatic text
classification system at runtime. The net result is that a variety of queries about authors,
topics, about documents etc. could be answered successfully against the BT ontology
and database. The questions introduced in section 2 are examples of supported natural
language queries.

We will revisit two of these questions. Consider the question What articles were
published by ”William Arms” in ”Communications of the ACM”?. The corresponding
SPARQL query would look as follows:
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As another example, consider the question “Which conference papers are classified
as ”emerging technology trends 2007?”. By means of ORAKEL and a small set of
rules, the question would result in the following SPARQL query, which would use the
SVM classification on document abstracts of documents of type article and the (previ-
ously trained) SVM model “emerging technology trends 2007”:

������ �� �	�
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4 The underlying module for text classification and corresponding training is part of the TextGar-
den library. See �������������������������� for further information.

http://www.textmining.net/
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Table 1. Results for the di�erent iterations

Iteration Recall (avg.) Precision (avg.)
1 42% 52%
2 49% 71%
3 61% 73%

Furthermore, an evaluation of the system was carried out with BT and other users.
A primary goal was to evaluate the performance of the natural language question an-
swering over several iterations of the ontology lexicon. The lexicon was constructed in
three iterations: one initial iteration of 6 hours and 2 follow-up iterations of each 30
minutes in which the questions not answered by the system were examined. The end
users received written instructions describing the conceptual range of the knowledge
base, asking them to ask at least 10 questions to the system. In each of three iterations,
4 end users asked questions to the system and a graduate student updated the lexicon
on the basis of the failed questions after the first and second round for about 30 min.,
respectively. The end users were also asked to indicate whether the answer was correct
or not, which allowed for the evaluation of the system’s performance in terms of pre-
cision and recall. The results of the evaluation are presented in Table 1, which clearly
shows that the second iteration performed much better than the first one, both in terms
of precision and recall. In the third iteration, there was a further gain in recall with re-
spect to the second iteration. Concluding, we can on the one hand indeed say that the
precision of the system is fairly high. On the other hand, the lower recall is definitely
compensated by a fallback strategy. In case the semantic understanding and answering
of the query fails, our system resorts to standard information retrieval techniques to
provide a number of relevant documents to the user’s query. This move thus makes the
implemented system very robust. Overall, the application of our prototype showed that
we could indeed improve the access to BT’s digital library by (i) integrating of data
and sources using an inference engine (ii) precise question answering, (iii) exploita-
tion of new topics detected by Text2Onto, as well as (iv) on-the-fly text classification
functionality.

5 Related Work

While traditional digital library systems such as e.g. DSpace 5 or e Prints6 have mostly
focused on providing a generic infrastructure for storing digital content and metadata,
the relation to Semantic Web technologies has been mostly restricted to metadata im-
port�export functionalities. The actual combination of semantic technologies and Digi-
tal Libraries has only received increased attention in recent years. In the following, we
discuss some related projects that apply Semantic Web technologies for digital libraries.

An initiative that is in many aspects similar to our work, is the JeromeDL project7

[8], which employs Semantic Web technologies mainly for user management and

5 ����������
������
6 �����������������������
7 ������������������������

http://dspace.org/
http://www.eprints.org/
http://www.jeromedl.org/
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personalized search within a digital library. In JeromeDL, full text content, biblio-
graphic entries etc. are described with respect to the Jerome ontology. JeromeDL is
distinguished by the extensive conceptualization and advanced search and personaliza-
tion algorithms. However, in contrast to our approach, JeromeDL lacks any kind of
knowledge extraction or natural language query functionalities. The SIMILE Project8

([9]), aims at enhancing interoperability among digital assets, vocabularies, metadata
and services. SIMILE tackles the challenge that collections can be distributed but should
be queried in a uniform way. Semantic Web technologies, in particular the Resource De-
scription Framework (RDF) [10] are used to tackle the challenge that collections can
be highly distributed but need to be queried in a uniform way. While SMILE shares
the interoperability-related aspects with our work, it does not go beyond this. Recently,
some initiatives have emerged with the aim of moving from a content-centered organi-
zation of digital libraries towards more service-oriented architectures. The main idea of
projects such as FEDORA project9 ([11]) is to support the whole digital content value
chain from data creation, sharing, search and dynamic provision of appropriate services.

6 Conclusions

We have presented an approach that combines a number of semantic technologies, in-
cluding ontology management, ontology learning and reasoning, keyword-type search
and text classification in order to allow the flexible and versatile answering of natural
language questions on top of a digital library. The users are able to perform structured
natural language queries against a variety of knowledge sources in an integrated manner
with a well-defined semantics provided by the underlying ontology. The novelty of our
system lies in the combination of di�erent tools for natural language question interpre-
tation, ontology learning, query answering as well as reasoning. Our experience showed
that with reasonable e�ort it is possible to apply semantic technologies to enhance a se-
mantic library so that: (i) natural language questions can be answered precisely relying
on standard (logical) querying techniques, (ii) topics can be automatically spotted over
time and integrated into the system, and (iii) text documents can be classified on-the-fly
given a user query. Though the integration of semantic technologies which have been
developed recently at our institute (ORAKEL, Text2Onto, Text classification modules,
KAON2) was far from straightforward mainly due to technical and infrastructure prob-
lems, the case study proved that semantic technologies are indeed mature enough to be
integrated with reasonable e�ort and deliver a clear added value. In this sense we can
only encourage other people to venture out and experiment with semantic technologies
in order to foster the exchange of experiences between the Semantic Web and Digital
Library communities.
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026978 X-Media.

8 ����������������������
9 ����������������������
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Abstract. The paper represents a first attempt to formalize the get-
specific document classification algorithm and to fully automate it
through reasoning in a propositional concept language without requiring
user involvement or a training dataset. We follow a knowledge-centric
approach and convert a natural language hierarchical classification into
a formal classification, where the labels are defined in the concept lan-
guage. This allows us to encode the get-specific algorithm as a problem
in the concept language. The reported experimental results provide evi-
dence of practical applicability of the proposed approach.

1 Introduction

Classification hierarchies have always been a natural and effective way for hu-
mans to organize their knowledge about the world. These hierarchies are rooted
trees where each node defines a topic category. Child nodes’ categories define
aspects or facets of the parent node’s category, thus creating a multifaceted de-
scription of the objects which can be classified in these categories. Classification
hierarchies are used pervasively: in conventional libraries (e.g., the Dewey Dec-
imal Classification system (DDC) [8]), in web directories (e.g., DMoz [2]), in
e-commerce standardized catalogues (e.g., UNSPSC [3]), and so on.

Standard classification methodologies amount to manually organizing objects
into classification categories following a predefined system of rules. The rules
may differ widely in different approaches, but there is one classification pattern
which is commonly followed. The pattern is called the get-specific principle, and
it requires that an object is classified in a category (or in a set of categories),
which most specifically describes the object. Following this principle is not easy
and is constrained by a number of limitations, discussed below:

– the meaning of a given category is implicitly codified in a natural language
label, which may be ambiguous and may therefore be interpreted differently
by different classifiers;

– a link, connecting two nodes, may also be ambiguous in the sense that it
may specify the meaning of the child node, of the parent node, or of both;

– as a consequence of the previous two items, the classification task also be-
comes ambiguous in the sense that different classifiers may classify the same
objects differently, based on their subjective opinion.

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 26–37, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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In the present paper we propose an approach to converting classifications
into formal classifications, whose labels are encoded in a propositional concept
language. Apart from this, we present a classification model and show how the
get-specific algorithm can be described in this model. We then show how the
model and the algorithm can be encoded in the concept language, which al-
lows us to fully automate document population in formal classifications through
propositional reasoning. Note that by doing this, we eliminate the three ambi-
guities discussed above. In order to evaluate our approach, we have re-classified
documents from several branches of the DMoz directory without any human in-
volvement or an a priori created training dataset. The results show the viability
of the proposed approach, which makes it a realistic alternative to the standard
classification approaches used in Information Science.

The remainder of the paper is organized as follows. In Section 2 we introduce
the classification model, we show how the get-specific algorithm can be described
in this model, and we identify the main problems peculiar to the algorithm. In
Section 3 we show how classifications can be translated into formal classifications,
how the get-specific algorithm can be encoded in the concept language, and how
its peculiar problems can be dealt with in the concept language. In Section 4 we
present and discuss evaluation results of our approach. In Section 5 we discuss
the related work and, in particular, we compare our approach to that used in
Information Science. Section 6 summarizes the results and concludes the paper.

2 The Get-Specific Classification Algorithm

Classifications are hierarchical structures used for positioning objects in such
a way, that a person, who navigates the classifications, will be facilitated in
finding objects related to a given topic. To attain such organization of objects,
in standard classification approaches, objects are manually classified by human
classifiers which follow a predefined system of rules. The actual system of rules
may differ widely in different classification approaches, but there are some generic
principles which are commonly followed. These principles make the ground of
the get-specific algorithm, described in the rest of this section.

2.1 Classifications and a Classification Model

To avoid ambiguity of interpretation, in Definition 1 we formally define the
notion of classification; and in Figure 1 we give an example of a classification,
extracted from the DMoz web directory and adjusted for sake of presentation.

Definition 1. A classification is a rooted tree C = 〈N, E, L〉 where N is a set
of nodes, E is a set of edges on N , and L is a set of labels expressed in a natural
language, such that for any node ni ∈ N , there is one and only one label li ∈ L.

We see the process of classification as a decision making procedure in which
the classification tree is divided into a set of minimal decision making blocks.
Each block consists of a node (called the root node of the block) and its child
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Fig. 1. A part of the DMoz web directory

nodes (see Figure 2). While classifying an object, the classifier considers these
blocks in a top-down fashion, starting from the block at the classification root
node and then continuing to blocks rooted at those child nodes, which were
selected for further consideration. These nodes are selected following decisions
which are made at each block along two dimensions: vertical and horizontal. In
the vertical dimension, the classifier decides which of the child nodes are selected
as candidates for further consideration. In the horizontal dimension, the classifier
decides which of the candidates are actually selected for further consideration.
If none of the child nodes are appropriate or if there are no child nodes, then
the root node of the block becomes a classification alternative for the given
object. The process reiterates and continues recursively until no more nodes are
left for further consideration. At this point, all the classification alternatives are
computed. The classifier then decides which of them are most appropriate for
the classification of the object and makes the final classification choice.

... ...
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Fig. 2. The decision making block

2.2 Modelling the Get-Specific Classification Algorithm

In this subsection we discuss the general principles lying behind the get-specific
algorithm and we show how these principles can be implemented within the
model introduced in the previous subsection. Particularly, we discuss how vertical
and horizontal choices, as well as the final classification choice are made.

– Vertical choice. Classification hierarchies are organized such that upper
level categories represent more general concepts, whereas lower level cate-
gories represent more specific concepts. When the classifier searches for an
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appropriate category for the classification of an object, she looks for the ones
which most specifically describe the object and, therefore, when making a
vertical choice, she selects a child node as a candidate if it describes the
object more specifically than the parent does. For example, if a document
about ancient Greek coins is classified in the classification from Figure 1,
then node n6 is more appropriate for the classification than node n5. When
this principle is applied recursively, it leads to the selection of the category
which lies as deep in the classification hierarchy as possible. The principle de-
scribed above is commonly called the get-specific principle. Let us consider,
for instance, how Yahoo! describes it:

“When you suggest your site, get as specific as possible. Dig deep
into the directory, looking for the appropriate sub-category.” [4]

– Horizontal choice. Child nodes may describe different aspects or facets of
the parent node and, therefore, more than one child node may be selected
in the vertical choice if a multifaceted document is being classified. As a
consequence of this, the classifier needs to decide which of the several sib-
ling nodes are appropriate for further consideration. When one sibling node
represents a more specific concept than another, then the former is usually
preferred over the latter. For example, node n10 is more appropriate for the
classification of ancient Greek coins than node n12. As a rule of thumb, the
horizontal choice is made in favor of as few nodes as possible and, prefer-
ably, in favor of one node only. We call the principle described above, the
get-minimal principle. Consider, for instance, how DMoz describes it.

“Most sites will fit perfectly into one category. ODP categories
are specialized enough so that in most cases you should not list a site
more than once.” [1]

– Tradeoff between vertical and horizontal choices. The two principles
described above cannot always be fulfilled at the same time. Namely, if the
vertical choice results in too many candidates, then it becomes hard to fulfill
the principle of minimality in the horizontal choice. In order to address this
problem, a tradeoff needs to be introduced between the two requirements,
which usually means trading specificity in favor of minimality. The following
is an example of a tradeoff rule used in DMoz:

“If a site offers many different things, it should be listed in a
more general category as opposed to listing it in many specialized
subcategories.” [1]

– The final classification choice. When all classification alternatives are
determined, the classifier confronts all of them in order to make her final
classification choice. Note that now the choice is made not at the level of a
minimal decision making block, but at the level of the whole classification.
However, the classifier uses the same selection criteria as those used in the
horizontal choice. For example, nodes n6 and n13 are more appropriate for
the classification of documents about ancient Greek coins than node n11.
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2.3 Problems of the Get-Specific Classification Algorithm

As discussed in [10], there are several problems which are common to document
classification algorithms. The problems are caused by the potentially large size
of classifications, by ambiguity in natural language labels and in document de-
scriptions, by different interpretations of the meaning of parent-child links, and
so on. All these problems lead to nonuniform, duplicate, and error-prone classi-
fication. In addition to the problems discussed in [10], the get-specific algorithm
has two peculiar problems, related to the two decision dimensions. We discuss
these problems below on the example of a document titled “Gold Staters in the
Numismatic Marketplace”, being classified in the classification from Figure 1.

– Vertical choice: the “I don’t know” problem. The classifier may make
a mistake because she does not (fully) understand the meaning of a child
node or the relation of the document to that node, whereas the node is a valid
candidate. For example, the classifier may not know that “Gold Stater” is a
coin of ancient Greece and, therefore, will erroneously classify the document
into node n5, whereas a more appropriate node is n6.

– Horizontal choice: the “Polarity change” problem. The classifier may
make a mistake when one of the sibling candidate nodes is more appropriate
for further consideration than another, but a descendent of the latter is more
appropriate for the classification than a descendant of the former node. For
instance, the label of node n10 more specifically describes the document than
the label of node n12. Therefore, the classifier will choose node n10 only as a
candidate and will finally classify the document in node n11, whereas a more
appropriate node for the classification is node n13, a descendent of n12.

3 Formalizing the Get-Specific Classification Algorithm

In this section we formalize the get-specific classification algorithm by encod-
ing it as a problem expressed in propositional Description Logic language [5],
referred to as LC . First, we discuss how natural language node labels and doc-
ument descriptions are converted into formulas in LC . Second, we discuss how
we reduce the problems of vertical, horizontal, and final classification choices
to fully automated propositional reasoning. Finally, we show how the problems
discussed in Section 2.3 can be dealt with in a formal way.

3.1 From Natural Language to Formal Language

Classification labels are expressed in a natural language, which is ambiguous
and, therefore, is very hard to reason about. In order to address this problem, we
encode classification labels into formulas in LC following the approach proposed
in [10]. This allows us to convert the classification into a new structure, which
we call Formal Classification (FC):
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Definition 2. A Formal Classification is a rooted tree FC = 〈N, E, LF 〉 where
N is a set of nodes, E is a set of edges on N , and LF is a set of labels expressed
in LC, such that for any node ni ∈ N , there is one and only one label lFi ∈ LF .

Note that even if LC is propositional in nature, it has a set-theoretic semantics.
As proposed in [10], the interpretation of a concept is the set of documents,
which are about this concept. For instance, the interpretation of concept Capital
(defined as “a seat of government”) is the set of documents about capitals, and
not the set of capitals which exist in the world.

Below we briefly describe how we convert natural language labels into formulas
in LC . Interested readers are referred to [10] for a complete account. Figure 3
shows the result of conversion of the classification from Figure 1 into a FC.

1. Build atomic concepts. Senses of nouns and adjectives become atomic
concepts, whose interpretation is the set of documents about the entities
or individual objects, denoted by the nouns, or which possess the qualities,
denoted by the adjectives. We enumerate word senses using WordNet [17],
and we refer to them as follows: pos-lemma#i, where pos is the part of
speech, lemma is the word lemma, and i is the sense number in WordNet.

2. Disambiguate word senses. Irrelevant word senses are identified and cor-
responding to them atomic concepts are discarded. As proposed in [15], if
there exists a relation (e.g., synonymy, hypernymy, or holonymy) in Word-
Net between any two senses of two words in a label (or in different labels
on a path to the root), then corresponding to them concepts are retained
and other concepts are discarded. If no relation is found, then we check if a
relation exists between two WordNet senses by comparing their glosses [13].

3. Build complex concepts. Complex concepts are built as follows: first,
words’ formulas are built as the logical disjunction (�) of atomic concepts
corresponding to their senses (remaining after step 2). Second, syntactic
relations between words are translated into logical connectives of LC . For
example, a set of adjectives followed by a noun group is translated into
the logical conjunction (	) of the formulas corresponding to the adjectives
and to the nouns; prepositions like “of” and “in” are translated into the
conjunction; coordinating conjunctions “and” and “or” are translated into
the logical disjunction (�); words and phrases denoting exclusions, such as
“except” and “but not”, are translated into the logical negation (¬).

Before a document can be automatically classified, it has to be assigned an
expression in LC , which we call the document concept, written Cd. The assign-
ment of a concept to a document is done in two steps: first, a set of n keyphrases
is retrieved from the document using text mining techniques (see, for example,
[22]); the keyphrases are converted to formulas in LC , and the document concept
is then computed as the conjunction of the formulas.

3.2 The Algorithm

In the following we describe how we make vertical and horizontal choices, com-
pute the tradeoff, and make the final classification choice in FCs.
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– Vertical choice. A child node ni is a candidate, given that a document
with concept Cd is being classified, if the label of the node, lFi , subsumes
Cd, i.e., if the following holds: Cd 
 lFi . In formulas, if Nc is the set of child
nodes in the block, then we compute the vertical choice V (Cd) as:

V (Cd) = {ni ∈ Nc|Cd 
 lFi } (1)

If the vertical choice results in no candidates, then root node nr of the current
block is added to the set of classification alternatives A(Cd):

if |V (Cd)| = 0 then A(Cd) ← A(Cd) ∪ {nr} (2)

In Figure 4a we show an example of a situation when two child nodes n2

and n4 are selected for further consideration, and in Figure 4b we show an
example of a situation when no child node can be selected.
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Fig. 4. Vertical choice (“?” means no relation is found)

– Horizontal choice. Given the set of candidates V (Cd), we exclude those
nodes from the set, whose label is more general than the label of another
node in the set. In formulas, we compute the horizontal choice H(Cd) as:

H(Cd) = {ni ∈ V (Cd)|�nj ∈ V (Cd), s.t. j �= i, lFj 
 lFi , and lFj � lFi } (3)

We introduce the last condition (i.e., lFj � lFi ) to avoid mutual exclusion
of nodes, whose labels in the FC are equivalent concepts. For instance, two
syntactically different labels “seacoast” and “seashore” are translated into
two equivalent concepts. When such situation arises, all the nodes, whose
labels are equivalent, are retained in H(Cd).
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– The tradeoff. Whenever the size of H(Cd) exceeds some threshold k, the
nodes of H(Cd) are discarded as candidates and root node nr of the block
is added to the set of classification alternatives A(Cd). In formulas:

if |H(Cd)| > k then H(Cd) ← ∅ and A(Cd) ← A(Cd) ∪ {nr} (4)

– The final classification choice. When no more nodes are left for further
consideration, set A(Cd) includes all the classification alternatives. We com-
pare them to make the final classification choice, but, differently from vertical
and horizontal choices, we compare the meanings of nodes given their path
to the root, and not their labels. We encode the meaning of node ni into a
concept in LC , called concept of node [11], written Ci, and computed as:

Ci =
{

lFi if ni is the root of the FC
lFi 	 Cj if ni is not the root, where nj is the parent of ni

(5)

Similar to how the horizontal choice is made, we exclude those nodes from
A(Cd), whose concept is more general than the concept of another node in
the set. In formulas, we compute the final classification choice C(A) as:

C(A) = {ni ∈ A(Cd)|�nj ∈ A(Cd), s.t. j �= i, Cj 
 Ci, and Cj � Ci} (6)

The last condition (i.e., Cj � Ci) is introduced to avoid mutual exclusion of
nodes with the same meaning in the classification hierarchy. For instance, two
paths top/computers/games/soccer and top/sport/soccer/computer games
lead to two semantically equivalent concepts. When such situation arises,
all the nodes with the same meaning are retained in C(A).

Computing Equations 1, 3, and 6 requires verifying whether the subsumption
relation holds between two formulas in LC . As shown in [10], a problem expressed
in LC can be rewritten as an equivalent problem expressed in propositional logic.
Namely, if we need to check whether a certain relation rel (which can be 
, ,
≡, or ⊥) holds between two concepts A and B, given some knowledge base KB
(which represents our a priori knowledge), we construct a propositional formula
according to the pattern shown in Equation 7 and check it for validity:

KB → rel(A, B) (7)

3.3 Dealing with Problems

Encoding a classification algorithm into a problem in LC allows it to avoid many
problems, which are common to classification algorithms [10]. Particularly, since
the problem is encoded in a formal language, there is no ambiguity in interpre-
tation of classification labels, of edges, and document contents. Apart from this,
since computation is performed by a machine, the problem of classification size
becomes largely irrelevant. Finally, since the formal algorithm is deterministic,
the classification is always performed in a uniform way.

In Section 2.3 we discussed two problems, peculiar to the get-specific algo-
rithm. Below we discuss what they mean in LC and how they can be dealt with.
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– Vertical choice: The “I don’t know” problem. This problem arises
when the specificity relation in Equation 1 cannot be computed while a hu-
man observes that it exists. The problem is caused by lack of background
knowledge and it can be dealt with by adding missing axioms to the under-
lying knowledge base [12]. For instance, if we add a missing axiom which
states that concept Stater (defined as “any of the various silver or gold
coins of ancient Greece”) is more specific than concept Greek (defined as
“of or relating to or characteristic of Greece . . . ”), then the algorithm will
correctly classify document “Gold Staters in the Numismatic Marketplace”
into node n6 in the classification shown in Figure 1.

– Horizontal choice: The “Polarity change” problem. The problem
arises when the label of node ni is more specific than the label of its sibling
node nj (i.e., lFi 
 lFj ), but the concept of a ni’s descendant node nk is more
general than the concept of a nj ’s descendant node nm (i.e., Ck  Cm).
In the simplest case, this problem can be dealt with by not performing the
horizontal choice. In this case, both nk and nm will be in the classification
alternative set for some document, and nk will then be discarded when the
final classification choice is made.

4 Evaluation

In order to evaluate our approach, we selected four subtrees from the DMoz
web directory, converted them to FCs, extracted concepts from the populated
documents, and automatically (re)classified the documents into the FCs. We
extracted document concepts by computing the conjunction of the formulas cor-
responding to the first 10 most frequent words appearing in the documents (ex-
cluding stop words). We used WordNet 2.0 [17] for finding word senses and their
relations, and we used S-Match [11] for computing Equation 7. Parameter k for
tradeoff computation was set to 2.

In the evaluation we employ standard information retrieval measures such as
micro- and macro-averaged precision, recall, and F1 [19]. In Table 1 we report
dataset statistics and evaluation results for each of the four datasets. We per-
formed a detailed analysis of the “Languages” dataset results (see Figure 5).
In Figure 5a we show how precision and recall are distributed among nodes.
Figure 5b shows how far (in terms of the number of edges) an automatically
classified document is from the node where it was actually classified in DMoz.

From Figure 5a we observe that about 40% of nodes in the “Languages”
dataset have precision and recall equal to 01. After manual inspection of the re-
sults, we concluded that this problem is caused by lack of background knowledge.
For instance, 8 documents about Slovenian language were misclassified because
there was no WordNet synset “Slovenian” defined as “the Slavic language spo-
ken in Slovenia” and a hypernym relation of it with synset “Slavic language”.
Figure 5b shows that about 20% of documents are classified in one edge distance
from the node where they were originally populated, whereas 89% of them were
1 Precision for nodes with no documents was counted as 0.
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Table 1. Dataset statistics and evaluation results

Dataset Nodes Docs
Max.

subtree
depth

Mi-Pr Mi-Re Mi-F1 Ma-Pr Ma-Re Ma-F1

Photographya 27 871 4 0.2218 0.1871 0.2029 0.2046 0.1165 0.1485

Beveragesb 38 1456 5 0.4037 0.4938 0.4442 0.3848 0.3551 0.3693

Mammalsc 88 574 5 0.3145 0.3014 0.3078 0.3854 0.2677 0.3159

Languagesd 157 1217 6 0.4117 0.4503 0.4301 0.4366 0.4187 0.4275

a
http://dmoz.org/Shopping/Photography/

b
http://dmoz.org/Shopping/Food/Beverages/

c
http://dmoz.org/Health/Animal/Mammals/

d
http://dmoz.org/Science/Social Sciences/Linguistics/Languages/Natural/Indo-European/
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Fig. 5. Analysis of the “Languages” dataset results

classified one node higher on the path to the root. Note that this still allows it
to find a document of interest by browsing the classification hierarchy.

5 Related Work

The idea of that the get-specific classification algorithm can be encoded in a
formal language and the first formal specification of the algorithm were reported
in [10]. The current paper extends [10] in several respects. First, it proposes a
classification model and shows how the algorithm can be implemented in this
model. Second, it discusses how the model can be described and implemented in
LC . Third, it identifies the main problems peculiar to the get-specific algorithm
and shows how they can be dealt with in LC . Finally, for the first time, the
current paper presents experimental results, which demonstrate that document
classification can be fully automated using a knowledge-centric approach.

The idea of that natural language labels in classifications can be translated
in a formal language was first introduced in [7], and, in [15], the authors pro-
vided a detailed account of the translation process using Description Logic as the
target formal language. The current paper uses the translation rules described
in [10], which originates from [15], but which uses the less computationally ex-
pensive propositional subset of Description Logics. In [10], the authors define a
set-theoretic semantics for the translation rules and show that a propositional
concept language is enough to capture the semantics of a large amount of labels.
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In Information Science, hierarchical document classification usually refers to
supervised or unsupervised text categorization [19]. Differently from the super-
vised case (e.g., see [14,9,21]), in our approach we do not need to have a pre-
classified set of documents. In fact, classification choices depend on the meaning
of classification labels and not on the documents already classified in nodes.
Differently from the unsupervised approach (e.g., [16,23]), we do not need to
annotate classification nodes with a relatively large (w.r.t. the label size) set of
keywords to classify documents. Apart from this, in formal classification labels,
the terms are connected through logical connectives, which increases the expres-
siveness of the category description. However, unsupervised classification is the
approach closet to ours from the text categorization domain. The results, reached
by the two approaches, are comparable. For instance, in [23], the authors report
to reach max 42.70% in micro-F1 measure on different web directory datasets.

Noteworthy, some text categorization approaches rely on an underlying knowl-
edge base (e.g., WordNet [17]) in order to find relations among words to optimize
the construction of the feature space (e.g., see [6,18]). However, these approaches
still require a training dataset to operate, i.e., they are supervised in nature.

6 Conclusions and Future Work

The current paper makes a contribution at the turn of several disciplines. First,
it takes the notion of classification from Library Science and shows how it can
be converted in a form of ontology – the fundamental notion on the Semantic
Web. Interestingly, the two notions are often used interchangeably in the two
communities [20]. Second, we provide a classification model and show how the
get-specific algorithm, commonly used in hierarchical document classification
systems, can be described in this model. Third, it shows how document classifi-
cation can be fully automated using a knowledge-centric approach, an approach
which is conceptually different from the one used in Information Science. Fi-
nally, evaluation results reported in this paper demonstrate the proof of concept
of our approach, which makes it a viable alternative to the conventional way of
automated document classification.

Our future work includes: (a) development of more accurate document con-
cept extraction algorithms; (b) evaluation of our approach in specific domains
using domain ontology as the underlying knowledge base; (c) development of
knowledge base enrichment algorithms which take into account the classification
semantics (which, for example, will define concept Stater as more specific than
concept Greek); and (d) automatic document re-classification when the structure
of the classification hierarchy changes.
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Abstract. Increased usage of Web search engines in our daily lives
means that the trustworthiness of searched results has become crucial.
User studies on the usage of search engines and analysis of the factors
used to determine trust that users have in search results are described in
this paper. Based on the analysis, we developed a system to help users
determine the trustworthiness of Web search results by computing and
showing each returned page’s topic majority, topic coverage, locality of
supporting pages (i.e., pages linked to each search result) and other in-
formation. The measures proposed in the paper can be applied to the
search of Web-based libraries or can be useful in the usage of digital
library search systems.

Keywords: Web search, trustworthiness, page locality, user study.

1 Introduction

Web search engines have become indispensable tools for acquiring information
over the Internet. Web search engines accept user queries consisting of a few
keywords, retrieve relevant pages available from the Web, and rank the found
results by using their own ranking systems. One of the most important problems
with such a search process is that the search engine does not indicate the extent
to which returned page is trustworthy for the user’s request except for comput-
ing the rank of the page. That is, conventional search engines do not provide
information concerning whether:

1. The significance of the content of each returned page is a majority or minority
in the Web.

2. The extent to which each returned page contains typical query topics con-
tained on the Web.

3. The extent to which each returned page is supported uniformly throughout
the world.

If this information is displayed to users by search engines, users will be able to
determine which page is trustworthy, and which page they should choose from
the search results listed.

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 38–49, 2007.
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Fogg et al. analyzed factors with which the user determines the trustworthi-
ness of Web pages [1,2]. This work was performed by analyzing a questionnaire
based on the Prominence-Interpretation theory [3] and means that the level of
the user’s trust depends on prominence, the strength of appeal of the page,
and the user’s interpretation of the page. Based on these results, they proposed
guidelines to determine the credibility of the information about authors that is
displayed on Web sites [4]. Zaihrayeu et al. attempted to calculate the trust-
worthiness of search results [5]. They computed the degree of trustworthiness
by classifying search results based on IWTrust evaluation, which can be used
to learn feature vectors created by linguistic analysis of browsed pages among
search results. Yanbe et al. recently developed a new page reranking system us-
ing social bookmark information [6]. This system allows users to rerank Web
search results based on a returned page’s bookmark information. Yamamoto et
al. also developed a system [7] that helps to determine the trustworthiness of
sentences by searching and aggregating related Web pages.

We surveyed the search engine usage of users to understand the context in
which users search, and which factors cause the user to trust the search results
and to understand the requirements of the search system. In this paper, we de-
scribe these user studies and analyze the factors determining the trust that users
have in search results. Based on this analytic work, we developed a system to help
users determine the trustworthiness of Web search results independently from
a conventional search engine’s ranking mechanism. We computed and displayed
measures including topic majority, topic coverage, locality of supporting pages,
and others for each page. The topic majority measures the significance of the
content of a returned page. The topic coverage measures how many topics con-
cerned with a search query the returned page contains. The locality of supporting
pages for a returned page denotes the localness of distribution of the supporting
pages. These measures are useful for users to determine the trustworthiness of
searched results.

We also describe our prototype system, in which those measures are dis-
played together with the standard search results. Additionally, we describe a
two-dimensional display interface for the measures.

2 Survey

In this section, we describe the results of the user studies performed in order to
gather information regarding the use of search engines. We especially focused on
analyzing factors used to determine the trustworthiness of the search results by
users. The objectives of this survey were to:

1. investigate the frequency of Web searches by users
2. determine the circumstances in which users search the Web
3. understand the motivation of users for searching in the Web, i.e. why users

do search in general
4. analyze how many results do users check, i.e. what is the lowest ranked item

that users view before they decide to modify the query and search again
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5. estimate the number of times users access search results before they decide
to modify query terms

6. investigate whether users are aware of the underlying mechanisms by which
search engines determine ranks of pages

7. analyze how much users trust the ranking method used by search engines
8. examine the features of a page used by users to determine the trustworthiness

of its contents
9. determine whether users had experienced obtaining information from search

engines that was incorrect, obsolete, or untrue
10. analyze what additional information should be provided by search engines,

such as URLs and page snippets, to improve search efficiency
11. understand what kind of search engines users would like to use in the future.

We created an online questionnaire consisting of 26 questions that were an-
swered by 1000 Internet users between 25th and 26th December 2006. Users were
divided into four categories depending on their age: 20-29, 30-39, 40-49 and 50-59
years old. Each group consisted of 250 respondents; half males and half females.
Respondents could choose several answers for some questions. The findings we
obtained are discussed below based on the analysis of the survey results:

1. The analysis revealed that 68.7% of users usually use search engines less
than 10 times a day. 27.5% of users search more than 11 but less than 30
times a day, and the rest search the Web more than 30 times per day.

2. Users decide to use search engines when they want to research particular
information or browse the Web (Figure 1). It is also common for users to
search without any particular reason. Two other common situations in which
searches were performed are when watching TV and reading e-mails.

3. Users search the Web mostly because they require basic (46%) or detailed
(36.8%) information about particular things (Figure 2). Another motivation
for searching the Web is to do some comparison (7.4% of respondents selected
it as a first reason). Few users chose other reasons for searching the Web.
These results suggest that the depth and the coverage of topics in pages
relevant to a query can improve the search experience.

4. More than 50% of users analyze only the top five search results. By this
we mean that users read titles and snippets or pages that are provided by
search engines. Only about 20% of users actually go further than the top
five search results. These results indicate the need for creating more efficient
search techniques.

5. On average, users visit between one to three pages before they decide to
modify the search query or finish search in the Web (78.37% users). Rela-
tively few users analyze more than 11 search results. An interesting result
is that more than 20% of respondents do not actually access the pages but
only read the returned snippets.

6. Users often believe that the more frequently visited a page is, the higher rank
it has in search results. Another common belief is that the relevance of a page
to the search query is a major factor when determining its rank in search
results. A third belief is that the freshness level considerably influences search
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ranking. An interesting observation is that 17.1% of users actually think that
the ranking depends on the amount of money paid by Web authors to search
engine companies. Figure 3 shows the popularity of common beliefs among
users about the ranking mechanisms used by current search engines.

7. Analysis revealed that 56.7% of respondents generally trust ranking meth-
ods used by search engines, and only 10.4% of users do not trust them
(Figure 4). This observation indicates the necessity of providing trustworthy
search mechanisms as Internet users often assume the correctness of infor-
mation provided by search engines.

8. Users take into account information about the author or the owner of the
page when deciding whether to trust the information. The second trust-
invoking characteristic of pages is their relevance to the search query. Re-
spondents tend not to trust pages if they contain spelling errors, grammatical
mistakes, or biased information. Users also consider the page creation date
as an important factor to determine the trust level of pages. Additionally,
users do not trust information that is unique among different sources. The
results of this analysis are shown in Figure 5.

9. Some users (12.3%) experienced obtaining information which, after subse-
quent inspection, turned out to be erroneous, obsolete, or untrue, 3.5% of
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users accessed adult content, pages containing viruses, or phishing sites, and
5.2% of users detected untrue, obsolete or subjective information when using
search engines.

10. Our study indicated that users would like search engines to provide the
following types of information: publication date, related words, information
about the page author or owner, scoring reflecting trustworthiness of pages,
page type, thumbnail image of pages, and third party evaluations.

11. The main search engine characteristics that users wish to use in future are
the capability to provide additional information about the results (48.08%)
and domain-focused searching (45.7%) (Figure 6). Other common features
are: automatic analysis of trust levels of pages, context-aware search and
indication of the current popularity levels measured by the number of users
visiting pages at query time. Respondents also wished search engines pro-
vided summaries of search results or performed result clustering.

3 Prototype System for Determining Trustworthiness of
Web Search Results

Based on the survey results described in the preceding section, we designed a pro-
totype system that helps a user to determine the trustworthiness of information
on the Web. The purpose of our system is not to determine the trustworthiness
of content by itself but to provide the user with supplementary information to
help determine the trustworthiness. We did not largely change the user interface
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of a current search engine that is familiar to the user but added supplementary
information as add-ins beside the ranked results returned by the search engine.
This enables the system to raise the user’s awareness of the trustworthiness of
the search results without unnecessarily disturbing the user.

3.1 Information Presented in Prototype System

There are many kinds of information available to assist users to determine the
trustworthiness of search results. The major information presented with standard
search results are as follows:

Topic majority. Nearly half the respondents (43.4%) paid attention to how
many similar pages to the search result exist when determining the trust-
worthiness of the search results. Topic majority is the number of similar
pages to the search result that exist in the Web or in the set of pages related
to the query. We calculated this by analyzing the number of pages related to
the query and the number of pages similar to or containing the same topics.

Topic coverage. More than half the respondents (63.2%) tended to trust
search results that contain many topics about the search query when search-
ing something they have little or no knowledge about. Topic coverage is how
many topics about the query the search result contains. We calculate this
number by analyzing the number of topics about the query that the search
result contains.

Locality of link sources. Spatial information can also play an important role
in estimating the trustworthiness of Web contents. For example, if a certain
page is only linked by pages in a limited area, the user can consider that
the page has only a limited local support. On the other hand, if the page
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Fig. 7. User interface of prototype system

is linked from pages distributed over a large area (e.g. many countries),
the user may think that the page has higher reliability. To support such
judgements, our system visualizes the geographic distribution of link sources
and illustrates how uniformly they are distributed. In related work, Ma and
Tanaka described “localness degrees” as a ranking measure of Web pages [8].
Zhang et al. proposed LocalRank, based on a graph structure of semantic
and geographic relationships [9]. Such works are different from ours in that
they analyze the content itself, whereas we focus on link sources.

Other information. Other types of information exist that are often requested
by users and are provided by our prototype system. One is topic details
because nearly three quarters of the respondents (72.6%) tended to trust
pages describing specific topics about the query. Also, our system provides
publisher information (because 85.1% of the respondents paid attention to
the publisher’s details), the social bookmark number for each returned page
(because 38.3% of the respondents paid attention to how many users browsed
the search result), and the last-modified date (since 61.4% of the respondents
paid attention to when the page was last modified or created.)

3.2 Calculating Topic Majority and Topic Coverage of Pages Using
Query Topic Terms

To calculate topic majority and topic coverage, we need to find representative
topics for user-specified query words.

Wikipedia and Web search results returned by a search engine are used to
identify topic terms for a query. First, the system sends the user-specified query
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terms to Wikipedia to retrieve entries that match the query term. If such an
entry is found, the system chooses terms as topic terms whose frequencies in the
entry page are larger than a given threshold. If no entries match the query, the
system sends the query term to a Web search engine and retrieves top ranked
pages. The system then chooses terms whose frequencies in the result pages are
higher than the given threshold as topic terms. The system optionally applies
statistical tests proposed by Oyama and Tanaka [10] to improve the accuracy of
identifying topic terms.

Let q be the user-specified query terms and t be a potential topic term ex-
tracted from a Wikipedia page. We compare the values of the following two
formulas:

p(t | q) =
DF(q ∧ t)

DF(q)

p(t | intitle(q)) =
DF(intitle(q) ∧ t)

DF(intitle(q))
,

where DF is the number of results returned by the search engine for a query in
the argument, and intitle(x) is the number of pages containing term x in their
title. If p(t | intitle(q)) is larger than p(t | q), we determine that t is a topic term
of q.

Let T = {t1, . . . , tn} be the set of identified topic terms for q. The system
calculates topic majority and topic coverage as follows:

Topic majority(in the Web). This is the number of Web pages that have
similar topics to the topic of the page being evaluated. Let P be the set of
terms appearing in the page. We calculate Topic majority (in the Web) as

TopicMajority(in the Web) = DF(q ∧ s1 ∧ . . . ∧ sm)

where si ∈ T ∩ P and i is up to three.
The higher this indicator, the more the page includes topics considered

significant to the search query. This indicator depends on the search query.
Topic majority(in the search results). This is the number of search results

similar to the search results that are to be evaluated. Let pk be the page to
be evaluated, v(pk) be the feature vector of page pk, R(p) be the set of the
search results for q, ‖v‖ be the norm for the vector v, and θ be a threshold
for the similarity between two vectors. We calculated Topic majority (in the
search results) as follows.

TopicMajority(in the search results) =
∣
∣
∣
∣{pi | pi ∈ R(q),

v(pk) · v(pi)
‖v(pk)‖‖v(pi)‖

> θ}
∣
∣
∣
∣

The topic majority (in the search results) indicator can be used to determine
whether the search terms are significant in the search results. This indicator
depends on the search query and the number and size of the search results.
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Topic coverage. Topic coverage is the rate of topic terms appearing in the
page to be evaluated and is calculated as follows:

TopicCoverage =
|T ∩ P |

|T | .

In the formula, no weight is assigned to topic terms to reflect topics, which
are minor in the Web. Considering this indicator and other information, i.e.
topic details, users can determine the bias of a page’s contents.

3.3 Calculating Locality of Supporting Pages Using Link Structure

As described in the previous section, spatial factors can help the user determine
trustworthiness of Web content. We define Locality of Supporting Pages (L) of
a Web page as follows.

L(p) =
n

n∑

i=1

ln(d(p, pi) + 1)

(1)

In the formula, p and pi are the coordinates of the target Web page and pages
that link to it, respectively. d(p, pi) indicates the distance between p and pi. n
is the number of pages that link to the target page.

The system obtains the URLs of pages that link to the target page using
the “link” operator of a regular search engine. The system then converts these
URLs to IP addresses using DNS. Finally, it obtains geographical coordinates
corresponding to these IP addresses using GeoLite City by MaxMind [11]. At
this moment, our system can only support judgments on the trustworthiness of
the Web page. It can not help the user in judging the trustworthiness of pieces
of information on it. Providing finer granularity is a part of our future work.

Figure 8 illustrates that the locality of supporting pages is only weakly corre-
lated with the number of links toward the target Web pages. It shows that the
locality of supporting pages can provide a ranking different from conventional
search engines, since they are basically based on the amount of links coming
in. Figure 9 illustrates the system’s visual interface. In this example, it shows
the spatial distribution of pages that link to the government of South Africa1.
The locality of supporting pages was L = 2.427. This is close to that of Google2

(L = 2.939) and the government of Australia3 (L = 2.792) whereas far from that
of a locally targeted page, such as Alachua County Today4, a local news site in
Florida (L = 42.240).

3.4 User Interface

We show a screenshot of the prototype system’s user interface in Figure 7. This
interface has an input field for a search query, the number of results the user
1 http://www.gov.za
2 http://www.google.com
3 http://www.australia.gov.au
4 http://www.alachuatoday.com
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wants, and a result order combo box in the upper section of the interface. The
results are shown in the lower section of the interface. The search results are
displayed in the result section in the order that the user selected using the order
combo box. For each search result, the system displays the title, the snippet, the
URL, the thumbnail, the date when the page was last updated, and the page size
on the left. Additional information the system has analyzed for the search result
is displayed on the right. Moreover, a bar is displayed for each item to indicate
the relative value, (the max value is changed to 100 and the min value is changed
to zero). We also implemented a toggle display function for each additional piece
of information.

We implemented a two-dimensional allocation display mode as shown in
Figure 10 (the horizontal axis is the topic majority (in search results) and the
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Table 1. Time Analysis for Locality Support

Steps Avg. time (sec)
Mapping of URLs 0.416
Link analysis 7.619

Retrieval of link sources (for 50 links) 1.088
Locating of link sources (for 50 links) 3.899

Graph consruction 0.090
Calculation of locality support 0.000
Rendering 0.004
Storing of cache 0.015
Total time 8.150

vertical axis is the topic coverage). This mode will enable users to better under-
stand the relationship among search results.

3.5 Evaluation

To evaluate processing time, we used snippets in analysis and obtained site infor-
mation, topic majority, topic coverage, topic details, and publisher information.
We submitted 5 queries: Measles, Metabolic Syndrome, National Referendum
Bill, Tokyo Midtown, and French President. The average processing time of top
10 pages for each query is 7.2 seconds and that of top 50 pages is 28 seconds.

The calculation time for locality support was obtained as average values of 9
pages. The result shows that most of the time comes from link analysis, which
is dependent on the response time of the Web search engine that returns URLs
of link sources (Table 1).

We tested our system on a computer equipped with Windows Vista, processor
1.83GHz, RAM 2GB.

4 Conclusion

We developed a way to help search engine users to determine the trustworthi-
ness of Web search results by computing and showing several different types of
information concerned with the search results. We first surveyed users to un-
derstand the way they search the Web, how they determine the trustworthiness
of search results, and user expectations of search engines. The supporting in-
formation that our system provides must be computed in real-time when users
execute queries on search engines. Because of limited computation time, we re-
stricted the supporting information to that which could be computed efficiently
by accessing search engines. The future problems are how to extract valuable
supporting information in a more efficient manner from Web search engines and
the Internet.
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Abstract. Ranking publications of Online Digital Libraries (ODLs) is useful 
for (i) providing comparative assessment of publications and (ii) listing relevant 
ODL search results first in search outputs, enabling users to aggregate pertinent 
results quickly and easily.  Studies show that effective citation-based scoring 
functions, namely, PageRank, HITS and Citation Count, are highly skewed, and 
have accuracy problems, possibly due to topic diffusion. In this paper, based on 
the notion of research pyramids, we propose an a priori technique to assign 
more effective publication scores. Using the ACM SIGMOD Anthology ODL 
as a testbed, we show that our approach provides more accurate and less 
skewed publication scores. 

1   Introduction 

Searching on-line Digital Libraries (ODLs) efficiently and effectively is becoming 
more and more important as the size and use of ODLs expand at a very high rate. As 
examples, (i) in Computer Science, ACM Digital Library [1] has close to 1 million 
full-text publications collected over 50 years, to search and download; (ii) in 
Electrical Engineering and Computer Science, IEEE Xplorer [2], another ODL, 
provides users with on-line access to more than 1,700 selected conferences 
proceedings; and, (iii) ScienceDirect [3], the world’s leading scientific, technical and 
medical information resource celebrated its billionth article download in 
November’06 since launched in 1999.  

Providing accurate publication scores for search results and ranking publications 
returned as search results accurately can help users in reducing the time spent in 
searching ODLs. And, better publication rankings are also useful for comparative 
assessments of publication venues and scientists as well. At the present time, ODLs 
lack effective and accurate publication rankings [4]. For instance, ACM Digital 
Library returns rankings of publication search results that are unexplained and not 
useful to users [1]. Moreover, search outputs of ODLs tend to suffer from the “topic 
diffusion” problem, where commonly, keyword-based searches produce a large 
number of publications over a large number of topics, thereby producing scores that 
are nonspecific to topics. 
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Using social networks or bibliometrics, a number of publication score functions 
has been defined [8, 9, 23]. In an earlier work [23], we compared and evaluated 
several publication score functions, including PageRank [8] and Authorities scores 
[9], both adopted from the www search domain, and citation-count scores from the 
bibliometrics domain [5]. We observed the separability problem with all of these 
functions which is that none of these scoring functions assigns scores that distribute 
well over a given scale, e.g., [0, 1]. Instead, distributions of existing publication score 
functions are highly skewed, and decay very fast [6], resulting in a much less useful 
comparative publication assessment capability for users. This lack of separability is 
caused by the “rich gets richer” phenomena [6, 17], i.e., a very small number of 
publications with relatively high numbers of in-citations have even higher chances of 
receiving new citations. Yet, these scoring functions are still not very accurate, 
probably caused by topic diffusion in search outputs [18].   

The research evolution model proposed in [12] suggests that citation relationships 
between research publications produce multiple, small pyramid-like structures, where 
each pyramid represents publications related to a highly specific research topic. A 
research pyramid is defined [12] as a set of publications that represent a highly 
specific research topic, and usually has a pyramid-like structure in terms of its citation 
graph [12]. Publications within an individual research pyramid are (i) motivated by 
earlier publications in the topic area (e.g., this paper is motivated in part by citations 
[4], and [12]), or (ii) use techniques proposed in publications from other research 
pyramids (e.g., this paper in part uses some of the techniques presented in citations [8] 
and [9]). Other “reasons” for citations may also be observed [12]. 

In this paper, our goals are to (a) provide a solution to the ODL search output 
ranking problem due to the topic diffusion problem, by grouping search outputs at the 
most-specific (detailed) topic level and without identifying the topics themselves, (b) 
eliminate the low separability problem of score functions, and (c) improve the 
accuracy of three score functions, namely, PageRank, Authorities and Citation Count 
score functions. Our approach uses the research pyramid (RP-) model to improve the 
separability and accuracy of publication scores, and is based on normalizing 
publication scores within a limited scope, namely, within individual research 
pyramids. These improvements come from the fact that publications are now 
compared to their peers within their peer groups, namely, their own research pyramid 
publications that are on the same topic. 

This paper proposes and empirically evaluates two approaches to identify research 
pyramids. The first, called LB-IdentifyRP, uses Link-Based Research Pyramid 
identification, which captures research pyramids by identifying pyramid-like 
structures from the citation graph of the publication set. The second approach, called 
PB-IdentifyRP, uses Proximity-Based Research Pyramid identification, utilizes a 
graph-based proximity measure, namely SimRank [13], to compute similarities 
between publications, and then restructures the k-most-similar publications into a 
research pyramid.  

This paper’s contributions are: 

• Validate the research pyramid model of research evolution. 
• Propose and evaluate two algorithms to identify research pyramids. 
• Improve publication scores in terms of accuracy and separability via publications’ 

research pyramids. 
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As a testbed, we have utilized AnthP, a publication set of 14,891 publications from 
the ACM SIGMOD Anthology.  Our experimental results show that  

• The complete publication citation graph (of AnthP) is highly clustered. 
• Each cluster of the complete publication set has a pyramid-like structure in terms 

of the citation graph of the cluster. 
• Each cluster represents a highly specific research topic.  

Note that the above three findings validate the research pyramid model proposed  
in [12]. 

• Topic similarities decay over both the citation age and citation paths.  

We used the two topic similarity decay curves to guide the RP construction.  

• Within RP citation graphs, the average number of in-citations per paper varies, 
pointing to the importance of comparative publication scores within RPs.  

• Publication scores within RPs are accurate, due to our approach where each 
publication is compared only to its peer (research pyramid paper) group. 

The rest of the paper is organized as follows. Section 2 presents publication score 
functions, and introduces the notion of normalizing publication scores within their 
research pyramids. Section 3 lists the properties of the research pyramid model. In 
section 4, we present two algorithms to identify research pyramids, namely, LB-
IdentifyRP, and PB-IdentifyRP.  Section 5 empirically validates the research pyramid 
model of research evolution, and evaluates the effectiveness of employing research 
pyramids for score separability and accuracy.  

2   Publication Scores  

Existing citation-based publication score functions are all based on the notion of 
prestige in social networks [7] and bibliometry [5]. In this paper, as publication score 
functions we use:  

* PageRank [8] 
algorithm: PageRank 
score PPgRank of a 
publication P is 
recursively computed as 
the normalized sum of 
PageRank scores of 
documents citing P.  
* Authority score of the 
HITS (Hyperlink 
Induced Topic Search) 
algorithm [9]: Each 
document P gets two 
scores, namely hub and 
authority scores. Hub 
score of P is computed 
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by summing up authority scores of the publications that P cites, and the Authority 
score of P, denoted by PAuth, is computed by summing the hub scores of publication 
citing P.  
* Normalized citation count score: For a particular paper P that receives CP citations, 
the normalized citation count PCitCnt is the ratio of CP to the number CPmax of in-
citations of the most cited paper in the publication set. 

Figure 1 shows that the three score functions, namely, PPgRank, PAuth, and, PCitCnt are 
highly skewed, and do not separate scores well. In [21], the author observed the 
skewness and inseparability of these functions independently in computer science and 
life sciences publications (70,000 documents in each) as well. And, it is shown [6, 17] 
that distributions of citation-based score functions are also highly skewed and decay 
very fast. We think that the cause is topic diffusion since scores are computed with 
respect to the full publication set. By using the research-pyramid model proposed in 
[12], we normalize scores of publications within their own research pyramids, which 
allows for a fair comparative assessment of publications as publications are compared 
to their peers in their own research pyramids.  

3   Properties of Research Pyramid Model  

We have observed three properties of research publications in three separate data sets, 
namely, ACM Anthology (AnthP; 15,000 publications) [10], and computer sciences 
and life sciences publication sets (each with 70,000 publications) [21]. In the next 
section, we utilize these properties in the identification of research pyramids. 

Property 1 (Maximum Citation Age). In online digital libraries (ODLs), most 
publications receive most of their in-citations within a fixed number of years after 
their publication dates. We refer to this value as the Maximum Citation Age, and 
denote it by CAgeMax. 

We have observed [16, 21] that, in AnthP and Computer Sciences and Life Sciences 
ODLs, most publications receive 90% of their in-citations in 10 years, i.e., 
CAgeMax=10. Figure 2 presents the citation age distributions in AnthP. Below in 
Property 4, we give a tighter bound for citation age within which topical similarity 
within an RP is maintained between citing and cited publications. 

In rare cases, publications may cite works older than CAgeMax. It is found [19] that a 
great proportion of these citations are for historical reasons, which we interpret as: old 
cited works (a) have coarse similarity to citing papers, and (b) do not belong in the RP 
of the citing publication.  

Property 2 (Topic Specificity Over Time). Scientific research publications quickly 
become very topic-specific over time, usually referable via a highly specific topic. 

As illustrated in Figure 3, an old research pyramid that covers a certain research topic 
leads to instantiations of new research topics, and thus to creations of new RPs, that 
use techniques proposed in the publications of parent RP(s). Again, such old citations 
carry topical similarity between the citing and cited publication at a coarse granularity 
level. Possible citation exchanges between different RPs also occur and are of type 
“uses”, i.e., the citing paper uses techniques proposed by the cited paper. 
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Example. Codd’s paper “E. F. Codd, “A Relational Model of Data for Large Shared 
Data Banks”, Commun. ACM 13(6): 377-387(1970)” is about the topic relational 
model, and cited around 580 times. A new and more specific topic of 2000’s (i.e., 
citation to Codd’s work is 30+ years old), say, rank-aware join algorithms, is coarsely 
related to the more general topic relational model in that, a publication P in the RP of 
rank-aware join algorithms and citing Codd’s paper “uses” the techniques proposed 
in the RP of the relational model. 

Property 3 (Topic Similarity Decay Over Citation Path). After very small citation 
path distances, topical similarity between papers decays significantly. 

From Figure 5, in AnthP, after a citation path of length 3, the topical similarity, as 
measured by SimRank, significantly decays. We refer to this value by LMax-TopicDecay. 
This observation led us to build RPs of height at most 3 in the experimental results 
section. 
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Property 4 (Topic Similarity Decay over citation age). After a certain citation age, 
topical similarity between the citing and the cited papers significantly decays. 
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From Figure 4, in the AnthP set, after a citation age of about 5 years, the topic 
similarity between the citing and cited papers decays significantly. We refer to this 
value by CAgeMax-TopicDecay. This observation led us to build RPs in the experimental 
results section such that the maximum citation age within an RP is 5 years. 

Next we present the two characteristics that identify a research pyramid RP. 

RP-Property 1 (High Topic Specificity). An RP, usually organizable into a pyramid, 
is a set of publications that represent a highly specific research topic.  

We maintain high topic specificity of RPs by applying properties 3 and 4, and keeping 
the height of research pyramids low (property 3). Note that we make no attempts to 
identify the topic associated with an RP, as our approach does not need the topics 
explicitly. But, in interactive environments, providing topics to users is useful [22]. 

RP-Property 2 (Research Pyramid Construction). RPs are arranged into pyramid 
structures either directly by using citation graphs (i.e., the link-based approach) [12] 
or indirectly using the publication times and close proximity of papers (i.e., the 
proximity-based approach).  

4   Research Pyramid Identification Procedures 

Based on the properties of publications and characteristics of RPs, next we propose 
two offline research pyramid identification procedures, namely, the link-based (LB) 
and the proximity-based (PB) RP identification procedures.  

Both procedures start by choosing a candidate root node for an RP, called the 
cornerstone paper. The paper that is located at the root of a research pyramid receives 
more citations than others as other publications within the research pyramid are 
“motivated” by it, and directly or indirectly cite it. Thus, our approach is to identify papers 
with high in-citations as cornerstone papers (i.e., the roots) of RPs to be constructed. 

The link-based procedure locates research pyramids by identifying pyramid-like 
structures in the citation graph of the publication set. In summary, within an 
individual RP, publications are topically related [12], and motivated by each other 
(see figure 3) [12], and we use the four properties of section 3 to identify citations 
within RPs—as summarized next. 

In AnthP, the average number of citations to a paper (“in-citations”), denoted by 
CI, is 2.066. Note that, in our experiments, we consider only the AnthP citations that 
are completely within AnthP; any citation from a paper within AnthP to a paper that is 
not in AnthP is removed. Using Property 3 and RP-Property 1, we limit RP heights to 
3. Thus, the expected number of papers within a research pyramid RPP with paper P 
as the root and with height 3 is |RPP| = 1 + CI + CI

2 + CI
3 ≈ 15. Of course, the actual 

identified RP sizes (the number of papers in RPP) vary. Some RPs may deal with 
active research topics, and, in such cases, the number of in-citations of publications 
are noticeably higher than CI, leading to noticeably higher RP sizes as well. 

Figure 6-(a) presents the link-based LB-IdentifyRP() procedure. The proximity-
based PB-IdentifyRP() is similar,  except that the function call to LB-FormRP() is 
replaced by the function call PB-FormRP(). The procedure LB-IdentifyRP() (a) selects 
a cornerstone paper P from the existing publication set (originally, say, AnthP) as an 
RP root, by simply picking the current most-cited publication (only citations that are 
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CAgeMax-TopicDecay old according to property 4 above), (b) calls LB-FormRP() to locate 
the RP set RPP of P, and (c) eliminates RPP from the current publication set 
CurrAnthP, and repeats (a)-(c) again, until no more publications are left in 
CurrAnthP.  

Note that our approach in this paper is to create distinct and nonoverlapping research 
pyramids. An alternative approach, not reported here due to space limitations, is to 
allow overlapping research pyramids as follows: Do not to eliminate any papers from 
the original publication set (i.e., remove step (c) above); instead, simply color each 
selected publication, and continue until all publications are colored, meaning that, when 
the algorithm ends, each paper belongs to at least one RP set, and possibly more. 

The two main functions of the link-based LB-IdentifyRP() procedure are  
ChooseRoot() and LB-FormRP(). ChooseRoot() (See Figure 6.b) chooses publications 
that are cornerstone papers, or roots of research pyramids. The function LB-FormRP() 
(Figure 6.c) forms the RPP of a root publication P by adding direct citers of P (i.e., 
level-1 citers) into RPP, and indirect citers of P at a level up to the LMax; in 
experiments, we choose LMax as 3, by following the property 3. The function Citers(P, 
l, CAgeMax-Topic-Decay) returns the set of publications that cite P at a level l (which is at 
most LMax) where the citation age of the citing paper with respect to P is less than the 
maximum citation age CAgeMax-Topic-Decay, (Properties 1 and 4). In more detail,  

1. Paper-id pidP of root P along with its level 0 is inserted into RPP and the queue Q, 
which holds paper-ids for future expansions and their distances to the root paper P. 

2. Two-tuple <Pi, l > in Q is dequeued, and expanded by locating direct or indirect 
citers of Pi so long as their levels with respect to P is at most LMax-TopicDecay (i.e., 3) 
and their citation age with respect to P (the root) is less than the maximum citation 
age CAgeMax-TopicDecay (i.e., 5). All expanded publications and their level info with 
respect to P are inserted into the queue Q. 

3. The above two steps are repeated until Q is empty; then RPP is returned. 

proc LB-IdentifyRP(AnthP, RP-Sets)    
{RP-Sets := Ø;                        
CurrAnthP := AnthP;                 
while (CurrentAnthP = Ø)             
{Root:=ChooseRoot(CurrAnthP); 
RPRoot:=LB-FormRP(Root,LMax-TopicDecay); 
RP-Sets:=RP-Sets U RPRoot;
CurrAnthP:=CurrAnthP - RPRoot;

 } } 
(a) Procedure LB-IdentifyRP 

funct ChooseRoot(CurrAnthP) 
return TopCited

TopicDecay
(CurrAnthP); 

(b) Function ChooseRoot 

funct LB-FormRP(P, LMax)
{Set RPP:={P};   Queue Q; 
Q.Enqueue({P},0); 
while(Q is not empty) 
{<Pi, >:=Q.Dequeue; 
if( <LMax)then
{CiterSet=Citers(Pi, ,
                CAgeMax-TopicDecay);

Q.Enqueue(CiterSet,( +1)); 
 RPP = RPP +CiterSet;
 } } } 

 Return RPP}
(c) Function LB-FormRP()

Funct PB-FormRP(P, LMax)
{Set RPP={P}; Queue Q; 
 Q.Enqueue(P,0); 
while(Q is not empty) 

 {<Pi, >:=Q.Dequeue; 
 if( <LMax) then
 {CiterSet(Pi):=Citers(Pi, ,
                   C

AgeMax-TopicDecay
)

TopSimSet:=TopSim(Pi,|CiterSet(Pi)|,
CAgeMax-TopicDecay); 

Q.Enqueue(TopSimSet, 1 );
RPP= RPP+TopSimSet;  
} } 
Return RPP}

(d) Function PB-FormRP() 

 

Fig. 6. Functions of LB- and PB-IdentifyRP algorithms 
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The function PB-FormRP() (figure 6.d) of the proximity-based approach utilizes a 
graph-based proximity measure, namely SimRank [13], to compute similarities 
between publications. It captures RPP of the root publication by locating publications 
that are most similar to P and yet (a) are linked to P with a citation path length of at 
most LMax-TopicDecay, and (b) have a citation time distance less than CAgeMax-TopicDecay. 
SimRank iteratively computes similarity scores between nodes in a graph G following 
the rule that “two nodes are similar if they are linked with similar nodes”. In other 
words, the SimRank similarity between two nodes a and b, S(a, b), is iteratively 
computed using the formula (until the similarity scores converge): 

| ( )| | ( )|

( , )

1 1

/ | ( ) || ( ) | * ( ( ), ( ))

I a I b

S a b i j

i j

C I a I b S I a I b=

= =

⎡ ⎤⎣ ⎦ ∑ ∑  

where ( )I a  and ( )I b  are sources of in-links of a and b, respectively. C is the decay 
factor between 0 and 1. We choose C=0.8 [13]. If | ( ) | | ( ) | 0I a or I b =  then S(a, b)=0 by 
definition, in the case where a=b, S(a, b)=1. The space complexity of the naive 
SimRank algorithm is O(N2) where N is the graph size (the citation graph in 
publication domain). We prune as in [13] by considering node pairs that are near each 
other in the range of radius r. We choose r=6, which is twice the value of the expected 
research pyramid height as also explained in Section 5. 

PB- FormRP() receives as input the root P, the maximum level LMax from root, and 
utilizes the maximum citation age CAgeMax-TopicDecay (as 5) and returns the RP set RPP of 
publication P following the same main steps of LB- FormRP() with one main 
difference: the way the two-tuple <Pi, l > dequeued from Q is expanded, as follows: 

• Top |Citers(Pi , l ,CAgeMax-TopicDecay)| similar papers, based on SimRank, to Pi are 
identified. The number of citers of Pi is used to capture the density of the RP 
being identified, and thus to expand RP at Pi accordingly. 

• The identified similar papers are added to RPP and also enqueued to Q for further 
expansion, this time with the level increased by 1. Similar to LB- FormRP() a 
maximum level of LMax-TopicDecay (which is 3) is employed. 

Advantage of PB-FormRP() over LB-FormRP() is that it successfully captures co-
existing members of RP as well as those that are not reachable through any citation 
path from RP’s root (as illustrated in Figure 3 above). We give an example. 

Example. Figure 7 shows two 
RPs; RP1 and RP2. RP1 contains 
two co-existing roots A and B. 
Such a case occurs when two 
researchers work on the same 
problem simultaneously. At some 
point of our RP identification 
process, A will probably be 
recognized as a root of a new RP, 
say RP3, as it has more in-citations 
than B. And, since B is not 
reachable through any path from 

 
RP1

RP2

 

Fig. 7. Examples where PB-FormRP() is more 
successful than LB-FormRP() 
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A, LB-FormRP() will fail to identify B as a member of RP3. PB-FormRP() will 
succeed to place both A and B into RP3 in this case as B is very similar to A. A similar 
problem will be observed with paper C that is not reachable through any path from the 
root. Furthermore, LB-FormRP() may incorrectly identify F, that probably “uses” a 
technique proposed in A, as a member of RP3 when F is really a member of RP2 
which co-exists with RP3. PB-FormRP() successfully repels F from RP3 as F is not 
similar to A or any of RP3’s members, based on SimRank. 

We observe here that PB-FormRP() may capture pyramid-like structures, but not 
exactly pyramid structures. SimRank computes similarity between two papers P1 and 
P2 by averaging the similarity of the citers of both. However, note that similar papers 
to a member of an RP will be the other members of the same RP since members of an 
RP are usually cited by each other (as they are motivated by each other). 

5   Empirical Evaluations of Score Functions 

AnthP, utilized as the ODL testbed here, is a publication set of 14,891 publications 
from the ACM SIGMOD Anthology. After eliminating citations to papers outside 
AnthP, the average in-citations per AnthP paper is 2.066.  

The three citation-based publication score functions (PageRank, Authorities, and 
Citation count) have separability (high skew) and accuracy problems. We have 
observed that 99% of AnthP publications have scores below 0.1. This is because in-
citations conform to the Power Law distribution, which describes the scale 
invariance found in many natural phenomena including publication citation graphs. 
As for low accuracy (probably due to “topic diffusion” problem [18]), different 
research topics differ in their citation graph densities. Thus, a paper P’s chances of 
receiving new citations depends on how dense the citation graph of the research 
topic of P is.  

Observation: AnthP RPs (that represent specific research topics) have an almost 
normal distribution in the average in-citations received by members of an RP  
(figure 8). 

For separability, first we verify the RP model on the AnthP set. We have 
experimentally observed that only 3.32% of SimRank scores are higher than 0.1, 
indicating that AnthP is highly clustered.  

Observation: Average size of AnthP RP is 15 (as expected from section 4). 

Figure 9 shows the distribution of the observed RP sizes within AnthP. Note  
that the PB approach identified larger RP sizes as it can identify co-existing RP  
roots and members that are not reachable through any citation path from the roots 
(section 4). 

Figures 10 and 11 illustrate that PgRank-LBP , PgRank-PBP , CitCnt-LB P  and CitCnt-PB P  
publication scores distribute much better over the interval [0, 1].  
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Fig. 8. Variance of citation-graph densities in 
different topics 

Fig. 9. Observed RP sizes by LP-IdentifyRP 
and PB-IdentifyRP 
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Fig. 10. Score distributions of PageRank 
normalized within RPs 

Fig. 11. Score distributions of CitCnt 
normalized within RPs 

 

Observation: For RP-based scores, the observed skew values (table 1) range between 
(-0.05) and (1.88) in the RP-based scores (zero skew indicates that the distribution is 
symmetric).  

In comparison, the original scores showed highly skewed values that range between 
8.12 and 13.04, which means that they are sharply left-skewed.  
 

Observation: For RP-based scores, kurtosis values (that measure how sharply peaked 
a distribution is) range between (-0.26) to (2.65) (near zero Kurtosis values indicate 
normally peaked data).  

In comparison, in the case of globally normalized scores, Kurtosis values range 
between (113.28) and (291.10). The enhancement of score distribution comes from the 
fact that publications are being compared to their peer groups, i.e., publications that 
belong to the same scope, and thus have the same chances of receiving new citations.  

The above observations on PageRank ( PgRankP , PgRank-LBP , PgRank-PBP ) also apply to 

Authorities scores ( AuthP , Auth-LBP , Auth-PBP ). Here we report only PageRank-related results 

as we have observed that AuthP and PgRankP scores are highly correlated with a correlation 

coefficient of 0.98, and the correlation between PgRankP  and CitCntP  is 0.74. [23] 
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Table 1. The Means, InterQuartile Ranges (IQR), Skewness, and Kurtosis values of the 
Publication Score Functions 

 Mean IQR Skewness Kurtosis 
CitCnt 0.02527 0.01845 8.12 113.28 
Auth 0.11352 0.01134 13.04 291.10 
PageRank 0.12091 0.01733 8.84 134.65 
LBCitCnt 0.55698 0.88462 -0.05 -1.81 
LBAuth 0.81266 0.37723 -1.02 -0.26 
LBPageRank 0.77649 0.46181 -0.80 -0.84 
PBCitCnt 0.20802 0.21910 1.88 2.65 
PBAuth 0.62386 0.32036 -0.07 -0.58 
PBPageRank 0.55653 0.31615 0.30 -0.60  
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Fig. 12. Distribution of no. of RPs annotated 
with each author 

Fig. 13. Quality values distribution of the 
search results 

 
Observation: Each author in AnthP is identified with (i.e., author papers in) 2.19 and 2.16 
LB and PB research pyramids (figure 12). 

This indicates that publications within an RP are highly related, and, thus, the 
identified RPs are accurate.  

We used expert knowledge in the data management field to manually evaluate the 
accuracy of searching via RPs. For this purpose, we built a prototype keyword-based 
search system that  

• Sends search keywords to Microsoft’s Fulltext Search engine (MsFTS), that 
indexes the titles of AnthP publications. In turn, MsFTS generates a list of relevant 
publications (result set) along with rank values (which measures text-based 
relevancy between the publications and the search keywords).  

• For each publication p in the result set, aggregates p’s rank value returned by 
MsFTS with its scores, measured in two ways, namely globally-normalized 
PageRank and LBPageRank. We refer to this final score as the quality of paper p or 
Q(p). The quality scores are then used to sort the search output list so that high 
quality results appear at the top. The idea behind this aggregation is to push down 
publications that have high PageRank/LBPageRank scores and yet also have low 
rank values Rank(p), i.e., low relevancy to the search keywords. Q(p) is computed 
according to the following formula 

 Q(p)= Rank(p) * [LB]PageRank(p)  
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Quality Publication Title Relevancy 
1 Measuring The Complexity Of Join Enumeration In Query Optimization 9 

0.487889 On The Complexity Of Testing Implications Of Functional And Join Dependencies 4 
0.449827 Distributive Join  A New Algorithm For Joining Relations 8.5 
0.449827 The Value Of Merge Join And Hash Join In Sql Server 2 
0.449827 Multi Table Joins Through Bitmapped Join Indices 4 
0.351713 Diag Join  An Opportunistic Join Algorithm For 1 N Relationships 8 
0.339844 Utilizing Page Level Join Index For Optimization In Parallel Join Execution 4.5 
0.315144 Evaluation Of Main Memory Join Algorithms For Joins With Set Comparison Join Predicates 8 
0.287197 Join Algorithm Costs Revisited 10 
0.287197 Heuristic And Randomized Optimization For The Join Ordering Problem 9.5 
0.287197 Seeking The Truth About Ad Hoc Join Costs 10 

Sample 1 
Quality Publication Title Relevancy 

0.148119 Measuring The Complexity Of Join Enumeration In Query Optimization 9 
0.074381 Multiprocessor Hash Based Join Algorithms 5.5 
0.067604 Efficient Processing Of Spatial Joins Using R Trees 7 
0.062389 Join Processing In Database Systems With Large Main Memories 7.5 
0.061929 On The Complexity Of Testing Implications Of Functional And Join Dependencies 4 
0.060843 Join And Semi join Algorithms For A Multiprocessor Database Machine 6.5 
0.060467 Evaluation Of Main Memory Join Algorithms For Joins With Set Comparison Join Predicates 8 
0.059288 Multi Table Joins Through Bitmapped Join Indices 4 
0.055105 Partition Based Spatial Merge Join 2 
0.053342 Multi Step Processing Of Spatial Joins 2 
0.05314 Tradeoffs In Processing Complex Join Queries Via Hashing In Multiprocessor Database Machines 8 

Sample 2 

Fig. 14. Sample results of the “complexity of join” query. Quality is computed using RP-based 
(sample 1) and the globally-normalized PageRank (sample 2) along with the average relevancy 
scores as assigned by experts. 

We performed multiple searches and manually evaluated the accuracy of our system’s 
outputs. We observed that LBPageRank-based quality scores resulted in 16% - 25% more 
accurate search outputs than the PageRank-based quality scores. Accuracy was measured 
for the top-k publications in the result sets, where k is 10. In figures 13 and 14, we report 
our observations on one search experiment for the keywords “complexity of join”. 
 
Observation: Quality scores of search results distribute better when computed based 
on RP-based publication score functions (figure 13). 

Each publication in the Figure 14 is evaluated by several domain experts who 
assigned a score between 0 and 10 (0: non-relevant and 10: completely relevant). 

 
Observation: The average expert relevancy scores assigned to publications of 
Samples 1 and 2 are 7.07 and 5.77 (figure 14). 

The above observation indicates that searching via RP-based publication scores is 
more accurate than globally normalized publication scores. 

6   Conclusions 

In this paper, we used the Research-Pyramid model proposed in [12] to solve the 
separability and accuracy problems of publication score functions. We showed that (i) 
normalizing publication scores within their research pyramids provides more accurate 
and less skewed scores, moreover (ii) ranking search results by these scores promises 
to give higher accuracy compared to ranking by globally normalized publication 
scores due to reduction of topic diffusion effect. 
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As the next work in this on-going research, we are working on the problem of 
automatically annotating research pyramids with keywords representing fine-grained 
research topics. Also, by using the identified research pyramids, we are working on 
visualization, namely, building a hierarchical structure that places research pyramids 
into a hierarchical structure.  
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Abstract. In this paper, we study the problem of maintaining metadata
for open Web content. In digital libraries such as DLESE, NSDL and
G-Portal, metadata records are created for some good quality Web con-
tent objects so as to make them more accessible. These Web objects are
dynamic making it necessary to update their metadata records. As Web
metadata maintenance involves manual efforts, we propose to reduce the
efforts by introducing the Key element-Context (KeC) model to mon-
itor only those changes made on Web page content regions that concern
metadata attributes while ignoring other changes. We also develop eval-
uation metrics to measure the number of alerts and the amount of efforts
in updating Web metadata records. KeC model has been experimented
on metadata records defined for Wikipedia articles, and its performance
with different settings is reported. The model is implemented in G-Portal
as a metadata maintenance module.

1 Introduction

In a digital library (DL), creating and maintaining metadata records for Web
pages with high quality content serve three important purposes. Firstly, the
Web content is largely uncensored and it requires some domain knowledge and
experience to distinguish the good content objects from the poor ones. Digital
librarians therefore play a critical role in selecting the good quality contents and
creating metadata records. Secondly, the existence of metadata records allows
one to organize and present the Web content objects according to some clas-
sification or grouping (e.g., task-based grouping) schemes adopted by a digital
library. In this case, the metadata records serve as proxies of Web content ob-
jects. Accessing these Web content objects will be of no different from accessing
other non-Web content objects. Finally, metadata records contain attributes that
are searchable. Again, this allows Web content objects to be queried like other
digital library objects.

There are already several metadata creation efforts for Web pages in digital
library projects [1,2,6]. The National Science Digital Library1 (NSDL) funded
by the National Science Foundation has been indexing and creating metadata

1 http://www.nsdl.org

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 63–74, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

http://www.nsdl.org
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for quality Web resources in science, technology, engineering, and mathemat-
ics domain for research and education. The Digital Library for Earth System
Education2 (DLESE) project maintains a collection of metadata records about
Web pages and other resources relevant to earth science education. In our dig-
ital library system known as G-Portal, we also create and maintain metadata
for selected Web content objects related to geography education, and provide a
wide range of services to help learners organize and collaborate in the learning
process [2].

Once created, metadata records of Web content objects often require updates
due to the changes made on the referenced Web pages. This is known as the Web
metadata maintenance problem. Web metadata maintenance is a challeng-
ing problem due to several reasons:

– Autonomous changes to Web content. Web pages, residing on different sites,
can be changed anytime by their owners. Such changes often happen without
alerting those DL systems maintaining metadata about the affected pages.

– Manual efforts to update metadata records. Whenever changes are detected
on Web pages, the respective metadata owners have to update the affected
metadata records and the updates require manual inpection and judgement.

Web metadata maintenance consists of three major subtasks, namely (a)
scheduled monitoring, (b) change detection, and (c) metadata record update.
Scheduled monitoring is to periodically fetch the latest versions of the Web
content objects so as to detect changes. Here, we assume that the Web con-
tent objects do not publish changes to DL systems as soon as changes occur. A
pull-based monitoring is therefore required. Change detection refers to compar-
ing different versions of a Web content object to determine if there are changes
made. Once changes are detected, metadata records have to be updated for those
changed Web content objects in subtask (c).

We observe that metadata record(s) may be derived from only some content
region(s) in a Web page. Therefore, not all changes to a Web page result in
changes to its metatdata. To reduce false alarms in subtask (b) and to minimize
manual efforts in subtask (c), we propose a Key element-Context (KeC)
model that allows metadata owners to select Web page content regions for mon-
itoring. The main idea is to narrow the scope of Web page change detection
using the concepts of key element and context.

Given a metadata attribute, there is a content region in the Web page which is
used to derive the value of the attribute directly. We call this content region key
element and introduce a concept known as context to help locating a key element.
For a given metadata attribute, different choices of context(s), options to locate
context(s), and options to locate the key element, may lead to different amount
of alerts and maintenance efforts. We therefore develop evaluation metrics to
measure the two types of overheads. The KeC model was tested on a set of
metadata records created for Wikipedia pages. The empirical results showed
that the maintenance overheads could be reduced by making the appropriate
2 http://www.dlese.org

http://www.dlese.org
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choices of context and key elements, and the options to locate them. Compared
with the naive approach to monitor Web page changes, our proposed model
has shown significant improvements. This KeC model has been implemented
as a part of G-Portal as a Web metadata maintenance module. Details of this
module is not covered in this paper due to space constraint.

The rest of the paper is organized as follows. Section 2 describes the related
research. We present the KeC model in Section 3 and define the evaluation
metrics in Section 4. After reporting our experiments in Section 5, we conclude
the paper in Section 6.

2 Related Work

Monitoring dynamic Web pages for metadata maintenance is a new and chal-
lenging problem. Sharaf and Labrinidis proposed a model of freshness-aware
scheduling of continuous queries [5]. Continuous queries are those registered by
user and are executed whenever a new update occurs in the Web page in order
to maintain an up-to-date result in a real-time fashion [7]. Pandey proposed a
Continuous Adaptive Monitoring (CAM) method consisting of a few phases in
which Web pages are monitored based on the resources allocated [4]. The main
purpose of this approach is to optimize a schedule for monitoring each Web page.
Both work did not provide any mechanism for monitoring specific Web content
regions for metadata maintenance. They assumed Web changes are “pushed”
from Web sites to applications. Nevertheless, in real life, it is more common to
detect changes to Web pages using a “pull” (polling) approach.

One of the general-purpose approaches close to detecting relevant Web page
changes for metadata maintenance is WebCQ [3]. This approach allows a user
to specify Web objects for monitoring and tracks information at Web page level.
However, it does not support structured Web objects and is not designed for
Web content regions where metadata attributes are derived from.

3 KeC Model

3.1 Key Element and Context

Our proposed KeC model requires metadata owner to define for each metadata
attribute a key element. A key element is some content region in the Web page
referenced by the metadata record, and the content region is directly used to
derive the value of the attribute. A key element can be in various forms including
text, table, image, etc.. Consider the following metadata record created for the
Wikipedia’s Singapore page shown in Figure 1. It consists of three metadata
attributes all related to economy.

Metadata Attribute Value
Total GDP: $123.4 billion
Per capita: $28,368
Manufacturing Contribution: $34.55 billion
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Key Element Context

Fig. 1. Wikipedia Article on Singapore

As illustrated in the figure, the key elements of Total GDP and Per capita
attributes are two cells in an information box on the right of the page where
the values of the two attributes are found. The Manufacturing Contribution
attribute, on the other hand, has a key element that is a sentence in the page
and the value is derived manually from the information provided as 0.28 ×
$123.4 billion = $34.55 billion. The fact that some metadata attribute values
are not directly extractable from the Web page is not uncommon and should be
considered in the design of Web metadata maintenance module.

A change to a key element most likely implies an update to be made on
the corresponding metadata attribute. The kind of metadata attribute value
update to be made, however, very much depend on the way the attribute value
is “derived” from key element.

With key elements defined for metadata attributes, a Web metadata main-
tenance module can focus on only those changes to the Web page that affect
the key elements. Alerts caused by other unimportant changes to the Web page
are known as false alarms. A good Web metadata maintenance module should
therefore aim to reduce false alarms by monitoring changes to key elements only.

A key element in a Web page can be identified either by its content or location.

– By content: This uses the latest key element’s content to identify the key
element content region. For example, for key elements that are text regions,
text content can be used for identification. For key elements that include
media objects such as image, audio, and video files, we can check for their
file names, timestamps, and/or hash values. This works well for the key
elements whose contents are unique. By using the content to identify a key
element, we are indirectly detecting the changes to it. The main drawback
however is that one would have to scan through the corresponding Web page
to locate the key element(s).
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– By location: This uses some location information to identify a key element.
The location can range from byte offset from the beginning of the Web page
(the most rigid form), to some combination of HTML tag path and byte
offset. The advantage of using location is that it does not require scanning
the Web page for key element content. It however cannot accommodate
minor changes to the key element location that does not really affect the
metadata attribute value, especially when the location of key element is
rigidly defined.

To overcome the inherent limitations of using key element alone to track a Web
page content region, we introduce context as a larger content region enclosing a
key element. In other words, we define for each key element a context that cover
the former’s content region. Within a context, exactly one occurrence of the key
element of a metadata attribute is expected. The content of context may not
have any relationship with the metadata attribute. Its main role is to demarcate
a content region where an occurrence of the key element is to be found. This
is important to a key element to be identified by content in case key element’s
content is not unique in the Web page. In addition, we only need to scan for
the key element within the context covering a smaller region compared with the
entire Web page.

Context is also important to a key element that is to be identified by location
because it gives more flexibility to the specification of key element’s location.
Instead of a key element’s location defined with respect to the entire Web page,
it can be defined with respect to the context. Hence, changes outside the context
will not be taken as location changes to the key element within the context. For
example, in Figure 1, the Total GDP attribute has key element defined by a cell
in the information box. The context of this key element could be the information
box. It does not really matter where the Total GDP cell is located as long as it
is found within the information box (or the context) or is said to float within
the context. The identification of context and the accompanying options for the
key element and context identification is discussed in the next section.

3.2 Identification Options

Given a context, one can specify any of the two identification options for finding
the key element within it, namely:

– Fixed key element: The key element is assigned a fixed location within
its context. This is specified when it is necessary for the key element to stay
at the same place in the context, even when the context itself may move
around in the Web page (i.e., the context has floating location).

– Floating key element: The key element is free to move within the context
and is to be identified by content (e.g., the Total GDP example).

The fixed location of key element within the context can either be a byte offset,
or a combination of HTML tag path from the beginning of the context and byte
offset.
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Key element

Context 1

Context 2

Fig. 2. Wikipedia Article on FIFA Standings Table

Each context itself, similar to key element, is also assigned an identification
option of either fixed or floating location.

– Fixed context: A context is designated a fixed location if it has to stay at
the same place in the Web page identified by a byte offset, or an offset from
the beginning of a HTML element located by a tag path.

– Floating context: A floating context is used when its location in the Web
page is not important. In this case, we can use the content of context for
identification; or a pair of signature patterns to mark the begin and end of
the context.

To sum up the above, the KeC model provides the following four combinations
of identification options for a given pair of key element and context: fixed context
and fixed key element, fixed context and floating key element, floating context and
fixed key element and floating context and floating key element.

These options have different ways of generating alerts with respect to a change
in the Web page. For example for the fixed context and fixed key element option,
the metadata owner is alerted whenever the location of context is not found in
the Web page, or the key element’s location within the context is not found, or
the key element’s content has changed. The details of other options are discussed
in Section 4.

3.3 Nested Context

So far in the KeC model, a key element is identified using one context. In the
other words, it adopts a single context. This is appropriate for cases where
the Web page or the monitored information are not structurally complex, e.g.,
the information box containing Total GDP in Figure 1. For more complicated
cases where the key element cannot be easily identified by using just one enclos-
ing context, we define nested context to be a context that can enclose another
context and this enclosed context may in turn contain one or more smaller con-
texts. The largest context contains all other contexts while the smallest one only
contains the key element. Each nested context can also be identified either by
fixed or floating location within the enclosing context.

For example, Figure 2 shows the standings table of national football teams.
Assume that a metadata attribute concerns the position of Brazil team, not their
points. An appropriate combination of identification options is to use a context
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nested in another context and the key element as shown. Context 2 is identified
by floating location, Context 1 is identified by fixed location and the key element
is also identified by floating location. As long as both contexts are found and
the key element’s content does not change, no alert will be fired. On the other
hand, changes to the location of Context 1 suggest changes in position of Brazil
team. Changes in the key element’s content may also be the result of removal of
the team from the standings table. In both cases, the metadata owner should be
alerted to make appropriate revision to his/her metadata. When this example
is handled by a single context by assigning the standings table as the context
with fixed location option and the particular row containing Brazil team as the
key element with floating location option, much higher number of alerts are
generated compared with the nested context approach due to frequent changes
in the team’s point.

4 Evaluation Metrics

To evaluate the performance of our proposed KeC model, we propose a set of
evaluation metrics which assumes that there is a set of metadata attributes to
be monitored. Each attribute has one key element and all attributes share the
same context. Although these metrics only apply to the single context model,
they can be easily extended to evaluate performance of the nested context.

The set of evaluation metrics can be further divided into total number of
alerts and true user effort. The total number of alerts refers to the number
of messages that a metadata owner receives to examine metadata attributes
for possible revisions. Some of these alerts may eventually result in changes
of metadata attributes but others may not. The true user effort measures the
amount of efforts that a metadata owner spends to revise metadata attributes.
To keep it simple, we only consider the effort of searching and checking the
key elements’ content of the affected attributes. This effort is measured by the
amount of Web page content (in bytes) that the owner needs to examine. All
notations used in our proposed evaluation metrics are given in Table 1.

Let K be the set of key elements sharing the same context. In the simplest case
where KeC model is not used, any single change to the Web page will trigger a
user alert on all attributes. In terms of effort, the user will need to scan the entire
Web page to see if the change would cause some update to metadata attribute
values. The number of alert and true user effort for this option are defined in
Equations 1 and 2 respectively.

A1 = NW (1)

E1 =
NW∑

v=2

LWv (2)

If the KeC model is used, each metadata attribute can have one of following
four available options: fixed context and fixed key element, fixed context and
floating key element, floating context and fixed key element, floating context and
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Table 1. Notations in Evaluation Metrics

NW # of times a Web page W is changed

NCl # of times a context’s location is not found

NCs # of times context is not found

NKli # of times ith key element’s location within context is not found

NKci # of times ith key element’s location is found but not its context

N
′
Kci # of times ith key element’s content is not found within context

LWv Length of the Web page at version v
L

′
Wv Equals LWv if context’s location is not found and 0 otherwise

L”
Wv Equals LWv if context is not found and 0 otherwise

LCv Length of the context at version v if context is found but key element’s location
within context is not found, and 0 otherwise

L
′
Cv Length of the context at version v if the context is found but key elements

content is not found within context, 0 otherwise

LKvi Length of the key element i at version v if its location is found but its content
is not found within context, 0 otherwise

floating key element. To make it simple, we assume that all attributes use the
same option.

Fixed context and fixed key element: The metadata owner is alerted when-
ever the location of context is not found in the Web page, or the a key ele-
ment’s location within the context is not found, or the a key element’s content
is changed. In these cases, user effort is determined by:

– Location of context is not found: The user effort involves the length of Web
page since the new context’s location has to be determined.

– Location of a key element is not found: Since context can be found, its region
can be highlighted for user to scan for the key element. Thus, the user effort
involves the length of context region.

– A key element’s content is changed: Since the key element’s location is un-
changed, the user effort involves finding the new key element’s content within
the key element’s region to help the metadata owner identify changes.

The number of alerts and true user effort are defined in Equations 3 and 4
respectively.

A2 = NCl +
∑

key element i∈K

(NKli + NKci) (3)

E2 =
NW∑

v=2

(L
′

Wv + LCv +
∑

key element i∈K

LKvi) (4)

Fixed context and floating key element: Metadata owner is alerted when
the context’s location is not found or a key element’s content within the context
is not found. If the context’s location is not found, the metadata owner needs to
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search the entire Web page for the key element. If context’s location is found but
not the key element’s content, the context’s region can be highlighted to guide
the search for key element. Thus, the total number of alerts and true user effort
are defined in Equations 5 and 6 respectively.

A3 = NCl +
∑

key element i∈K

N
′

Kci (5)

E3 =
NW∑

v=2

(L
′

Wv + L
′

Cv) (6)

Floating context and fixed key element: If a context is not found or a
key element’s location within context is not found, an alert will be sent to the
metadata owner. When the context is found but not all key element’s locations,
the context region can be highlighted to guide the key element search. Thus,
the total number of alerts and user effort are defined by Equations 7 and 8
respectively.

A4 = NCs +
∑

key element i∈K

(NKli + NKci) (7)

E4 =
NW∑

v=2

(L”
Wv + LCv +

∑

key element i∈K

LKvi) (8)

Floating context and floating key element: An alert is sent to the metadata
owner whenever the context’s content or a key element’s content is not found.
Context region, if found, can be highlighted to guide the search for the key ele-
ment. Thus, the total number of alerts and user effort are defined by Equation 9
and Equation 10 respectively.

A5 = NCs +
∑

key element i∈K

(N
′

Kci) (9)

E5 =
NW∑

v=2

(L”
Wv + L

′

Cv) (10)

5 Experiment

To evaluate the effectiveness of our proposed models, we conducted experiments
on some Wikipedia articles. The objective is to see how well the proposed models
perform in terms of reducing the amount of alerts and true user effort. We also
investigated situations in which each identification option performed best.

5.1 Data Sets

We use two data sets. The first comprises 174 Wikipedia articles of randomly
selected countries obtained from a publicly available listing of countries. We
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simulated the Web page evolution process by retrieving the edit history of each
article and extracting versions from this edit history. The country articles’ edit
histories are retrieved in the period from July 1, 2006 to December 31, 2006.
The second set consists of only one article about FIFA World Ranking3. The
edit history used is from July 1, 2004 to December 31, 2006.

5.2 Experiment Setup

We applied the proposed models and evaluation metrics to measure the perfor-
mance in three cases: monitoring changes for metadata derived from the infor-
mation box tables of country articles, monitoring changes for metadata derived
from sentences in the Economy paragraph of the country articles, and monitoring
changes for metadata derived from the FIFA standings table.

Experiment 1: Information box table of country articles. In this experi-
ment, we built metadata record for each country. Each metadata record consists
of 15 attributes whose values are derived from the information box table. The
attributes were selected so that the 1st versions of most articles contain them.
For those articles that cover less than 15 attributes, we just used a subset of
these attributes that appear in the article’s first version. Our statistics showed
that there were no articles contain less than 12 attributes in their first version.
The identification options shown in Table 2 were used, in which Content Region
1 is “Information box” and Content Region 2 is “a cell in the information box”.

Experiment 2: Sentences in Economy paragraph of country articles. In
this experiment, we built one metadata record for each country. Each metadata
record contains one attribute which was derived from the third sentence in the
first version of the Economy paragraph. The identification options are shown in
Table 2 where Content Region 1 is “Economy Paragraph” and Content Region
2 is “the third sentence in the first version of the Economy paragraph”.

Experiment 3: FIFA standings table. In this experiment, we built one meta-
data record with eight attributes corresponding to the position of 8 football
teams in the standings table. The identification options are shown in Table 2
where Content Region 1 is “Standings table”, and Content Region 2 is “a cell in
the standings table”

For the cases of floating context in all the 3 experiments, we used the context’s
signature patterns to locate content region 1.

5.3 Experimental Results

Table 3 shows the averaged total alerts and true user efforts for different identi-
fication options of the three experiments.

Experiment 1: Information box table of country articles. As shown in
Table 3, Options 5 and 7 gave the least number of alerts (60). Both options
assigned the information box as context and each info box cell as a key element.
3 http://en.wikipedia.org/wiki/Fifa world rankings

http://en.wikipedia.org/wiki/Fifa_world_rankings
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Table 2. Identification options for experiments

Option Context Context location Key element Key element location

Opt 2: Full Web pages Fixed location Content region 1 Fixed location

Opt 3: Full Web pages Fixed location Content region 1 Floating location

Opt 4: Content region 1 Fixed location Content region 2 Fixed location

Opt 5: Content region 1 Fixed location Content region 2 Floating location

Opt 6: Content region 1 Floating location Content region 2 Fixed location

Opt 7: Content region 1 Floating location Content region 2 Floating location

Opt 1: No monitoring models are deployed.

Table 3. Experimental Results

Experiments Metrics Opt 1 Opt 2 Opt 3 Opt 4 Opt 5 Opt 6 Opt 7
Exp 1 Total Alerts 823 103 103 165 60 165 60

(823 versions) True User Effort (MB) 38.07 4.48 4.57 0.65 0.68 0.659 0.68

Exp 2 Total Alerts 823 37.4 37.6 41.9 41 31 30
(823 versions) True User Effort (MB) 38.07 1.78 1.70 1.78 1.80 0.81 0.82

Exp 3 Total Alerts 1113 241 241 588 116 588 116
(1113 versions) True User Effort (MB) 23.47 0.35 0.41 0.22 0.06 0.22 0.06

Option 5 considered fixed context and Option 7 considered floating context.
Their numbers of alerts were much smaller than that caused by not using the
proposed metadata monitoring model.

In terms of user effort, it turns out that Option 4 was the best instead of
Options 5 and 7. It is because fixed context, fixed key element always help to
visually guide the metadata owner to the new context or key element more easily,
thus reducing the efforts in metadata attribute updating.

Experiment 2: Sentences in the Economy paragraph of country arti-
cles. It is shown that Option 7 (floating paragraph, floating sentence) returned
the best result in terms of total number of alerts. Option 7 also had better result
than Options 2,3,4 and 5 and slightly better than option 6.

In terms of true user effort, Option 6 (floating paragraph, fixed sentence) was
the best. This option reduced the effort very significantly compared with no
monitoring. This option also halved the amount of user efforts for Options 2,3,4
and 5. It also had a slightly better result than Option 7.

Experiment 3: FIFA standings table. As shown in Table 3, Options 5 and 7
returned the best results in terms of number of alerts. They help to reduce the
number of alerts very much. We also notice that the options of assigning Web
page as context and standings table as key element (Options 2 and 3) generated
smaller number of alerts than the options of assigning standings table as context
and cells as key element with fixed key element (Options 4 and 6). This is because
in Options 2 and 3, any important change alerts once to the metadata owner
while in Options 4 and 6, the same change may be alerted more than once if
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there are more than one metadata attribute monitored. However, in terms of
true user effort, Options 4 and 6 had better results as alerts in these options
already contain information to reduce maintenance effort.

In terms of user effort, the best options in this experiment were also 5 and 7.
The use of these options helps to reduce effort of Option 1 by 372.8 times.

6 Conclusions

As Web increasingly becomes the preferred source of information, it is necessary
to create and maintain metadata for useful Web content. This paper introduces
the KeC model to reduce the maintenance effort by tracking only the relevant
content regions in Web pages. With various identification options provided, a
metadata owner can select the most appropriate key element and context speci-
fications and identification options for the monitored data. This paper also intro-
duces some evaluation metrics to measure the performance of proposed models
by the number of alerts generated and the user’s maintenance effort. We con-
ducted some experiments on three different Web metadata monitoring scenarios.
The results showed that our proposed KeC model significantly reduced the num-
ber of alerts as well as the amount of user effort. The proposed KeC model has
been implemented in the Web metadata monitoring subsystem of G-Portal, a
digital library system for geography education.
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Abstract. This paper presents a novel approach to model-driven de-
velopment of Digital Library (DL) systems. The overall idea is to allow
Digital Library systems designers (e.g. information architects, librarians,
domain experts) to easily design such systems by using a visual language.
We designed a Domain Specific Visual Language for such a purpose and
developed a framework supporting it; this framework helps designers by
automatically generating code for the defined Digital Library system, so
that they do not have to get involved into technical issues concerning its
deployment. In our approach, both Human-Computer Interaction and
Computer Supported Collaborative Work techniques are exploited when
generating interfaces and services for the specific Digital Library domain.

1 Introduction

Digital Libraries are complex information systems involving many different areas:
Library and Information Science (LIS), Information Retrieval (IR) and Human-
Computer Interaction (HCI), to name a few. Google books, the ACM Portal, or
Springer on line are examples of Digital Libraries that we use on a dayly basis.
But from the designer point of view, there is a need for case tools or modeling
support for describing not only the contents but also the interactions and the
collaboration work that can happen within such complex systems. For example,
scenario or activity-based approaches can be mutuated from HCI in order to
model the society of users cooperating within a Digital Library. For example, a
scenario can happen in which users have to concurrently access the same docu-
ment to contribute to its tagging, or to provide advanced services through shared
content. Indeed, services like: cross-references, focus groups on special subjects,
deployment of collective tagging can be of great interest to Digital Libraries
users. Moreover, there are mainly two categories of designers involved in such
systems: Librarians and Information Scientists, plus Software engineers (experts
in various fields from Information Retrieval to Database Management Systems).
These categories of users are generally in contrast when deploying Digital Li-
braries. Librarians are the domain experts able to deal with faceted categories
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of documents, taxonomies and document classification, while engineers usually
concentrate on services and code development. With our framework, we aim to
propose an approach that is suitable for both, allowing librarians to categorize
and model the documents as well as their collections, and software engineers to
focus on service development and requirements. The paper is organized as fol-
lows: Section 2 presents an overview of the definitions of Digital Library systems
and previous work relevant to the presented approach. Section 3 is about mod-
elling Digital Libraries environments considering a model-driven approach for
collaborative work scenarios. Section 4 explains the elements of the meta-model
at the core of our work. Section 5 illustrates a working example of a Digital
Library automatically generated by our framework, and describes more general
applications, while Section 6 draws the conclusion and discusses future works.

2 Background and Related Work

There are many definitions of DLs; for example the Delphi study by Kochtanek
et. al. [1] of digital libraries coalesced a broad definition: organized collection
of resources, mechanisms for browsing and searching, distributed networked en-
vironments, and sets of services objectified to meet users’ needs. The Presi-
dent’s Information Technology Advisory Committee (PITAC) Panel on Digital
Libraries treats digital libraries as the networked collections of digital text, doc-
uments, images, sounds, scientific data, and software, that make up the core
of today’s Internet and tomorrow’s universally accessible digital repositories of
all human knowledge. Underlying all these definitions there is a consensus that
digital libraries are fundamentally complex. Such complexity is due to the inher-
ently interdisciplinary nature of this kind of systems. Digital libraries integrate
findings from disciplines such as hypertext, information retrieval, multimedia
services, database management, and human-computer interaction [2]. Designers
of digital libraries are most often library technical staff, with little to no formal
training in software engineering, or computer scientists with little background in
the research findings of information retrieval or hypertext. Thus, digital library
systems are usually built from scratch using specialized architectures that do not
benefit from digital library and software design experiences. Wasted effort and
poor inter-operability can therefore ensue, raising the costs of digital libraries
and risking the fluidity of information assets in the future. Formal models and
theories are crucial to specify and clearly, understand the characteristics, struc-
ture, and behavior of complex information systems. It is not surprising that most
of the disciplines related to digital libraries have underlying formal models that
have properly steered them: databases, information retrieval [3,4], and hyper-
text and multimedia [5]. Furthermore, formal models for information systems
can be used for the design of a real system, providing a precise specification of
requirements against which the implementation can be compared for correct-
ness. Currently, there is a huge bibliography on digital libraries, while there are
only a few papers dealing with DL within CSCW environments. The Digital
Libraries Group at Universidad de las Americas-Puebla (UDLA - Mexico) [6]
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introduced the concept of personal and group spaces which are relevant in a
CSCW domain in the DL system context. Users can share information stored
in their personal spaces or share their agents for allowing other users to per-
form the same search on the document collections in the DL. In [7], the authors
describe a formal foundation theory, on digital libraries, called 5Ses based on
the following concepts: streams, data structures, spaces (for the resource space),
scenarios, societies. This approach is an evidence of a good modeling endeav-
our but it doesn’t specify formally how to derive a system implementation from
the model. In the CRADLE framework we chose the E/R formalism, mainly for
two reasons: it is powerful and general enough for describing digital libraries’
models (at least it is frequently used for modeling DBMS applications which
are foundations for digital libraries) [8], and is supported by many tools as a
meta-modeling language. Although most approaches to entity-relationship mod-
eling do not deal deeply with dynamic aspects, because the entity-relationship
approach is used for modeling static structure it ought not to be separated from
the behavior alone. Temporal entity-relationship extensions [9] add dynamic as-
pects to the entity-relationship approach, but most of them are not directed to
object-oriented approaches. Recently, the advent of object-oriented based tech-
nology calls for and demands information systems design approaches and tools
resulting in object-oriented systems. These considerations drove the research
towards modeling approaches like the Unified Modeling Language (UML) [10].
Since UML metamodel is specified by a combination of UML class diagrams (ab-
stract syntax), OCL (well-formedness rules) and English (detailed semantics), it
lacks the rigor of a language precisely defined using formal language techniques.
The imprecision of the UML specification has undesirable consequences for users,
since engineers might use implementation decisions that are inconsistent with
the specification and other implementations.

3 Modeling Collaborative Scenarios in Digital Libraries

Our approach generates code from tools built after modeling a digital library
(according to the rules defined by the proposed meta-model); we use an auto-
matic transformation and mapping from model to code so as to generate software
tools for a given digital library model. We call our methodology Cooperative-
Relational Approach to Digital Library Environments (CRADLE model).
In CRADLE, the specification of a digital library encompasses four complemen-
tary dimensions: 1. multimedia information supported by the DL (Collection
Model); 2. how that information is structured and organized (Structural Model);
3. the behavior of the DL (Service Model); and the different societies of actors;
4. groups of services that act together to carry out the DL behavior (Societal
Model). Initially, a DL designer is responsible for formalizing a conceptual de-
scription of the digital library using the meta-model concepts. This phase is
normally preceded by an analysis of the DL requirements and characteristics
(Figure 1a). Model specifications in CRADLE are then fed into a DL generator
(written in Python for ATOM3 [12]), to produce the tailored DL, suitable for
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specific platforms and requirements (Figure 1b). We chose ATOM3 for its meta-
meta-model specification which describes the basic elements that can be used to
design a meta-model modelling formalism. If newer concepts and structures need
to be introduced, they can be modelled at a meta-meta-level. The advantage of
the AToM3 approach is the flexibility that can be achieved. In fact, by adopting
the model of a modelling formalism, and automatically generating a prototype
of the modelling environment, design choices can be rapidly evaluated. These are
built upon a collection of stock parts and configurable components that provide
the infrastructure for the new DL (Figure 1c). This infrastructure includes the
classes of objects and relationships that make up the DL, and processing tools to
create/load the actual library collection from raw documents, as well as services
for searching, browsing, and collection maintenance. Finally, the LibGen module
(Figure 1d) generates tailored DL services code stubs by composing and special-
izing components from the component pool. CRADLE is in its alpha version but
we have already used it to build pilot systems and prototypes.

Fig. 1. The CRADLE scheme

Most of the CRADLE model primitives are defined as XML based elements,
which can enclose other sublanguages that help define DL concepts. The XML
User Interface Language (XUL) is used to represent appearance and visual in-
terfaces [13], while the XDocLet [14] (also XML based) standard is used for
deploying service templates.

4 The Cradle Meta-model

In the CRADLE formalism, the specification of a DL, includes: multimedia
documents supported by the DL - Collection Model; how that information is
structured and organized - Structural Model; the behavior of the DL - Service
Model; and the different societies of actors and groups of services that act to-
gether to carry out the DL behavior - Societal Model. In our approach a society
is an instance of the CRADLE model defined according to a specific collabo-
ration framework in the digital library domain. A society is the highest-level
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component of a digital library, which exists to serve the information needs of
its set of actors and to describe the context it is used in. Digital libraries are
used for collecting, preserving, and sharing information artefacts between so-
ciety members. In fact, cognitive models for information retrieval [15,16], for
example, focus on users information-seeking behavior (i.e., formation, nature,
and properties of a users’ information need) and on the ways in which infor-
mation retrieval systems are used in operational environments. After carefully
reviewing literature on digital libraries topics, we selected basic entities among
the facets from the categorizations presented in [7]. In fact, in the digital library
context, we can model actors as the users of digital libraries. Actors interact
with the DL through services (interfaces) that are (or can be) affected by the
actors preferences and messages (raised events). Another class selected from
the proposed study are Activities. Activities within cooperation digital libraries
consist of: collecting, creating, disseminating, evaluating, organizing, personal-
izing, preserving, requesting, and selecting. All these activities can be described
and implemented using scenarios and appear in the DL setting as a result of
actors using services (thus societies). Digital libraries can contain repositories
of documents (Components), information, data, metadata, relationships, logs,
annotations, and user profiles, all of which are interpreted as distinct types of
digital objects, according to their specific structure, metadata, and relation. The
Socio-economic class represents what surrounds the DL. This facet is mainly re-
lated to the societal aspects of the DL and their interactions abstracting aspects
surrounding the DL such as: policies, economic issues, standards, and organi-
zational attributes. Finally, the Environment class defines the context a DL is
embedded in. The environment involves a set of spaces (e.g., the physical space,
or a concept space defined by the words of a natural language) that defines the
use and the context of a DL.

In a previous paper [17] we presented an early model called SADDLE, which
had limitations with respect to the complexity of the Digital Libraries which
could be developed with it, due to the incomplete specification of some ele-
ments. In the new meta-model presented here, we introduced for instance the
notion of Document detached from (but related to) to the Collection and intro-
duced a mechanism for managing the responses to events, as described in the
following paragraph. In the CRADLE model, a Society is a group space made
of several personal spaces, and, agents are modeled as services interacting with
actors and collections (resources). The idea of personal and group spaces and
agents is interesting and stimulating; nevertheless a concurrent and cooperative
task model should be included in digital libraries both for managing services
(synchronous/asynchronous) interactions and for specifying operative scenarios
as we describe in the following paragraph. This means that the CRADLE ap-
proach aims at filling the gap to support models for the design of user interface
and interaction among collaboration in digital libraries systems. The meta-model
in Figure 2 includes the basic entities:

– The Actor entity has three attributes: Role, Status and Events.
• Role: a description of the role (i.e. librarian, server,)
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Fig. 2. The CRADLE meta-model with the E/R formalism

• Status: None (N.A.), Active (present in the model and actively generat-
ing events), Inactive (present in the model but not generating events),
Sleeping (present in the model and awaiting for a response to a raised
event)

• Events: describes a list of events that can be raised by the Actor, or
received as response message from a Service (which is treated as an
event by an Actor). Examples of events (for a library environment) can
be: borrow, reserve, return, etc.

– The Service entity has four attributes: Name, Sync, Events, Responses.
• The Name attribute is a string representing a textual description of the

service.
• The Sync attribute states whether the service employs a synchronous

or asynchronous communication, and has two possible values: wait (syn-
chronous) or nowait (asynchronous).

• The Messages attribute is a list of messages that can trigger actions
among services (tasks); for example valid or not valid in case of a parsing
service.

• The Responses attribute contains a list of response messages that can
reply to raised events; they are used as communication mechanism among
actors and services.

– The attributes of Collection are: Name and Documents; Name is a string
which specifies the logical name of the Collection, while Documents is a list
of couples made of Document name and Document Label (a pointer to the
Document entity).
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– In the Document entity two different attributes are present: Label and
Structure.

• The Label defines a textual string which can be referenced by a Collection
entity. We can view it as a document identifier, specifying a class or a
type of documents.

• The Structure defines its semantics and area of application. For example,
any textual representation can be seen as a set of characters, so that text
documents, such as scientific articles and books, can be considered as a
structured set of elements.

– Structures are represented as graphs and the Struct entity (a vertex) contains
four attributes: Document, Id, Type, Values.

• The Document attribute is a pointer to the Document entity the struc-
ture refers to.

• The Id is a unique identifier for structures elements.
• The Type attribute takes three possible values: Metadata, Layout, and

Item. Metadata indicates that the structural element is a content descrip-
tor, for instance title, author, etc. Layout indicates that the structural
element is mapped on a layout, such as: left frame, columns, header, etc.
Item indicates a generic structure element that can be used for extending
the model while keeping it general.

• The Values attribute is a list of single or multiple values the structure
element can take; it describes the element content, like for instance title,
author, etc.

The Relationships between the entities shown in Figure 2 are quite self-
explanatory. Actors interact with Services by an event-driven communication
model. Services are connected to each other by synchronous or asynchronous
messages (send and reply). Services can perform operations (like: get, add and
del) on Collections and these operations return Collections of Documents as re-
sults. Documents are contained in Collections and Struct elements are connected
to each other as nodes of a graph representing metadata structures associated
to documents. In the next section we present a basic example of how to use our
framework to generate a simple Digital Library.

5 Generating Digital Library Environments

As a first step in designing the DL environment in the CRADLE framework, de-
signers model the Society involved in the specific scenario. We define a running
example, called Library, modeling a simple digital library environment to show
the overall process, starting from the basic entities of the model. The Actors
(represented by circles) involved in this Library are: Students and Librarians.
The digital library Collection (represented by multiple rectangles) consists of
Digital Paper Documents structured with Publication, Author and Title meta-
data information (Struct entities). There are two basic services available in this
example, the Front Desk and the Search services. The Front Desk is respon-
sible for managing communication between Students and Librarians, while the
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Search service executes queries on the digital library. In Figure 3, the CRADLE
environment is shown together with the defined entities. The rectangles render
the Services appearance, while the single rectangle connected to a Collection
represents a Document entity; the circles linked to the Document entity are the
Struct (metadata) entities. The represented scenario is about a Student trying
to borrow a Paper from the Library; she interacts with the Front Desk ser-
vice requesting a paper and obtaining a response message about its availability
within the digital library. The Front Desk service is asynchronous (see Section 4)
and forwards the borrow request (Borrow Request) to the Librarian actor. The
Librarian sends a Doc Request message to the Search service (Do Search). The
Search service is synchronous (see Section 4). It queries the document collection
looking for the requested document and waits for the get result (a collection
of documents) to send the response back. The service returns an Is Available
boolean message which is then propagated as a response to the Librarian and
eventually to the Student (see Figure 3).

Fig. 3. Starting the code generation process by transformation execution

When the library designer has built the model, if the execute transformation
menu item is selected, the framework runs the transformation process, executing
the code generation actions associated with the entities and services represented
in the model. The user interface generation occurs according to the XUL and
XDocLet templates and the entities defined in the model. In this example the
generated UI is presented in Figure 4.

The generated UI is based on the template code, enriched with information
from the modeled entities. On the right side of Figure 4(A) the document area
is presented according to the XUL template. Documents are managed in this
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Fig. 4. The UI generated by CRADLE transforming the Library model in XUL code

area according to their MIME type; in this example, since the documents are
PDF files, they are loaded with the appropriated Acrobat Reader plug-in. On
the left column of the UI are three basic boxes. The Collection box, Figure 4(B),
presents the list of documents contained in the Collection specified by the Docu-
ments attribute of the Library Collection entity, and allows users to interact with
documents. After selecting a document by clicking on the list, it is presented in
the document area (Figure 4(A)) where it can be managed. In the MetaData
box, Figure 4(C), the tree structure of the metadata is depicted according to
the metadata categorization modeled by the designer. The XUL template con-
tains all the basic layout and action features for managing a tree structure. The
generated box contains the parent and child nodes according to the attributes
specified in the corresponding Struct elements included in the model. The user
can click on the root for compacting or exploding all the tree nodes, and by
selecting one, the UI activates the MetaData operations box, Figure 4(D). After
the selected metadata item is presented in the ”set MetaData Values” box, the
user can edit its values and by clicking on the ”set value” button save this infor-
mation. Not only does the ”set value” operation save the metadata information,
but it also displays it in the intermediate box (tree-like structure) for changing
the UI visualization according to the new values. The code generation process for
the designed services is based on the XDoclet templates. The CRADLE frame-
work generates the code for the messages and events as designed in the Library
model. In particular, for the Front Desk service, a message listener template is
used to generate the Java code. The Actors classes are also generated by using
the services templates since they have attributes, events and messages just like
the services. The Do Search service code is based on the producer and consumer
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templates since it is synchronous by definition in the modeled scenario. The over-
all code generation process is based on template code snippets generated from
AToM environment; the ATomM graph transformation engine works following
the generative rules specified by our meta-model. To generate the tree structure
for the metadata, the Transformation action is invoked and some Python code is
executed loading XUL section templates from external files; exploring the meta-
data tree in the visual model with a breadth-first search and attaches the XUL
code for displaying the Struct node in the appropiate position within the graph
structure in the visual interface according to the metadata String specified in the
model. Summarizing, in the CRADLE approach the code generation process is
based on templates provided for basic interfaces, services and actors behaviors.

We have explored a variety of personal and group interfaces and environments
to place the digital collections wealth at the user’s disposal. For instance, we
considered the case of an international scientific conference management with
all the roles played by the chairs and committees in reviewing and accepting (or
rejecting) different kinds of documents. Figure 5 shows en extract of a detailed
conference model view in the CRADLE framework.

Fig. 5. Extract from the CRADLE visual model for the reviewing process in an aca-
demic conference environment

As shown in Figure 5, the Committee actor (this is an example of a generic
Committee that can change depending on the task purpose), by using the Re-
view service, uploads the reviewed papers (Figure 5(1)) in the Paper Collection,
populating the corresponding metadata (Figure 5(2)): Title, Author, Mark (rep-
resenting the review synthesis, e.g. fair, poor, good, etc.). Among the Program
Committee actor duties is the management of the submitted reviews (get other
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Committees’ reviews) and making the final decision for acceptance and form
of publication (short or full papers). The Program Committee actor gets the
submitted reviews using the Get Review service and select the type of publica-
tion, e.g. short or full by invoking the TypeSelect service (Figure 5(3)). Finally,
documents are uploaded into the different collections with their basic metadata
(Figure 5(4)): Title, Author, Keywords. Some components are ready to be incor-
porated into regular user activities (searching, browsing, tagging), others are at
different stages of development, from preliminary prototypes to usability testing.

6 Conclusion and Future Work

Summarising, Digital Libraries (DLs) are extremely complex information systems
that integrate findings from disciplines such as hypertext, information retrieval,
multimedia services, database management, and human-computer interaction.
Designers of DLs are often multidisciplinary teams, which include library tech-
nical staff and computer scientists. Wasted effort and poor inter-operability can
therefore ensue (raising the costs of DLs and hindering the fluidity of information
assets). Examining the related bibliography we noted that there is a lack of tools
or computer-aided systems for designing and developing Cooperative DL systems.
Moreover, there is a need for modeling interactions among DL systems and users
(as proposed in the HCI field) such as: scenario or activity-based approaches.

The CRADLE framework aims to fill this gap by providing a meta-model
based approach for generating visual interaction oriented tools for DLs. We
experimented with it within a group of graduate students from the School of
Library and Information Science (Scuola Speciale per Archivisti e Bibliotecari
- SSAB), at University La Sapienza of Rome, Italy. They are trained as librar-
ians and information architects and thus their help was crucial in developing
our approach. Moreover, we involved some graduate students from the Com-
puter Science Dept. at University La Sapienza of Rome, Italy, who worked as
the service engineers. The early results (with documents in Italian) were very en-
couraging but further investigation is needed. In fact, recently, AToM3 has been
provided with the possibility to describe multi-view DSVLs, such as the UML or
VisMODLE formalism to which this work directly contributed [18]. The XML
User Interface Language (XUL) is used to represent appearance and visual inter-
faces. It is a language derived from XML that describes user interfaces. XUL is
not a public standard yet, but it uses many existing standards and technologies
which make it easily readable for people with a background in web programming
and design. The main benefit of XUL is that it provides a simple definition of
common user interface elements (widgets). This drastically reduces the software
development effort required for visual interfaces, which has represented the basic
motivation for interpreting it in the CRADLE framework. These are notations
made of a set of different diagram types, each one describing a different aspect
or viewpoint of the system, and are suitable for the future enhancements of our
framework.
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Abstract. Intelligibility, evolution and emulation are some of the key
notions for digital information preservation. In this paper we define for-
mally these notions on the basis of modules and inter-module depen-
dencies. Subsequently, we discuss how we can handle the evolution of
modules and dependencies. This work can be exploited for building ad-
vanced preservation information systems and registries.

1 Introduction

Modern society and economy is increasingly dependent on a deluge of only dig-
itally available information. The preservation of digital information within an
unstable and rapidly evolving computing environment is a challenging problem
of prominent importance. [8] proposed tackling this problem on the basis of the
notion of dependency. In this paper we adopt the same abstract notion of module
and dependency but in a more expressive framework. We formalize the concept
of intelligibility of digital objects and we extend the model with emulators. As
preservation is an endless process, we also focus on the evolution of dependen-
cies and describe change operations and notification services. This work can be
exploited for building advanced preservation information systems and registries.

2 Dependencies and Dependency Graphs

2.1 Definitions and Notations

An archive’s digital collection consists of a set of objects, containing all the
data objects in the archive, as well as of a set of modules (or components)
needed for understanding/executing/managing such objects. In this paper, we
adopt a very general interpretation of the term module. It can be a software or
hardware module; it could also be a knowledge model expressed either formally
or informally, explicitly or tacitly; it could even be a digital object describing how
another module functions (e.g., a manual). For instance, it could be an English-
To-Greek dictionary that is useful for a Greek-speaking person to understand a
piece of text written in English, or an ontology that is useful for understanding
the contents of a metadata file. Thus, the distinction between digital objects
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and modules is often vague, so, we will keep our terminology simple by using
the term module to refer to both modules and objects.

There is no standard method for defining what a module is, as we may have
modules of various levels of abstraction. An element modeled as one module
could in fact correspond to a large number of interconnected finer modules,
depending on the level of detail that we are interested at and/or is useful for the
application at hand. Similarly, a software module replicated in several places can
be viewed as a single module, or as a compound module consisting of a number
of replicas, either of which needs to be intelligible. Finally, complex modules,
e.g., a web page, may consist of images, text etc, and could be viewed as a single
module, or as many, all of which should be intelligible.

Modules (or objects) may require the availability of one or more other modules
in order to function (or be understood). We can model this using a dependency
relation, denoted by >, where t > t′ means that t depends on t′, e.g., it may mean
that t cannot function without the existence of t′. In principle, t′ also depends on
some other module an so on, and such dependencies may continue indefinitely,
as probably nothing in this world is self-existent. Nevertheless, depending on the
application, we may consider some modules to be understandable by all users of
a digital archive; such modules will be called primitive.

Modules, in general, do not depend on one module but many. Consider for ex-
ample a file README.TXT written in English; the intelligibility of the file depends
on the availability of a suitable text editor (e.g., Notepad), plus a good under-
standing of the English language by the reader. This can be modeled using two
dependencies of the form tREADME > tNOTEPAD, tREADME > tENG. This pair
of dependencies has conjunctive semantics, in the sense that tREADME requires
both tNOTEPAD and tENG in order to be understood.

In other cases, dependencies could have disjunctive semantics; for example, the
above file can be read using, e.g., Wordpad, even if Notepad is not available. To
capture this kind of semantics, we will generalize our notations, by defining the
concept of the generalized module, which is just a set of modules (e.g., {t1, t2}).
A generalized module is interpreted disjunctively, in the sense that {t1, t2} means
“either t1, or t2”. Standard modules can be captured using singleton sets, e.g., {t}.

Generalizing our notations, we will henceforth use > to denote the dependency
relation between generalized modules. This way, the dependency {tREADME} >
{tNOTEPAD, tWORDPAD} means that the intelligibility of the module tREADME

depends on the availability of at least one of tNOTEPAD, tWORDPAD.
Thus, there are two basic dependency types. The first is conjunctive depen-

dencies, which are useful when there are some modules (e.g., t1, t2, . . .) which
are all necessary for the intelligibility of a module t; this type is modeled us-
ing a number of different dependencies, i.e., {t} > {t1}, {t} > {t2}, . . .. The
second is disjunctive ones, used when t requires the existence of at least one of
t1, t2, . . . for its intelligibility; this type is captured using generalized modules,
i.e., {t} > {t1, t2, . . .}.

The above basic types allow us to model many different types of dependen-
cies, including quite complex ones. For example, if we want to model that
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“the readability of tREADME depends on the existence of tENG, and either
tNOTEPAD or tWORDPAD”, we can capture it using the pair of dependencies
{tREADME} > {tENG} and {tREADME} > {tNOTEPAD, tWORDPAD}. A more
difficult case is if we want to model that “the readability of tREADME depends
on either knowledge of English (tENG), or knowledge of Greek (tGR) and an
English-to-Greek dictionary (tENG2GR)”; this would require the extra step of
transforming this description into the equivalent one: “tREADME depends on
either tENG or tGR and either tENG or tENG2GR”, which can be captured using
the pair: {tREADME} > {tENG, tGR} and {tREADME} > {tENG, tENG2GR}1.

We now have all the necessary ingredients for the formal definition of our
model. We denote by T the set of all modules (which include digital objects as
well); a generalized module, also called a node, is any set S of modules (S ⊆ T ),
interpreted disjunctively. Thus, the set of all generalized modules is just the
powerset of T , denoted by 2T . A dependency relation is a binary relation >⊆
2T × 2T ; the notation S1 > S2 implies that at least one module of S1 depends
on at least one module of S2. These notions can be more intuitively represented
in a graph Γ = (2T , >), which we will call the dependency graph. Sometimes, it
will be useful to refer to families of nodes, which are conjunctively interpreted
sets of generalized modules, denoted by S; notice that S ⊆ 2T , i.e., each element
of S is a generalized module S (i.e., a set of modules, interpreted disjunctively).

As explained before, certain notions, like module, primitive module, depen-
dency etc are just application-dependent conventions. In the following, we as-
sume that a dependency graph contains (models) all the modules and their
dependency-related information that is important for the application at hand.
Moreover, we make no assumptions as to the properties of > (e.g., acyclic, tran-
sitive etc), as such assumptions may be invalid for certain applications.

2.2 Types of Dependencies

Consider a relationship S1 > S2. We can distinguish the following general cases,
depending on the size of S1:

– |S1| = 1, |S2| ≥ 1 (e.g., S1 = {t1}, S2 = {t21, t22, . . . , t2m}). Here, S1 > S2

means that t1 depends on one of t21, t22, . . . , t2m. Such dependencies will be
called basic.

– |S1| > 1, |S2| ≥ 1 (e.g., S1 = {t11, t12, . . . , t1n}, S2 = {t21, t22, . . . , t2m}).
Here, S1 > S2 means that one of t11, t12, . . . , t1n depends on one of t21, t22,
. . . , t2m. Such dependencies will be called complex.

The above distinction is motivated by our belief that complex dependencies
are artificial and probably not useful in practice. For example, the (complex)
dependency {t1, t2} > {t3, t4} implies that either t1 or t2 depend on either t3
or t4. Most often, this will be just because, for example, t1 (alone) depends on
t3, and t2 (alone) depends on t4. It is hard to find an example where a complex
dependency is not just a consequence of a number of basic ones. Another type
1 This idea is based on the algorithm transforming logical formulas in CNF.
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of dependencies is trivial dependencies. A dependency S1 > S2 is called trivial
iff S1 ⊂ S2. Trivial dependencies can be either basic or complex and they are al-
ways true. For example, {t1, t2} always depends on {t1, t2, t3} because, if neither
of t1, t2, t3 is understandable, then, obviously, none of t1, t2 is understandable ei-
ther. Trivial dependencies could be considered as the counterpart of tautologies
in a logical theory. Finally, dependencies where either S1 = ∅ or S2 = ∅ are not
intuitively useful, as they have no real-world counterpart.

The above observations imply that the only interesting dependencies are those
that are both basic and non-trivial; such dependencies will be called editable. In
the rest of this paper, the symbol > will always refer to editable relations, and
a dependency graph will be assumed to contain only editable arcs.

3 Intelligibility

3.1 Profiles

Now, let us consider a preservation system, say s, which supports a finite number
of users, say u1, . . . , un, by archiving the digital objects that may be of interest
to them, as well as the modules that are useful for their intelligibility. The
related information (dependencies), that is useful for the system to determine
the useful modules is modeled in a dependency graph Γ = (2T , >). This graph Γ
is assumed to capture the (known and interesting) state of affairs regarding the
dependencies between the various models and objects available in the “world”,
and may contain information on modules that are not available to the system
and/or any of its users.

The system s, as well as any of the users u1, . . . , un, are assumed to have
access to some of the modules in T ; the sets of modules that they have access
to are called (system or user) profiles and denoted by Ts and Tui respectively.
Notice that only atomic modules are included in a profile, as it makes no intuitive
sense to say that someone has access to either module t1 or module t2.

3.2 Modules’ Intelligibility, Self-Intelligibility, Intelligibility Gaps

It is often useful to be able to determine whether a user u, with a profile Tu, can
understand a module t ∈ T . Using our definitions, in order for t to be understood,
the modules that it depends upon should be available. To capture this notion,
we define the family of nodes that are directly required for intelligibility, denoted
by req(t), as follows: req(t) = {S ⊆ T | {t} > S}. Given the disjunctive nature
of nodes, in order for t to be understood by u, he must have access to at least
one module from each node S ∈ req(t); that is: S ∩ Tu �= ∅ for all S ∈ req(t).

But this is not enough, because the modules required for understanding t,
should themselves be intelligible (not just accessible) by u. Normally, we can
assume that this is true; if a user can access some module t′, he has probably
taken actions already so as to make t′ intelligible, by importing all the necessary
modules, thus making his profile self-intelligible: Tu is self-intelligible, iff for all
t ∈ Tu and for all S ∈ req(t) it holds that S ∩ Tu �= ∅.
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Using the notion of self-intelligibility, our original question on the intelligibility
of a module t can be answered as follows: if the user’s profile is self-intelligible,
all we need to check is whether S ∩ Tu �= ∅ for all S ∈ req(t). It can be easily
shown that this will be true iff the set Tu ∪ {t} is self-intelligible. In the general
case, we can say that a module t is intelligible by a user u iff there is some profile
Tu

′ ⊆ Tu such that Tu
′ ∪ {t} is self-intelligible.

A module t not being understandable by u, means that there are certain
“missing” modules, which, if added to Tu, will make t intelligible; such modules
are denoted by Missing(t, u) and form an intelligibility gap. Similarly, we can
define Missing(t, s) for the system.

3.3 Algorithmic Aspects

Let’s now see how the above quantities can be determined algorithmically.
Firstly, the algorithm for determining self-intelligibility is trivial and follows from
the definition. Moreover, if Tu is self-intelligible, then, determining whether t is
intelligible by u is equivalent to determining whether Tu ∪ {t} is self-intelligible.

Unfortunately, this technique cannot be applied for a non-self-intelligible pro-
file Tu, because we would have to check the self-intelligibility of Tu

′ ∪ {t} for all
Tu

′ ⊆ Tu; this is not an efficient calculation. To address this problem we reduce
it to the problem of query answering in monadic and negation-free Datalog. For
reasons of space below we just sketch this reduction. If S is a node, we denote
by S∨ the disjunction of all modules in S, i.e., S∨ = ∨t∈St. If t ∈ T , then for
each S such that t > S we can define S∨ and then take the conjunction of these
disjunctions, i.e., for each t we define the logical formula ECNF (t) = ∧t>SS∨.
Let EDNF (t) be the equivalent logical formula in DNF. For each conjunction,
say t1 ∧t2 in EDNF (t) we derive the Datalog rule t(X) : −t1(X), t2(X). Let R(t)
denote the resulting set of rules and R(Γ ) the union of the rules for each module
in Γ . Now for each t ∈ Tu that is primitive, we derive the fact t(Const) where
Const is a constant, and let R(Tu) denote these facts. We use the same constant
Const for each t ∈ Tu. It can be easily proved that if the answer of the query
q = t in the knowledge base R(Γ ) ∪ R(Tu) is not empty, specifically if it equals
{Const}, then t is intelligible by u. Otherwise, it is not intelligible, so it belongs
to the gap. Figure 1, illustrates the reduction with an example. Notice that the
profile Tu = {t1, t2, t4} is not self-intelligible because t1 is not intelligible since
t1 > {t5, t6} and {t5, t6} ∩ Tu = ∅. In this example t is not intelligible by u,
however t8 is intelligible by u. Indeed the answer of the query q = t is empty,
while the answer of the query q = t8 is not empty2.

As Γ is expected to change less frequently than the profiles, we can keep the
rules R(Γ ) stored (to avoid recomputing them); on the other hand, recomputing
R(Tu) is faster, so frequent changes in the profiles should not cause major delays.

Computing Missing(t, u) is more difficult, as, due to the disjunctive nature of
dependencies, there may more than one possible solution. Thus, different criteria

2 Notice that if Tu were self-intelligible, then t would be intelligible simply because for
each S ∈ req(t), we have S ∩ Tu �= ∅.
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t

t1 {t2 t3}

t8

t4

Tu= {t1, t2, t4}

t1

{t5 t6}

t(X):-t1(X),t2(X).
t(X):-t1(X),t3(X).
t8(X):-t4(X),t2(X).
t8(X):-t4(X),t3(X).
t1(X):-t4(X), t5(X).
t1(X):-t4(X), t6(X).
t2(C).
t4(C).

R(Γ)

R(Tu)

Fig. 1. Deciding intelligibility using Datalog

of minimality (e.g., cardinality) could be adopted to select a single solution. This
problem is quite relevant with abduction [2] and is a subject for future research.

4 Emulators

When a module, say t, requires (depends on) a particular module, say t1, which is
not available, we may consider using some kind of emulator, say t2, which would
make t dependent on another, available module, say t3. In this case, we say that t1
(the emulated module) was emulated by t2 (the emulator) and t3 (the emulation
target); the emulator and the emulation target will be collectively referred to as
the emulation scheme and the whole process will be called emulation. Emulation
is a common practice for achieving interoperability in information systems and
can take several different forms (conversion, transformation, translation etc).

In our README.TXT example (Section 2), the module tREADME , which normally
requires knowledge of the English language (tENG), can alternativelybe readusing
tGR (knowledge of the Greek language), provided that we use some translator tool,
or a dictionary tENG2GR, that would translate it in Greek. In this example, tENG

is the emulated module, tENG2GR is the emulator and tGR is the emulation target.
As described in Section 2, the net effect of this emulation process is that

dependencies involving tREADME are captured by the pair: {tREADME} >
{tENG, tGR} and {tREADME} > {tENG, tENG2GR}. Notice that the emulation
process causes tREADME to be no longer dependent on the emulated module
(tENG) alone; also tREADME does not depend on the emulation scheme (i.e.,
the emulator tENG2GR or the emulation target tGR) alone.

In the general case, emulation can take more complex forms: a module t may
depend on a number of nodes, some of which may be replaceable by an emulation
scheme, which may also consist of a number of nodes. Thus, in its most general
form, the “emulated module” and the “emulation scheme” can be families of
nodes, say S1,S2 respectively, but the general idea is the same.

Formally, S2 = {S21, . . . , S2m} will be called an emulation scheme for S1 =
{S11, . . . , S1n} with respect to t iff:

– For all i = 1, . . . , n, it is not the case that {t} > S1i.
– For all i = 1, . . . , m, it is not the case that {t} > S2i.
– For all i = 1, . . . , n, j = 1, . . . , m, it holds that {t} > S1i ∪ S2j .
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In the README.TXT example, we have: t = tREADME , S1 = {{tENG}}, S2 =
{{tENG2GR}, {tGR}}. Emulation schemes are quite useful in preservation be-
cause every user or system that has access to either S1 or S2 will be able to
understand the content of t; thus, whenever some member of the family S1 is
close to becoming obsolete, it makes sense to consider using (or developing) an
emulation scheme for it (with respect to all the interesting modules in our sys-
tem), so as to retain their intelligibility when S1 becomes obsolete. Notice that
this idea can also be used to model migration, where the role of the emulator in
that context is played by the software (module) that applies the migration.

5 Handling Changes

Modules and dependencies may change over time and such changes should be
supported. For this reason we describe a number of operations to handle change;
such operations can be exploited for defining a protocol between a preservation
information system and its users (information providers and consumers).

Following the general trend in fields dealing with changes, we define two gen-
eral classes of operations: atomic and complex [6]. Atomic operations are simple,
fine-grained operations, whereas complex are more coarse-grained operations,
being decomposable into a set of atomic ones. Complex operations usually rep-
resent some intuitive and frequently performed type of change, while atomic ones
represent some trivial change. Atomic operations are used as “building blocks”,
in terms of which more complex operators are built, thus facilitating the defi-
nition of the semantics of a complex change. Moreover, atomic operations allow
the engineer to override the default behavior of some complex change when-
ever necessary. Notice that, in principle, any sequence of atomic operations can
be considered a complex one, so there is no limit on the number of complex
operations that can be defined.

A change operation may cause all sorts of problems upon the related struc-
tures. To avoid this, two conditions must be verified following a change:

1. All related structures should be valid. Valid means that all dependencies (>)
in Γ are editable and refer to nodes from 2T ; moreover, all profiles should
contain known modules only, i.e., modules in T (so: Ts ⊆ T , Tu ⊆ T ).

2. The system’s and users’ profiles should be self-intelligible.

There are several options regarding the correct reaction if one of the above
conditions fail; our policy is the following: if the first condition fails (invalid-
ity), the change should be either blocked, notifying the engineer of the issue, or
some side-effects should be spawned to render the validity condition true (the
exact reaction depends on the type of invalidity); if the second condition fails
(self-intelligibility), a notification should be issued to the engineer and/or the
respective profile owner in order to correct the situation. Non-self-intelligibility
is not handled automatically because (a) it is not a very severe problem and
(b) there is no single way to restore it, so whatever automatic method we may
devise is potentially problematic for certain applications.
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5.1 Atomic Changes

Atomic changes should handle changes in modules and dependencies. For mod-
ules, we should consider addition and deletion in each of T , Ts, Tu; only the
addition and deletion of atomic modules is considered, as it makes no sense to
add (or delete) a generalized module (e.g., {t1, t2}). Regarding dependencies,
for reasons explained in Section 2, only editable dependencies will be amenable
to change, so we consider the addition and deletion of editable dependencies
from the graph Γ . This gives a total of 8 atomic operations to consider. All
other operations, including replacement, will be handled by complex operations
(see subsection 5.2). Table 1 shows the change operations (atomic and complex)
considered in this paper and where each one is applied.

Table 1. Change Operations

Operation Applicable on

T Ts Tu

Add Mod(t) • • •
Del Mod(t) • • •
Add Dep(t, S) •
Del Dep(t, S) •
Replace Mod(t1, t2) • •
UpgradeBackComp Mod(t1, t2) •
AddEmulScheme(t,S1, S2) •

Adding modules to the model (Add ModT(t)). This operation is applica-
ble when a new module is created, or when we learn the existence of a module
that was previously unknown; in such cases, a new module (t) is added in T .
This operation cannot cause invalidity or self-intelligibility problems (so it has
no side-effects). It is rarely executed alone; usually, the new module will be asso-
ciated with a number of dependency arcs with other (generalized) modules, but
this kind of information should be added separately, using other operations.

Adding modules to a profile (Add Mods(t) and Add Modu(t)). These
operations are used in order to add a new module (t) in Ts or Tu. They may cause
invalidity if t is not already part of the model (t /∈ T ). Should this be the case, the
operation is blocked and the engineer is notified in order to take proper action.
The alternative option to deal with this problem would be to automatically add
t to T ; this may in fact seem more attractive. However, we chose otherwise
because the addition of a new module in T should be authorized by the engineer
and anyway accompanied with a number of dependency additions describing
the dependencies associated with t (otherwise we end up with an incomplete
model). By notifying the engineer on the issue, we invite him to authorize the
addition by introducing the module and the relevant dependencies himself before
allowing the addition of the new module to the profile. These operations may
also cause non-self-intelligibility, in which case the operation should be executed
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normally, but a notification should be issued to the engineer and/or respective
profile owner to correct the situation somehow.

Deleting modules from the model (Del ModT(t)). This operation is ap-
plicable when we spot a modeling error, i.e., when a non-existing module is
modeled in Γ ; it is not applicable to obsolete modules, as such modules should
not be removed from Γ , but from the respective profiles.

This operation may cause invalidity, because there may be dependency arcs
involving the deleted module, or involving a generalized module that includes it;
moreover, the module may belong to some profile. Thus, the following actions
(side-effects) should be taken along with the module deletion, in this order:

1. For each editable dependency of the form {t′} > S, where t ∈ S, S �= {t}
and t′ �= t, add a new dependency {t′} > S − {t} (see operation Add Dep
below). Formally, the executed operation is Add Dep(t′, S − {t}).

2. Delete all editable dependencies of the form {t′} > S where t ∈ S∪{t′} (see op-
eration Del Dep below). Formally, the executed operation is Del Dep(t′, S).

3. Delete module t from the system’s and users’ profiles (see operations
Del Mods and Del Modu respectively below). Formally, the operations ex-
ecuted are Del Mods(t) and Del Modu(t) for all users u, respectively.

4. Upon execution of side-effects (steps 1-3), module t can be deleted from T .

Notice that the removal of t from the profiles (step 3) should be accompanied
with a notification to the respective profile owner that module t was non-existent
and is removed from the model. Normally, this should not be an issue, as no
user could have claimed to have access to a non-existent module, unless he did
so by mistake. Also, note that the fact that other operations (side-effects) are
executed along with Del ModT (t) does not classify Del ModT (t) as a complex
operation, as there is no other atomic operation that can handle step 4 above. An
operation having side-effects is different from an operation being decomposable
into an equivalent sequence of other operations.

Deleting modules from a profile (Del Mods(t) and Del Modu(t)). These
operations are used in order to delete a non-existent or obsolete module (t)
from a profile (Ts or Tu); they may cause non-self-intelligibility, in which case a
notification should be issued after the execution of the operation, as usual.

Adding dependencies to the model (Add Dep(t,S)). This operation is
used to add a new editable dependency ({t} > S) to the model. This operation
is useful when a new dependency is created (e.g., as part of the addition of a
new module), or when we learn about a previously unknown dependency.

Before executing this operation, it should be verified that the dependency to
be added ({t} > S) is editable and that {t} ∪ S ⊆ T , i.e., only already known
modules are used. Should this be the case, the addition of the dependency can
proceed normally, and no invalidities can occur; in a different case, we should
reject the operation, as it would cause an invalidity. Moreover, the addition of
the new dependency could render the system’s and/or some users’ profiles non-
self-intelligible; as usual, this problem is handled by issuing a notification.
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Deleting dependencies from the model (Del Dep(t,S)). This operation
is applicable when we realize that an existing editable dependency is not really
true; it is also useful (as a side-effect) when a module is deleted from T . As
usual, only editable dependencies can be deleted. This operation cannot cause
invalidity or self-intelligibility problems (so it has no side-effects).

5.2 Complex Changes

In this subsection we define a number of complex operations that we consider
useful; as already mentioned, such a list cannot possibly be complete. All opera-
tions will be defined in terms of the atomic operations of the previous subsection;
notice that the order of execution may be important. The various atomic oper-
ations should be performed in a transactional manner, i.e., if one operation in
the list fails, the whole complex operation fails and should be rolled back.

Replacing a module in a profile (Replace Mods(t1, t2) and
Replace Modu(t1, t2)). These two operations are used in order to replace a
module t1 with t2 in Ts or Tu and are especially useful when a particular module
is becoming obsolete and is being replaced (e.g., by a newer version). A replace-
ment consists of a deletion of t1, followed by the addition of t2 in the profile;
the model T is not affected. Any more sophisticated functionality should be
captured using other operations. If t2 is in the respective profile, or if t1 is not,
then the operation is rejected; otherwise the following actions should be taken
to implement these operations:

1. Perform the operation Add Mods(t2) (or Add Modu(t2)).
2. Perform the operation Del Mods(t1) (or Del Mods(t1)).

Upgrading a module with a backwards compatible version in the
model (UpgradeBackComp Mod(t1, t2)). Often, modules (e.g., software
applications) are being upgraded; such upgrades (new versions) are handled as
new modules in our model. However, in many cases, the newer and the older
version of the module share some properties, such as dependency relations. To
save the engineer from the burden of defining such dependency relations when-
ever a new, backwards compatible version of a module is inserted, we offer the
operation UpgradeBackComp Mod(t1, t2).

This operation adds a new module (t2) in T and automatically creates a num-
ber of dependencies involving t2, based on the information on the dependencies
involving t1. In particular, any module depending on t1 should now depend on
t1 or t2; in addition, t2 should depend on all (generalized) modules that t1 de-
pends on. This behavior is justified by the fact that a backwards compatible
version normally depends on the same generalized modules as the older version,
and can be used as an alternative (to t1) way of understanding a module; any
possible deviation from this default behavior should be captured using addi-
tional operations that would restore the desired behavior, overriding the default
one.
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This operation presupposes that t1 is already in T (t1 ∈ T ), while t2 is not
(t2 /∈ T ); if either condition is false, the operation is rejected. Following this
operation, the old and the new version (t1, t2) will coexist in the graph. The
following actions should be taken to implement it:

1. Perform the operation Add ModT (t2).
2. For each editable dependency {t1} > S do: Add Dep(t2, S).
3. For each editable dependency {t} > S, for which t1 ∈ S, do: Add Dep(t, S ∪

{t2}).
4. For each editable dependency {t} > S, for which t1 ∈ S and t2 /∈ S, do:

Del Dep(t, S).

Following the successful execution of this operation, the users (and the system)
should be notified on the existence of a new, backwards compatible version of
t1; this might motivate many users (or the system) to upgrade.

Adding an emulation scheme to the model (AddEmulScheme(t,S1,S2)).
This operation is used to denote that S2 is an emulation scheme for S1 with
respect to t. The structures S1,S2 are, as usual, families of nodes. This operation
automatically determines the relevant dependency changes and executes them,
saving us from the burden of updating all the dependencies manually.

Let S1 = {S11, . . . , S1n},S2 = {S21, . . . , S2m}; it is assumed, as usual, that all
related modules (i.e., t and those in S1,S2) are already in the graph (i.e., that
{t}∪S11 ∪ . . .∪S1n ∪S21 ∪ . . .∪S2m ⊆ T ) and that t depends on the modules of
S1, i.e., {t} > S1i is in the graph for all i = 1, . . . , n. If any of these conditions
is not true, the operation is rejected. After the execution of the operation, S2

should be an emulation scheme for S1 with respect to t. The following actions
should be taken to implement this operation:

1. For all i = 1, . . . , n, j = 1, . . . , m do: Add Dep(t, S1i ∪ S2j).
2. For all i = 1, . . . , n do: Del Dep(t, S1i).
3. For all i = 1, . . . , m do: Del Dep(t, S2i).

Other operations. Apart from the above complex operations, one could con-
sider a number of other operations, such as operations on renaming modules,
replacing dependency relations, or cleaning up the system (referring to the re-
moval of modules that are no longer necessary for the intelligibility of any module
in the system’s profile). Such operations can be defined in a similar way and are
omitted due to lack of space.

6 Concluding Remarks

Recently, there has been a number of theoretical attempts (like [1], [3]), standards
(like OAIS3) and ongoing international projects (like CASPAR4 and PLANETS5)

3 OAIS reference model (ISO:14721:2003).
4 http://www.casparpreserves.eu/
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dealing with digital preservation, indicating a growing interest on the problem
and resulting to the study of several of its aspects, such as the definition of meta-
data and services for preservation, cost-related strategies for data preservation
planning etc.

In this paper, we formalized the notions of profile, intelligibility, emulation
and evolution based on the notion of dependency and described the services
that should be supported by a modern information preservation system. De-
pendency management has been a subject of research in several (old and newly
emerged) areas, from software engineering [4], [9], [10], [11] to ontology engineer-
ing [5], [7]; to the best of our knowledge, this is the first paper that uses these
notions for digital preservation, so it is quite different from other theoretical
attempts on the problem ([1], [3]). Issues for further research include measuring
computational complexity and extending the model with complex dependencies,
composite modules and dependencies of different granularity.
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Abstract. This paper investigates the use of the logical structure in XML 
documents for the retrieval of XML multimedia objects. We study different 
logical levels and their combinations. Our investigation is carried on a purpose-
built test collection based on the INEX test collection. Our findings are the  
followings. First, all logical levels allow discriminating between elements con-
tained in different documents, whereas the lower logical levels allow discrimi-
nating between elements within a same document. Second, combining the  
logical levels improve retrieval performance.  

1   Introduction 

In XML document collections, a multimedia1 object is referenced as an external entity 
in the attribute of an XML multimedia element that is specifically designed for mul-
timedia content. Some textual content can appear within the element, describing  
(or ‘annotating’) the multimedia object itself. The elements that surround the multi-
media element in the document’s logical structure can have textual content that pro-
vides additional descriptions of the object. Therefore, the textual content within a 
multimedia element and the elements in the document’s logical structure can be used 
to calculate a representation of the multimedia object that is capable of supplying di-
rect retrieval of this multimedia data by a textual (or ‘natural language’) query. We 
believe that exploiting the logical structure can play an essential role in providing ef-
fective retrieval of XML multimedia objects. 

The main motivation behind this paper is to investigate the use of the document’s 
logical structure for representing and retrieving XML multimedia objects. This work 
performed extensive experiments to understand how the approach of combining logi-
cally disjointed document parts works, and to demonstrate why we need this logical 
structure for the combination rather than using directly the whole document.  

The paper is organised as follows. In Section 2, we present related work. In  
Section 3, we describe our approach. In Section 4, we describe the test collection built 
to evaluate our approach. In Section 5, we present our experiments and results. Fi-
nally we conclude in Section 6. 
                                                           
1 The work described in this paper was carried out with image objects; nonetheless, the ap-

proach can be applied to any other media.  
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2   Related Work and Background 

The work related to ours is mainly in the area of text-based retrieval of multimedia 
objects, and in particular images. Document parts have been used in a number of web 
image retrieval approaches. [3] investigates the retrieval of images on the web by  
dividing the textual parts of web pages into image caption, neighbouring image cap-
tions, the rest of text in the page, and text in the pages pointing to that page. These 
parts are often combined and different weights (in addition to the standard term fre-
quency and inverse document frequency) are assigned to the terms extracted from dif-
ferent parts. Other approaches combine the textual- and content-based retrieval. In 
[10], the combination is done after a relevance feedback step. Again weights are used 
to emphasise the contribution of the various text parts. In [1], a face recognition sys-
tem and semantic-based retrieval approach are used to analyse the surrounding text of 
facial images to locate person names and determine their degree of association with 
each image. Thus using surrounding “bits” to index images has already been investi-
gating, which is also what our work is doing, but through the exploitation of the XML 
logical structure. 

The work reported in [6] is concerned with collections of images with associated 
descriptions in the form of captions or metadata that were often manually generated 
during for example a cataloguing phase. Even though these descriptions can be semi-
structured (i.e. formatted in XML or MPEG-7), they remain descriptions of the im-
ages. This is different from our work, where the multimedia objects are themselves 
embedded within the logically structured XML content. 

XML-related work was carried out as part of the INEX 2005 multimedia track 
[14]. For instance, [5] used the linear combination of evidence to merge the retrieval 
scores from content-based image retrieval and text-based XML retrieval. Other simi-
lar approaches include [13,12]. However, these were developed for the Lonely Planet 
collection, which, as described in Section 4, is not appropriate for our investigation. 

Approaches in XML text retrieval have exploited the surrounding “bits” (e.g. re-
lated elements) for retrieving XML text elements. For instance, [11] applied the lan-
guage models both at element level and at article (document) level. Then they mixed 
evidence from the two language models to retrieve elements. [9] developed a hierar-
chical language model, taking advantage of the logical structure of XML documents. 
The score used for ranking an XML element was estimated by mixing evidence of the 
element with its parent element. Using surrounding “bits” to represent and retrieve 
XML elements has shown to be beneficial, and this is what is being done in our work, 
but with respect to XML multimedia elements.  

3   Indexing and Retrieving XML Multimedia Objects 

The general idea of our approach is to use the surrounding text to represent the con-
tent of multimedia (or in fact any) XML elements. The XML logical structure, for ex-
ample article-> section->subsection->paragraph, can be interpreted to describe a 
topic->subtopic->sub-subtopic->one aspect. It is reasonable to assume that  
paragraphs in the same subsection are used to describe the subsection’s topic, and 
paragraphs in different subsections but in the same section are used to describe the 
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section’s topic. This would indicate that the text content closer to the multimedia ob-
ject in the document’s logical hierarchy would provide a better description of the mul-
timedia object and thus could produce more accurate representation of the object. 

We divided XML documents into different granularities based on their logical 
structure. We call these granularities regions. For a given multimedia object refer-
enced in a multimedia element, the multimedia element is named the multimedia  
object’s own region, a sibling element to the multimedia element is named its sibling 
region, the parent of the multimedia element is named its 1st ancestor region, etc. 

Figure 1 shows an example. The two <p> elements are the sibling region of the 
<fig> element, the multimedia (in our case image) element, which is the own region. 
The other regions are depicted in the figure. The regions are disjoint from their lower 
level regions so that the regions have no overlapping content with their lower level 
regions. For example, the lightly dashed line area is the 1st ancestor (4rd highest) re-
gion and the thick dashed line area is the 2nd ancestor (3th highest) region. 
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Fig. 1. The logical regions 

A region can be treated as an atomic retrieval unit, like a document, and then any 
standard IR model can be applied to a region just as it might be applied to a docu-
ment. At this stage of our work, we focus on investigating the impact of the XML 
logical structure on retrieving XML multimedia objects. Therefore, we use simple in-
dexing and retrieval methods, where it is straightforward to perform experiments that 
will inform us on the suitability of our approach. For this purpose indexing is based 
on the basic tf-idf weighting and retrieval is based on the vector space model. The 
ranking score of a multimedia element is computed as follows: 

∑
∈

=
or

rro rsvrsv α  
(1) 

where 
rα is a weight assigned to a logical region r, where            . Finally, rsv

r
 is the 

retrieval status value of the region r computed by the vector space model. 
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This approach was previously presented in [7] and an evaluation on a small test 
collection [8] showed the approach to be promising. In particular, it was showed that 
using elements higher in a document’s logical structure works well in selecting the 
documents containing relevant multimedia objects, whereas elements lower in the 
structure are necessary to select the relevant images within a document. However, as 
the evaluation was performed on a very small data set (7864 images and 37 MB text), 
it is necessary to perform a large-scale evaluation to properly validate the proposed 
approach. 

4   Building the Test Collection 

INEX started a multimedia track in 2005 [14]. However, the test collection is not ap-
propriate for the evaluation of our approach due to the following reasons. First, the 
images in this test collection have been organized together in the same parent element 
(the <images> element). Therefore, the logical context of the images within the same 
XML document is almost the same so that it cannot be used to investigate the impact 
of the logical structure on discriminating between the multimedia objects within a 
document. Second, there is no diversity in the depths of the multimedia objects as all 
images are located in the same logical level. Third, it has a relatively flat hierarchy 
(the depth of image elements is 3).  Finally, the test collection is still small in size 
(2633 images contained in 14.5 MB text). As such, this test collection is not suitable 
for a large-scale evaluation of our approach. We therefore built a large test collection, 
where XML text elements are used to simulate multimedia elements2.  

4.1   Methodology 

In [2], a text only document collection is used to test the validity of a cluster-based 
multimedia retrieval approach. Two sets of experiments were carried out. The first set 
compared the cluster-based representations with representations based on randomly 
generated citations. The second set showed that the cluster-based representations  
provided approximately 70% of the retrieval effectiveness of directly indexing the 
original content.  

Our methodology is inspired by [2]: using an XML text collection to validate XML 
multimedia retrieval approach. The retrieval of a multimedia object will be viewed as 
retrieval of a multimedia element. The proposed methodology selects a number of text 
elements from XML documents to simulate multimedia elements, and we refer to 
them as simulated multimedia elements. Based on this, we apply our proposed  
approach to represent and retrieve these elements.  

In an XML document, a multimedia element is an element that has an attribute 
value referencing an external entity (a multimedia object). Therefore, there is no dif-
ference between the retrieval of a text element and the retrieval of a multimedia ele-
ment, especially when the retrieval is based on the representations of surrounding 
texts, i.e. the regions.  

                                                           
2 The INEX 2006 multimedia track provides a large and more suitable multimedia collection. 

We are currently continuing our work with this collection. 
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4.2   The Document Collection, Topics and Relevant Elements 

We use the INEX 2004 text collection, which consists of 12,107 articles, totalling 
494MB in size, where the average depth of an element is 6.9 [4]. The INEX collection 
can be considered an adequately sized data set due to the large number of documents 
and the fact that the elements are distributed in an appropriate tree structure, having 
deep logical relationships. The benefit of using the INEX collection is that we can we 
use its topics and its relevant assessments. 

Our approach is to make use of the regions to represent the content of multimedia 
elements and then apply content-oriented retrieval as defined in INEX based on this 
representation. For this reasons, we use the CO (content-only) topics in INEX, which 
are free-text queries. Our test collection thus contains a subset of the INEX 2004 CO 
topics. 

For this subset of topics (the precise numbers and how the set was selected are de-
scribed below), we need to identify the relevant simulated XML multimedia elements. 
We aim to study how the use of regions impacts on the retrieval of the most relevant 
multimedia elements. Thus, only the highly relevant elements will be considered as 
relevant in our test collection. Relevance in INEX 2004 is defined according to two 
dimensions, Exhaustivity (E) and Specificity (S), each of which is measured on a  
4-point scale: not (0), marginally (1), fairly (2), and highly (3). We define the highly 
relevant elements as those at least highly exhaustive or highly specific. In addition, if 
only highly exhaustive, then the element should be at least fairly specific, and vice 
versa. In summary, only elements that have been assessed as (3,3), (3,2) and (2,3) are 
considered for building the relevant simulated XML multimedia elements, where 
(x,y) stands for (exhaustive value, specificity value). 

We exclude any overlapping elements in our test collection as the real multimedia 
objects would not be overlapping with each other (in INEX, two overlapping ele-
ments, e.g. an element and its parent element, may both be assessed as (3,3) for a 
given topic). To make sure each topic has an appropriate number of simulated rele-
vant elements, we do not select the topics that have less than 10 relevant elements. As 
a result, our test collection has 25 topics, following from [15] who show that to obtain 
any significant results when comparing approaches, at least 25 topics should be used. 
These selected 25 topics have in total 5773 selected relevant simulated multimedia 
elements, on average 231 relevant elements per topic. The maximum depth is 9 and 
minimum depth is 2, with an average of 5.21. 

4.3   Select a Collection of Simulated Multimedia Elements 

The selection of the non-relevant simulated multimedia elements in the test collection 
is done by a random process, performed by traversing the XML document, where 
overlapping elements are excluded. To avoid that the selected elements are contained 
within a small number of documents, whilst other documents have no selected  
elements, the process will select at least 10 elements from each document. The depth 
distribution of selected elements in this process is kept similar to the depth distribu-
tion of the relevant simulated elements. Those selected elements are viewed as irrele-
vant elements as they are randomly selected. In total, the built test collection contains 
143,034 (including the relevant ones) simulated multimedia elements, on average 12 
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elements per document. For simplicity, we will use “multimedia element” instead of 
“simulated multimedia element” in the remaining of this paper. 

5   Experiments, Results and Analysis 

Extensive experiments were carried out using the built test collections to test the use 
of the regions. The title field of 25 selected INEX topics are used as query terms. In 
section 5.1 we present the results obtained using regions from the lowest level up. 
Section 5.2 presents the results using regions from the document root level down. 
Subsequently, in section 5.3, we compared the results using any types of region with 
the element’s self content (own region). In section 5.4, we compare the results using 
combinations of regions with those using the whole document. At last, we present the 
results obtained using a weighted combination of regions in section 5.5. 

In all our experiments, the retrieval status values are calculated according to for-
mula 1. When the representations are composed of single regions, 

rα  =1 (Sections 5.1 

to 5.3). In addition, stop-words were removed and stemming was applied. We report 
the precision values for the 11 standard recall values. In addition, we present the 
Mean Average Precision (MAP) and sometimes the precisions at element cut-off  
(5, 10, 15 and 20). 

5.1   Using Lowest Level Region to Up Level Regions 

These experiments were performed to investigate the use of region levels for retriev-
ing multimedia elements. The results from using the sibling region to the highest level 
region (8th ancestor in this collection) are shown in figure 2. The MAP values ob-
tained using regions from sibling level to 8th ancestor level are: 0.1166, 0.1383, 
0.1900, 0.1828, 0.0807, 0.0196, 0.0047, 0.0067, and 0.0019. 

We can see that effectiveness decreases from the 2nd ancestor level to the highest 
level. This is what we expected, the region closer to a given multimedia element in 
the document’s logical hierarchy produces a more accurate representation of the ele-
ment. However, the MAP obtained with the 2nd (or 3rd) ancestor regions is better than 
that with the 1st ancestor (or sibling) regions. We expected that the 1st level regions, 
which are closer to the multimedia elements in the document hierarchy, should lead to 
better performance than when using 2nd ancestor regions. There is, however, a clear 
explanation why this is not the case. As the regions are disjoint from each other, and 
due to the nested logical structure, the 2nd ancestor regions have more terms than the 
1st ancestor regions (as shown in figure 1). The greater number of terms increases the 
number of matches between a query and the region having more terms, which is why 
2nd ancestor regions led to better performance. 

Therefore, the impact of the regions on retrieval performance could be a balance of 
two aspects. A lower level region offers more accurate representation than a higher 
level region and a higher level region supplies more terms than a lower level region. 
The difference between 1st and 2nd ancestor regions clearly demonstrates this to be the 
case. As presented in table 1 of section 5.3, using 1st ancestor regions produces better 
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Fig. 2. Regions from sibling upwards 

performance at top 20 cut-off values than using 2nd ancestor regions. The higher per-
formance at top cut-off level obtained using 1st ancestor regions is due to them pro-
viding more accurate representations and the higher performance of MAP using 2nd 
ancestor regions is due to them having more terms.  

We observed that the highest levels, the 7th and 8th ancestor level, almost retrieved 
nothing. We found that only 0.09% of the relevant multimedia elements have 8th an-
cestor region and 1.44% of those have 7th and higher level ancestors. This means that 
those not having these level regions will certainly not be retrieved.  

5.2   Using Regions from Document Root Level Down 

This section presents a second set of experiments to investigate the use of regions to 
represent multimedia objects, starting from regions at the document root level and go-
ing down the logical structure. In the built test collection, most of the multimedia 
elements are located in the <bdy> element. Thus, the highest region level is the 
document root element, /article, the 2nd highest level region is the element 
/article/bdy, and the 3rd highest level region is the element /article/bdy/sec/. We stop 
at this level because the lower level regions of some elements may not exist. If they 
do not exist, it makes sense that the elements will not be retrieved. The results are 
given in figure 3. The MAP values of regions from the highest level to the 3rd highest 
level are: 0.1294, 0.1858, and 0.1868.  

Looking at the results of the 2nd and 3rd highest level regions, it is clear that the 3rd 
highest level region leads to higher precision for low recall values and the 2nd highest 
level region leads to higher precision for high recall values. The lower level (3rd high-
est) region offers more accurate representation than the higher level (2nd highest) re-
gion, so the former led to better precision for lower recall values. The latter contains 
more terms and thus led to better precision than the former for higher recall values. 
This is also what we observed in section 5.1. Due to the balancing effect of the above 
two, there is only a small difference between their MAP values. 
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Fig. 3. Regions from root level down 

The results show that the highest level region is still useful for retrieving multime-
dia elements, although it performs worse than its lower levels. This indicates that the 
regions at all logical levels seem useful. 

5.3   Effectiveness of Self Content 

The aim of this section is to compare the use of regions and the element itself  
(the own region). As the multimedia elements are actually simulated by text elements, 
the own region here simply refers to the text element itself. Table 1 compares the  
results from using the own region up to the 3rd ancestor level. 

Table 1. MAP values and precisions at element cut-off from own regionup to 3rd level region 

 MAP precision @ 5 precision @ 10 precision @15 precision @ 20 
Own 0.1587 0.3680 0.3920 0.3520 0.3340 

Sibling 0.1166 0.3760 0.3320 0.3013 0.2900 
1st 0.1383 0.4240 0.3920 0.3707 0.3400 
2nd 0.1900 0.3120 0.3600 0.3360 0.3260 
3rd 0.1828 0.2400 0.2320 0.2427 0.2560 

The results show that the self content obtained poorer MAP than the 2nd and 3rd an-
cestor levels (table 1), although its precisions at 5, 10, 15 and 20 are higher than those 
of the 2nd and 3rd ancestor levels. The results illustrate that other parts of documents 
(here the regions) are necessary to lead to better representation, thus more effective 
retrieval, of the text element. This is not a new result in itself, and has been observed 
in INEX, where it is now common to include collection and article statistics in repre-
senting and/or retrieving elements [4].  

5.4   Using Regions Instead of Document 

This section provides two sets of experiments, each of which contains three experi-
ments. The first set represents multimedia objects in three ways: 1. Using the whole 
surrounding document text (excluding the self content) to represent the multimedia 
element. 2. Using the whole document text (including the self content) to represent 
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the multimedia element. 3. Combining surrounding logical regions from sibling up to 
the highest level. The second set is as follows: 1. Combining own region with the 
whole surrounding document text. 2. Combining own region with the whole docu-
ment text (including the self content). 3. Combining regions from own region up to 
the highest level. All the combinations above are based on the average combination 
(formula 1).  

The results of the first set of experiments are presented in figure 4. The MAP val-
ues of the first set are 0.1922, 0.1900, and 0.3114. There is almost no difference be-
tween representation using the whole document and that using the surrounding text. 
However, combining regions led to higher performance than either of these methods. 
It obtained 62.02% higher MAP than that of using surrounding text and 63.89% 
higher MAP than that of using whole document. The combination of the text in the 
regions is the same as the text of the whole surrounding text. The terms in the whole 
surrounding text that match query terms are exactly the same as those in the hierar-
chical regions (from sibling to the highest level). So why did combining the term 
matching of regions obtained distinctly better performance? 
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Fig. 4. Combination vs. whole document (1) 

In the combination formula, each region is treated as an atomic unit to which the 
standard cosine function is applied. As the regions are logically nested within each 
other, a higher region has more terms. Thus a term occurring in a lower region can 
obtain a higher weight than one occurring in a higher region due to the smaller value 
of the normalization factor. When we use the text as a whole unit to apply the vector 
space model, a term located at different positions in the whole text obtains the same 
term weight. Therefore, the terms in the combination of regions that match the query 
terms are the same as those in the whole text that match the query terms. The matched 
terms’ frequencies in the combination of regions are also the same as those in the 
whole text. However, the terms’ weights in the combination are different from those 
in the whole text. A term matching the query located in the lower level region is 
weighted higher and thus provides more impact on the retrieval than the same term 
located in its higher level region.  

The results further demonstrate the conclusions of previous sections: a lower level 
region offers more accurate representation and thus leads to better performance; the 
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higher level region contains more terms and the “more” terms involved in higher level 
make the region more effective. The combination of regions benefits from both of the 
these points, as it assigns higher weight to the terms matching the query in the lower 
level region and provides the whole terms of the text from sibling to the highest level 
regions. This is the reason why combining regions performs better. 

Furthermore, when using the whole text or whole document to represent the mul-
timedia elements in the XML documents, the representations can only be used to dis-
criminate the multimedia elements located in different XML documents. However, 
combining the logically structured regions offers different weights in the representa-
tions of multimedia elements within the same XML documents. This can further dis-
criminate between elements within the same documents in addition to multimedia 
elements located in different XML documents. This is another reason why combining 
regions led to better performance than using whole surrounding text and using whole 
document. 

The aim of the second set of experiments is to further demonstrate the advantage  
of using the logical structure. We combine the self content (own region) with the 
whole surrounding text or whole document to further discriminate between elements 
within the same documents and thus to improve performance. Then, the results will be 
compared with the combination of logically structured regions (including the own  
region). 
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Fig. 5. Combination vs. whole document (2) 

The results of the second set experiments are presented in figure 5. The MAP val-
ues of the second set are 0.2918, 0.2911, and 0.3488. Compared with figure 4, the re-
sults show that the MAP of combining the own region with the whole surrounding 
text increase by 51.82% from using the whole surrounding text and that of combining 
the own region with whole document leads to an increase of 53.21% over using the 
whole document. Combining the self content improves the effectiveness due to the 
further discrimination between elements within the same documents. 

However, combining logically structured regions (including the own region)  
obtained obviously better result than the combination of own region and whole docu-
ment. The MAP of the former is an increase of 19.53% over the latter. Even combin-
ing logically structured regions without the own region (figure 4) gained better MAP 
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than the latter. This demonstrates that combining logically structured regions not only 
discriminate between elements contained in different documents as well as discrimi-
nate between elements within the same documents but also improve the accuracy of 
the overall representation. This is because combining logically structured regions em-
phasizes the lower level regions, which can offer more accurate representation than 
the higher level ones. Therefore, combining logically structured document regions 
proves essential in XML multimedia retrieval.  

5.5   The Weighted Combination 

We applied a number of weighted combinations. All led to little effectiveness  
improvement. The best one, which emphasizes the own, 2nd highest and 3rd highest 
regions, leads to an increase of 0.49% compared to the average combination. This is 
due to the following reason: In the average combination, the terms in a lower level re-
gion have already been highly weighted compared to those in a higher level region, as 
discussed in section 5.4. Therefore, further weighting the lower level regions can only 
lead to very limited improvement.  

6   Conclusions and Future Work 

This paper investigated the use of the logical structure in XML documents to retrieve 
XML multimedia objects. We studied the use of region levels and their combination 
for retrieving multimedia elements. We showed that all levels allow discriminating 
between multimedia elements contained in different XML documents, whereas the 
lower level regions allow discriminating between elements within a document. In ad-
dition, we found that the lower level regions provide more precise representation than 
the higher level regions, leading to improved precision, whereas higher level regions 
contain more terms than lower level regions, leading to improved recall. We  
compared the combination of the logically structured regions with using the whole 
document as representation. We showed that the former was better for representing 
and retrieving multimedia elements. Therefore, we can conclude that using the XML 
logical structure is important in XML multimedia retrieval. 

A strong challenge to the validity of the experiments described in this paper comes 
from using text elements to simulate multimedia elements. However, as a multimedia 
element is just an element, there is no difference between the retrieval of a multimedia 
element and the retrieval of a text element, when using their regions to represent 
them. Further work needs to be carried out into the use of these methods, or more 
sophisticated ones, within a large XML multimedia document collection. We are 
currently working with the collection of INEX 2006 multimedia track [16]. 
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Abstract. Modern digital music libraries contain textual, visual, and
audio data describing music on various semantic levels. Exploiting the
availability of different semantically interrelated representations for a
piece of music, this paper presents a query-by-lyrics retrieval system that
facilitates multimodal navigation in CD audio collections. In particular,
we introduce an automated method to time align given lyrics to an audio
recording of the underlying song using a combination of synchronization
algorithms. Furthermore, we describe a lyrics search engine and show
how the lyrics-audio alignments can be used to directly navigate from
the list of query results to the corresponding matching positions within
the audio recordings. Finally, we present a user interface for lyrics-based
queries and playback of the query results that extends the functionality of
our SyncPlayer framework for content-based music and audio navigation.

1 Introduction

Recent activities in integrating music and audio documents into the holdings of
existing digital libraries have emphasized the importance of appropriate tools for
automatically organizing and accessing large music collections. As opposed to
existing collections of homogeneous document types like text databases, musical
information is represented in various different data formats such as text, score, or
audio, which fundamentally differ in their structure and content. Hence there is a
particular challenge to develop suitable techniques for searching and navigating
through existing heterogeneous collections of digital music document.

As an example, consider a user who only recalls a few words of a song’s lyrics
like, for example, parts of the hook line or of the chorus. Using these words
as a query, a music search engine based on classical text-based retrieval may
be used for searching a database of text documents containing the lyrics of a
collection of songs. In this case, the retrieval results displayed to a user would
consist of text passages corresponding to occurrences of the query terms within
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Ich träumte von bunten Blumen, so wie sie wohl blühen im Mai

Fig. 1. Lyrics, MIDI version, and the waveform of an audio recording by Allen of
measures 5 to 8 of Schubert’s piano song D 911, No. 11 from the Lied cycle “Winter-
reise”. The MIDI version is shown in piano-roll, where the black bars encode the vocal
and the gray bars the piano track. The generated time alignments are indicated by the
two-headed arrows.

the lyrics. However, in the music domain, the retrieval results are most naturally
presented by acoustically playing back parts of an actual audio recording that
contain the query terms, while a musical score may be the most appropriate form
for visually displaying the query results. Such applications for multimodal music
retrieval and navigation rely on the availability of suitable annotations and time
alignments for connecting or linking the different types of available information
related to a particular piece of music. In the latter example, an alignment of
the lyrics to time positions in a corresponding audio recording would constitute
such linking information.

Making lyrics-based audio retrieval feasible for larger scale music collections,
this paper presents techniques for automatic lyrics-audio synchronization, for
text-based lyrics search, as well as for multimodal music access and data presen-
tation. As our first contribution, in Sect. 2 we describe a method to automatically
generate audio annotations by temporally aligning the lyrics of a piece of music
to audio recordings of the same piece. To solve this task, we exploit the avail-
ability of music documents in different data formats that describe a given piece
of music at various semantic levels. In particular, we assume the availability
of a MIDI representation (a kind of mid-level representation in between audio
and score as will be described in Sect. 2), which serves as a “connector” in the
lyrics-audio synchronization process: first we align the lyrics to the MIDI rep-
resentation and then align the MIDI to an actual audio recording. This idea
is illustrated by Fig. 1, which shows the lyrics, a MIDI version, and the wave-
form of an audio recording for measures 5 to 8 of Schubert’s piano song D 911,
No. 11 from the Lied cycle “Winterreise”. This piece, in the following simply
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referred to as Schubert example, will serve as running example throughout this
paper. Fig. 1 also shows two time alignments (a lyrics-MIDI and a MIDI-audio
alignment), which are indicated by the bidirectional arrows. The availability of
such alignments allows for accessing the audio recording exactly at the positions
where a particular lyrics’ term is sung by the vocalist.

In Sect. 3, we present effective as well as efficient methods for searching music
collections based on textual queries by using a combination of indexing tech-
niques from text retrieval and prior knowledge on the particularities of music
lyrics. For evaluating this query-by-lyrics scenario, we integrated the proposed
retrieval algorithms in the existing SyncPlayer framework, as will be discussed
in Sect. 4. The SyncPlayer is basically an enhanced audio player providing a
plug-in interface for multidmodal presentation, browsing, and retrieval of music
data, see [1]. For presenting the query results to the user, we implemented a
SyncPlayer plug-in for synchronously displaying the lyrics along with the audio
playback. Based on the lyrics-audio alignments, the user may directly navigate
from the list of lyrics-based query results to the corresponding matching po-
sitions within the audio recordings. Finally, in Sect. 5, we give an example to
illustrate the interplay of various multimodal navigation and visualization tools
and give prospects on future work. References to related work are given in the
respective sections.

2 Alignment of Lyrics and Music Audio

In this section, we present a procedure for automatically annotating audio record-
ings of a given song by its corresponding lyrics. To this end, we will exploit the
existence of various music representations in different data formats conveying
different types of information on a piece of music. Before describing the actual
lyrics-audio alignment procedure, we briefly discuss the involved data types and
give references to related work on music alignment.

We start with the symbolic score format, which contains explicit informa-
tion on the notes such as musical onset time, pitch, duration, and further hints
concerning dynamics and agogics. In contrast, the purely physical audio format
encodes the waveform of an audio signal as used for CD recordings. In generally,
it is very difficult or even infeasible to extract musical note parameters from a
given waveform, in particular for complex polyphonic music. The MIDI format
may be thought of as a hybrid of the last two data formats which explicitly rep-
resents content-based information such as note onsets and pitches but can also
encode agogic and dynamic subtleties of some specific interpretation. Finally,
the lyrics represent the textual information of a song or opera. For an example,
we refer to our Schubert example shown in Fig. 1.

A key idea for automatically organizing and annotating large music collec-
tions is to exploit the availability of different music representations at various
semantic levels. To this end, one needs alignment or synchronization algorithms
that automatically link and interrelate the differently formatted information sets
related to a single piece of music [2]. Here, synchronization is taken to mean a
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Fig. 2. Lyrics-audio alignment via MIDI-audio synchronization

procedure which, for a given position in one representation of a piece of music,
determines the corresponding position within another representation, see Fig. 1.
In the last few years, extensive research has been conducted on automatic music
synchronization and great advances have been achieved in aligning score, MIDI,
and audio representations of a given piece, see [2,3,4,5,6,7,8] and the references
therein. In contrast, the automatic alignment of lyrics to a corresponding audio
recording of the underlying song, also referred to as lyrics-audio synchroniza-
tion, is a very hard problem. In particular, the automatic recognition of vocals
within a song seems infeasible without any additional assumptions. To allevi-
ate the problem, Wang et al. [9] present an approach to automatic lyrics-audio
alignment, which strongly relies on musical a priori knowledge of the song’s and
the lyrics’ structure. Furthermore, the authors aim at a relatively coarse per-line
alignment roughly estimating the start and end times for each lyrics line within
the audio.

In the following, we describe a simple but effective procedure for automatic
lyrics-audio synchronization, which works for large classes of music and generates
precise alignments on the word or even syllable level. In our approach, we assume
the existence of a MIDI file, which represents the symbolic score information and
contains the lyrics along with MIDI time stamps. Then, the lyrics can be located
within a given audio recording by aligning the MIDI note parameters to the
audio data. In other words, we solve the original problem by computing a lyrics-
MIDI alignment and then by applying a MIDI-audio synchronization, which can
be done very efficiently as described below. To legitimate this procedure, we
note that attaching lyrics to MIDI data has to be done only once independent
of a particular interpretation or instrumentation. At the end of this section,
we describe how this can be done using a semi-automatic procedure. Such an
enriched MIDI can then be used for lyrics-audio alignment for all available audio
recordings of the respective piece, see Fig. 2. This situation applies to a wide
range of pieces from Western classical music, where one often has a few dozens
of different CD recordings of an opera or a song.

In the first step of our algorithm for MIDI-audio synchronization, we trans-
form the MIDI as well as the audio data into a common mid-level representa-
tion, which allows for comparing and relating music data in various realizations
and formats. In particular, we use chroma-based features, where the chroma
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Fig. 3. Normalized chroma representations for the Schubert example (Fig. 1) derived
from a MIDI representation (left) and an audio recording by Allen (right)

correspond to the twelve traditional pitch classes of the equal-tempered scale.
These features account for the well-known phenomenon that human perception
of pitch is periodic in the sense that two pitches are perceived as similar in “color”
if they differ by an octave [10]. Assuming the equal-tempered scale, the chroma
correspond to the set {C,C�, D, . . .,B} that consists of the twelve pitch spelling
attributes as used in Western music notation. Note that in the equal-tempered
scale, different pitch spellings such C� and D� refer to the same chroma. Now,
using the explicit MIDI pitch and timing information, one can directly trans-
form a MIDI data stream into a sequence of normalized 12-dimensional chroma
vectors, where each vector covers a specific time interval. Such a chroma repre-
sentation is also referred to as chromagram. To compute a MIDI chromagram, as
suggested in [4], each pitch is associated to a corresponding chroma unit vector.
Then, for a fixed time interval, one adds up the chroma unit vectors of all active
MIDI pitches and normalizes the resulting sum vector. In our implementation,
we work with a resolution of 10 features per second, where each feature vector
corresponds to a 200 ms time interval. Similarly, the audio data stream is trans-
formed into a chromagram representation. This can be done by suitably binning
spectral coefficients [10] or by employing a suitable pitch filter bank [11]. Fig. 3
shows a MIDI chromagram as well as an audio chromagram for our Schubert
example. Note that a normalized 12-dimensional chroma vector expresses the
relative distribution of the signal’s local energy content within the 12 chroma
bands. A chromagram shows a high degree of robustness to variations in dy-
namics, timbre, as well as articulation and strongly correlates to the harmonic
progression of the underlying pieces.

In the second step, the MIDI and audio data streams can be directly compared
on the chroma representation level. Denoting the feature sequence of the MIDI
file by V := (v1, v2, . . . , vN ) and of the audio file by W := (w1, w2, . . . , wM ),
one builds an N ×M cross-similarity matrix by calculating a similarity value for
each pair of features (vn, wm), 1 ≤ n ≤ N , 1 ≤ m ≤ M . An alignment path of
maximum similarity is determined from this matrix via dynamic programming.
Note that the time and memory complexity of this problem is proportional in
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the product N × M , which becomes problematic for long pieces. To overcome
this issue, the calculation is iteratively performed on multiple scales of temporal
resolution going from coarse to fine. The alignment results of the coarser scale
are used to constrain the calculation on the finer scales. For details we refer to [6].
The resulting optimal path encodes the MIDI-audio alignment as indicated by
the bidirectional arrows in Fig. 1.

Extensive tests on a large corpus of Western music as described in [6] have
shown that our synchronization algorithm yields accurate MIDI-audio align-
ments at a 100 ms resolution level (only in few cases there are some deviations
of up to a second), which is sufficient for our lyrics-based audio retrieval and
navigation application. As was mentioned above, we need enriched MIDI files
that contain the lyrics along with MIDI time stamps. Since such MIDI files are
rarely available, we semi-automatically annotated the lyrics for several popular
songs as well as the 24 songs of Franz Schubert’s Lied cycle Winterreise (op. 89,
D. 911). To this end, we collected freely available lyrics (often already containing
suitable syllable divisions) as well as corresponding MIDI files from the WWW.
We then manually processed the lyrics by attaching the number of musical notes
corresponding to the respective word or syllable. As it turns out, this process is
not too laborious since in most cases each given word or syllable corresponds to
exactly one note. Actually, this information was sufficient to automatically de-
rive the desired MIDI time stamps for the lyrics simply by sequentially reading
off the MIDI note onsets from the vocal track. In Sect. 4, we describe how the
synchronization results are integrated into our SyncPlayer system.

3 Lyrics-Based Music Retrieval

We now describe our index-based method for lyrics-based retrieval. In the fol-
lowing, we assume that the lyrics for our collection of N audio recordings are
stored in N text files L := (L1, . . . , LN) where a file Li consists of a sequence
(ti1, . . . , tini) of terms. Our indexing technique uses inverted files which are well
known from classical text retrieval [12]. In lyrics-based music retrieval, users are
likely to query catchy phrases as they frequently occur in the chorus or hook line
of a song. Therefore, our basic indexing strategy presented next is designed to
efficiently retrieve exact sequences of query terms. Later on, this basic strategy
is extended to allow fault tolerant retrieval.

In a preprocessing step, for each term t an inverted file HL(t) is constructed
from our text files. HL(t) contains all pairs (i, p) such that t occurs as p-th lyrics
term within text file Li, i.e., tip = t. Using inverted files, query processing may
then be performed simply by using intersections of inverted files: assume a query
is given as a sequence of words q := (t0, . . . , tk). Then, the set of matches

HL(q) :=
⋂k

j=0
HL(tj) − j (1)

can be easily shown to contain all pairs (i, p) such that the exact sequence
of terms q occurs at position p within the i-th document. To make this basic
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matching procedure robust towards errors such as misspelled or wrong words,
we introduce several methods for incorporating fault tolerance. To account for
typing errors, we preprocess each query term tj and determine the set Tj of all
terms in our dictionary of inverted files (i.e., the set of all terms with an existing
inverted file) having a small edit distance to tj . Then, instead of only considering
the exact spelling tj by using HL(tj) in (1), we consider the union ∪t∈Tj HL(t) of
occurrences of all terms which are close to tj with respect to their edit distance.
To account for term-level errors such as inserted or omitted words, we first
preprocess all word positions occurring in (1) by a suitable quantization. This
amounts to replacing each of the inverted files HL(t) by a new set �HL(t)/Q�·Q,
where each entry (i, p) of HL(t) is replaced by a quantized version (i, �p/Q� · Q)
for a suitably chosen integer Q (Q = 5 was used in our tests). Furthermore, we
replace HL(tj)−j of (1) by HL(tj)−�j/Q�·Q prior to calculating the intersection.
The latter yields a list (m1, . . . , m�) of matches which is subsequently ranked.

For each match mi we obtain a ranking value ri by combining classical rank-
ing criteria (r1

i , r2
i and r3

i in what follows) with criteria accounting for the pe-
culiarities of the lyrics-based scenario (r4

i in what follows). As for the classical
criteria, each match mi is assigned a ranking value r1

i that essentially measures
the deviation of the query terms occurring in mi from their correct ordering as
specified by q. To account for term-level mismatches, a ranking value r2

i counts
the total number of query terms occurring in mi. Note that r2

i may be obtained
efficiently by using a dynamic programming technique [13] while simultaneously
calculating the set of matches (1). A further ranking value r3

i accounts for the
total edit distance of the query terms to the terms matched in mi. Exploiting
the lyrics-audio alignment corresponding to mi, we obtain a ranking value r4

i

by suitably weighting the temporal distance (within the audio recording) of the
first and the last query term occurring in mi. Finally, an overall ranking value
for each match is obtained as ri :=

∑4
j=1 wjr

j
i , where w1, . . . , w4 denote some

suitably chosen real-valued weighting factors. In future work, it will be interest-
ing to include even more music-specific knowledge into the ranking procedure.
As an example, one might exploit available information about the structure of
the audio recording to give lyrics terms more weight if they occur in structurally
salient passages such as in the chorus sections.

The proposed methods for indexing and retrieval can be realized by properly
adapting well-known text retrieval techniques. To verify the efficiency of the pro-
posed methods, we created an index for a test corpus of approximately 110.000
lyrics documents of mainly popular music crawled from the web. As described
in [13], retrieval using the proposed inverted-file based approach can be per-
formed very efficiently in both of the cases of exact and fault tolerant retrieval
including the proposed ranking.

To conclude this section, we note that in the above we have tacitly assumed
that the aligment information for linking the lyrics to the audio recordings is
stored in some suitable secondary data structure that can be accessed efficiently.
In our implementation, we use an additional file format to store this information
which turns out to perform sufficiently well.
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Fig. 4. Overview of the SyncPlayer framework

4 A Prototypical System for Lyrics-Based Audio
Retrieval

In this section, we present a prototypical implementation of a system for lyrics-
based audio retrieval. Our system has been realized based on the existing Sync-
Player framework, which basically consists of an advanced audio player offering
a plug-in interface for integrating content-based MIR applications. In Sect. 4.1,
we first briefly summarize the SyncPlayer framework and its components. Sub-
sequently, Sect. 4.2 demonstrates how the methods for annotation and retrieval
presented in Sect. 2 and Sect. 3 are integrated into this framework.

4.1 The SyncPlayer Framework

The SyncPlayer is a client-server based software framework that integrates vari-
ous MIR-techniques such as music synchronization, content-based retrieval, and
multimodal presentation of content-based audiovisual data [1]. The framework
basically consists of three software components as depicted in Fig. 4: a server
component, a client component, and a toolset for data administration.

The user operates the client component, which in its basic mode acts like a
standard software audio player for *.mp3 and *.wav files. Additional interfaces,
e.g., for performing content-based queries as well as various visualization tools,
are provided through plug-ins (see Fig. 5). A remote computer system runs
the server component, which supplies the client with annotation data such as
synchronization information and controls several query engines for different types
of content-based audio retrieval. Several server-side administration tools are used
for maintaining the databases and indexes underlying the SyncPlayer system.

The SyncPlayer framework offers two basic modes for accessing audio docu-
ments and corresponding content-based information. First, a user operating the
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client system may choose locally available audio recordings for playback. The
client then extracts features from the audio recordings which are sent to the re-
mote SyncPlayer server. The server subsequently attempts to identify the audio
recording based on the submitted features. Upon success, the server searches
its database for available annotations (such as lyrics or notes) which are then
sent back to the client. The client system offers the user several visualization
types for the available annotations. Two examples are a karaoke-like display for
lyrics information and a piano-roll style display for note (MIDI-) information.
Fig. 5 shows the SyncPlayer client (top left) along with the MultiVis plug-in for
displaying lyrics synchronously to audio playback (bottom left).

The second method for accessing audio documents using the SyncPlayer is by
means of appropriate query engines. In this scenario, the user operates a query
plug-in offered by the client. Queries are submitted to the SyncPlayer server
which, depending on the query type, schedules the queries to an appropriate
query engine. A ranked list of retrieval results is returned to the client and dis-
played to the user. The user may then select particular query results for playback
which are subsequently streamed from the server along with available annota-
tion data. Note that the latter type of streaming is generally only allowed for
authorized users. For more detailed information on the SyncPlayer framework,
we refer to [1,14]. A demo version of the SyncPlayer is available for download at
the SyncPlayer Homepage [15].

4.2 The Lyrics Search Plug-In

The methods for aligning lyrics to audio recordings presented in Sect. 2 as well
as the procedures for creating the lyrics-based search index (see Sect. 3) have
been integrated into the SyncPlayer administration tools. A query engine for
lyrics-based search according to Sect. 3 has been implemented and connected to
the SyncPlayer server.

On the client side, a query interface for textual queries has been developed.
The interface is shown in the right part of Fig. 5. Query results returned by
the server are displayed in the same window according to the formerly described
ranking criterion. Fig. 5 shows a query and corresponding query results for a
lyrics fragment taken from the song Yellow Submarine by the Beatles. The first
two matches are displayed in the lower part of the interface. Note that due to our
matching strategy, a match not only consists of a particular document ID but also
of the precise position (in seconds) of the query terms within the corresponding
audio recording. Upon selecting one of the matches in the result list, the audio
recording is transfered to the SyncPlayer client (provided the audio recording is
available for download) and playback starts directly at the matching position.

At the moment, lyrics search in the online version of the SyncPlayer framework
works on our test corpus of about 100 audio recordings including the 24 piano
songs as discussed above. A larger scale evaluation of the Lyrics Seeker including
relevance-based measures for retrieval performance will be conducted within the
Probado library project which is summarized in the next section.
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Fig. 5. SyncPlayer client (top left), MultiVis plug-in for displaying lyrics synchronously
to audio playback (bottom left) and Lyrics Search plug-in for textual queries (right)

5 Conclusions and Future Work

In this paper, we have introduced a combination of methods facilitating lyrics-
based audio retrieval in digital music collections. Based on automatically gener-
ated lyrics-audio alignments, the user is enabled to directly access audio material
from the result list obtained by our query engine for text-based lyrics retrieval. As
illustrated by Fig. 6, these functionalities can be combined with further brows-
ing and visualization tools to allow for multimodal inter- and intra-document
navigation in inhomogeneous and complex music libraries. Here, the SyncPlayer
plug-in concept allows any number of plug-ins to be opened at the same time.
For example, the lyrics search plug-in affords lyrics-based audio retrieval, while
the lyrics visualization plug-in displays the text as in typical karaoke applica-
tions. At the same time the audio structure plug-in facilitates intra-document
browsing on the basis of the repetitive structure of the respective audio record-
ing, where the audio structure has been extracted in a fully automated process,
see, e. g., [11]. Similar to our lyrics-based audio retrieval scenario, the availability
of MIDI-audio alignments can be used to facilitate score-based audio access as
well as synchronous score visualization as indicated by the piano-roll represen-
tation in Fig. 6. Further plug-ins may be used for displaying the waveform, a
spectogram, a chromagram, or other derived audio representations.

There are many meaningful ways to add functionalities for content-based,
multimodal music retrieval and navigation. For example, a functionality for syn-
chronously displaying high quality scanned scores is currently being developed.
This also requires an automated procedure to time align the pixels of scanned
sheet music to corresponding time positions within an audio recording.

In future work, we will investigate novel ways for automatic lyrics to au-
dio alignment based on scanned score material. Furthermore, we plan to inte-
grate several other query engines into the SyncPlayer framework facilitating,
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Fig. 6. SyncPlayer client with several of the available plug-ins for browsing and visu-
alization illustrated for the Schubert example from Fig. 1. The figure shows the main
audio player (upper left) as well as plug-ins for visualizing lyrics (upper right), audio
structure (middle left), piano-roll (middle right), and the waveform signal (bottom).

e.g., audio matching [16] and score-based retrieval [13]. The methods and soft-
ware components presented in this paper will be used within the German digital
library initiative Probado [17] that aims at integrating (non-textual) multime-
dia documents into the workflow of existing digital libraries. In the Probado
project, we are currently setting up a repository of digitized music documents
consisting of audio recordings and scanned sheet music. In this context, the
proposed methods will be used for the tasks of automatic annotation of music
documents (lyrics-audio alignment, Sect. 2), content-based audio retrieval (lyrics
search, Sect. 3), and content-based navigation in audio recordings (SyncPlayer
and plug-ins, Sect. 4).

In conclusion, we hope that our advanced audio player opens new and un-
precedented ways of music listening and experience, provides novel browsing and
retrieval strategies, and constitutes a valuable tool for music education and mu-
sic research. For the future, large-scale evaluations and systematic user studies
have to be conducted to identify user needs and to convert the SyncPlayer into
a system which is suitable for permanent application in existing digital libraries.
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5. Müller, M., Kurth, F., Röder, T.: Towards an efficient algorithm for automatic
score-to-audio synchronization. In: Proc. ISMIR, Barcelona, Spain (2004)

6. Müller, M., Mattes, H., Kurth, F.: An efficient multiscale approach to audio syn-
chronization. In: Proc. ISMIR, Victoria, Canada, pp. 192–197 (2006)

7. Soulez, F., Rodet, X., Schwarz, D.: Improving polyphonic and poly-instrumental
music to score alignment. In: Proc. ISMIR, Baltimore, USA (2003)

8. Turetsky, R.J., Ellis, D.P.: Force-Aligning MIDI Syntheses for Polyphonic Music
Transcription Generation. In: Proc. ISMIR, Baltimore, USA (2003)

9. Wang, Y., Kan, M.Y., Nwe, T.L., Shenoy, A., Yin, J.: Lyrically: automatic syn-
chronization of acoustic musical signals and textual lyrics. In: MULTIMEDIA ’04:
Proceedings of the 12th annual ACM international conference on Multimedia, pp.
212–219. ACM Press, New York (2004)

10. Bartsch, M.A., Wakefield, G.H.: Audio thumbnailing of popular music using
chroma-based representations. IEEE Trans. on Multimedia 7(1), 96–104 (2005)

11. Müller, M., Kurth, F.: Towards structural analysis of audio recordings in the pres-
ence of musical variations. EURASIP Journal on Advances in Signal Processing,
Article ID 89686 2007, 18 (2007)

12. Witten, I.H., Moffat, A., Bell, T.C.: Managing Gigabytes, 2nd edn. Van Nostrand
Reinhold (1999)

13. Clausen, M., Kurth, F.: A Unified Approach to Content-Based and Fault Tolerant
Music Recognition. IEEE Transactions on Multimedia 6(5) (2004)

14. Fremerey, C.: SyncPlayer – a Framework for Content-Based Music Navigation.
Diploma Thesis, Dept. of Computer Science, University of Bonn (2006)

15. Multimedia Signal Processing Group Prof. Dr. Michael Clausen: SyncPlayer Home-
page. Website (January 2007),
http://www-mmdb.iai.uni-bonn.de/projects/syncplayer/index.php

16. Müller, M., Kurth, F., Clausen, M.: Audio matching via chroma-based statistical
features. In: Proc. ISMIR, London, GB (2005)

17. Steenweg, T., Steffens, U.: Probado – non-textual digital libraries put into practice.
In: ERCIM News Special Theme: European Digital Library, pp. 47–48 (July 2006)

http://www-mmdb.iai.uni-bonn.de/projects/syncplayer/index.php


Automatic Identification of Music Works

Through Audio Matching

Riccardo Miotto and Nicola Orio

Department of Information Engineering, University of Padua, Italy
{miottori,orio}@dei.unipd.it

Abstract. The availability of large music repositories poses challenging
research problems, which are also related to the identification of differ-
ent performances of music scores. This paper presents a methodology
for music identification based on hidden Markov models. In particular,
a statistical model of the possible performances of a given score is built
from the recording of a single performance. To this end, the audio record-
ing undergoes a segmentation process, followed by the extraction of the
most relevant features of each segment. The model is built associating a
state for each segment and by modeling its emissions according to the
computed features. The approach has been tested with a collection of
orchestral music, showing good results in the identification and tagging
of acoustic performances.

1 Introduction

Automatic identification of music works is gaining increasing interest because it
can provide new tools for music accessing and distribution. Manual identification
of music works is a difficult task that, ideally, should be carried out by trained
users who remember by heart hundreds, or even thousands, of hours of music.
Non expert users, instead, are usually able to recognize only well known works,
and they may require the aid of an automatic tool for labeling the recordings
of performances of unknown works. Automatic tools are particularly useful with
instrumental music, when lyrics are not available for recognizing a particular
work. Metadata about music works are needed also during the creation of a
music digital library. For instance, theaters, concert halls, radio and television
companies have usually hundreds of hours of almost unlabeled analog record-
ings, which witness the activities over the years of the institution and that need
to be digitized and catalogued for preservation and dissemination. Moreover,
music is extensively used as the background of commercials, television shows,
and news stories. The automatic identification of music works employed as audio
background may be useful for users, that can access for new interesting material.

A common approach to music identification is to extract, directly from a
recording in digital format, its audio fingerprint, which is a unique set of fea-
tures that allows for the identification of digital copies even in presence of noise,
distortion, and compression. It can be seen as a content-based signature that
summarizes an audio recording. Applications of audio fingerprinting include

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 124–135, 2007.
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Web-based services that, given a sample of recording, provide the users with
metadata about authors, performers, recording labels, of given unknown digi-
tal recordings. A comprehensive tutorial about audio fingerprinting techniques
and applications can be found in [1]. Audio fingerprinting systems are designed
to identify a particular performance of a given music work. This assumption
is valid for many applications. For instance, users are interested to particular
recordings of a given music work, e.g. the one of a renown group rather than
of a garage band. Moreover, digital rights management systems have to deal
also with the rights of the performers. For these reasons, the audio fingerprint is
computed from recordings, and usually it is not able to generalize the features
and to identify different performances of the same music work. On the other
hand, the identification of a music work may be carried out also without linking
the process to a particular performance. Music identification of broadcasted live
performances may not benefit from the fingerprints of other performances, be-
cause most of the acoustic parameters may be different. In the case of classical
music, the same works may have hundreds of different recordings, and it is not
feasible to collect all of them in order to create a different fingerprint for each
recording. To this end, a methodology that allows the user to recognize the dif-
ferent instances of a given music work, without requiring the prior acquisition of
all the available recordings, could be a viable alternative to audio fingerprinting.

An alternative approach to music identification is audio watermarking. In
this case, research on psychoacoustics is exploited in order to embed in a digital
recording an arbitrary message, the watermark, without altering the human per-
ception of the sound [2]. The message can provide metadata about the recording
(such as title, author, performers), the copyright owner, and the user that pur-
chases the digital item. The latter information can be useful to track the respon-
sible of an illegal distribution of digital material. Similarly to fingerprints, audio
watermarks should be robust to distortions, additional noise, A/D and D/A
conversions, and compressions. On the other hand, watermarking techniques re-
quire that the message is embedded in the recording before its distribution and
it is almost impossible to watermark the millions of digital recordings already
available on the Internet. Moreover, watermarks can be made unreadable using
audio processing techniques.

This paper reports a novel methodology for automatic identification of music
works from the recording of a performance, yet independently from the particular
performance. Unknown music works are identified through a collection of indexed
audio recordings, ideally stored in a music digital library. The approach can be
considered a generalization of audio fingerprinting, because the relevant features
used for identification are not linked to a particular performance of a music
work. Clearly the approach allows the user to identify the metadata related to a
musical work and not to the particular performance used for the identification.
The limitation of not identifying the performers can be balanced by the fact
that only a single instance of a given work needs to be stored in the database.
Moreover, as already mentioned, audio fingerprinting techniques are not able
to identify live performances. The methodology reported in this paper extends
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previous work on music identification based on audio to score matching [3],
where performances were modeled starting from the corresponding music scores.
Also in this case, identification is based on hidden Markov models (HMMs). The
application scenario is the automatic labeling of performances of tonal Western
music through a match with pre-labeled recordings that are already part of
an incremental music collection. Audio to audio matching has been proposed
in [4,5] for classical music audio to audio matching and audio to audio alignment
respectively, and in [6] for pop music.

2 Automatic Identification of Music Performances

The automatic identification of music performances is based on a audio to au-
dio matching process, which goal is to retrieve all the audio recordings from a
database or a digital library that, in some sense, represent the same musical
content as the audio query. This is typically the case when the same piece of
music is available in several interpretations and arrangements.

The basic idea of the proposed approach is that, even if two different per-
formances of the same music work may dramatically differ in terms of acoustic
features, it is nevertheless possible to generalize the music content of a record-
ing in order to model the acoustic features of other, alternative, performances
of the same music work. A recording can thus be used to statistically model
other recordings, providing that they are all performed from the same score. It
has to be noted that the proposed methodology is particularly suitable for tonal
Western music, and other music genres where performers strictly adhere to a give
music score. This may not be the case of jazz music, where musicians may change
the melodic and rhythmic structure of a given song. To cope with this genre,
other dimensions may be more suitable, for instance the harmonic structure.
Applications to rock and pop music are under current development, generalizing
the concept of music score with a representation similar to the lead-sheet model
proposed in [7].

With the aim of creating a statistical model of the score directly from the
analysis of a performance, the proposed methodology is based on a number of
different steps, as depicted in Figure 1. In a first step, segmentation extracts
audio subsequences that have a coherent acoustic content. Audio segments are
likely to be correlated to stable parts in a music score, where there is no change
in the number of different voices in a polyphony. Coherent segments of audio
are analyzed through a second step, called parameter extraction, which aims
at computing a set of acoustic parameters that are general enough to match
different performances of the same music work. In a final step, modeling, a HMM
is automatically built from segmentation and parametrization to model music
production as a stochastic process. At matching time, an unknown recording
of a performance is preprocessed in order to extract the features modeled by
the HMMs. All the models are ranked according to the probability of having
generated the acoustic features of the unknown performance.
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Fig. 1. Audio to audio matching process

2.1 Segmentation

The audio recording of a performance is a continuous flow of acoustic features,
which depends on the characteristics of the music notes – pitch, amplitude, and
timbre – that vary with time according to the music score and to the choices of
the musicians. In order to be structured, the audio information has to undergo
a segmentation process. According to [8], the word segmentation in the musi-
cal world can have two different meanings: one is related to musicology and is
normally used in symbolic music processing, whereas the other one follows the
signal processing point of view and it is used when dealing with acoustic signals.
In the latter case, the aim of segmentation is to divide a musical signal into
subsequences that are bounded by the presence of music events. An event, in
this context, occurs whenever the current pattern of a musical piece is modified.
Such modifications can be due to one or more notes being played, possibly by
different instruments, to active notes being stopped, or to a change in pitch of
one or more active notes. This approach to segmentation is motivated by the
central role that pitch plays in music language. In fact the segmentation of the
acoustic flow can be considered the process of highlighting audio excerpts with
a stable pitch.

The representation of a complete performance can then be carried out through
the concatenation of its segments. In the proposed approach, segmentation is
carried out by computing the spectrogram of the signal, and then taking the
correlation of different frames represented in the frequency domain. Frames were
computed using windows of 2048 samples – approximately 46 msecs – with an
hopsize of 1024 samples. High correlation is expected between frames where
the same notes are playing, while a drop in correlation between two subsequent
frames is related to a change in the active notes. Thus correlation has been used
as a similarity measure between audio frames. Similarity between different parts
of an audio recording can be represented as in the left part of Figure 2, that is
with a symmetric matrix where high similarity values are represented by bright
pixels, top-left and bottom-right pixel show the self-similarity for the first and
last frame and bright square regions along the diagonal represent the potential
similar regions.
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Fig. 2. Similarity (a) and rank (b) matrices with highlighted segments

Segmentation has been carried out according to the methodology proposed
in [9], which has been developed in the context of text segmentation. In particular,
hierarchical clustering on the similarity matrix is exploited to segment a sequence
of features – being either textual elements or acoustic parameters – in coherent
passages. According to [9], segmentation effectiveness can be improved if cluster-
ing is performed on a ranking matrix, which is computed by replacing each value
in the similarity matrix with its rank in a local region, where the local region size
can vary according to the context. The rank parameter is defined as the number
of neighbors with a lower similarity value and it is expressed as a ratio between
the number of elements with a lower value and the number of elements examined
to circumvent normalization problems along the matrix bounds. Figure 2 shows
the two different matrixes depicting the segments along the main diagonal.

The clustering step computes the location of boundaries using Reynar’s max-
imization algorithm [10], a method to find the segmentation that maximizes the
inside density of the segments. A preliminary analysis of the segmentation step
allowed us to set a threshold for the optimal termination of the hierarchical
clustering. It is interesting to note that it is possible to tune the termination of
hierarchical clustering, in order to obtain different levels of cluster granularity,
for instance at note level or according to different sources or audio classes. In
our experiments, audio samples have been normalized to obtain similar levels of
segmentation granularity between the performances.

Figure 3 depicts the segments computed with the proposed techniques, su-
perimposed to the energy trend of an audio recording, the same that have been
used to represent matrixes of Figure 2. It is important to note that these figures
depicts the results of segmentation applied to a quite simple audio excerpt –
monophonic plain audio – and they are shown in order to have a clearer visual
representation than polyphonic audio segmentation, which is the scope of our
approach. In this case, it can be seen that the spectral based segmentation is
highly correlated with the energy envelope.
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Fig. 3. Example of segmentation of a recording represented by its energy envelope

2.2 Parameter Extraction

In order to obtain a general representation of an acoustic performance, each seg-
ment needs to be described by a compact set of features that are automatically
extracted. In line with the approach to segmentation, also parameter extraction
is based on the idea that pitch information is the most relevant for a music iden-
tification task. Because pitch is related to the presence of peaks in the frequency
representation of an audio frame, the parameter extraction step is based on the
computation of local maxima in the Fourier transform of each segment, averaged
over all the frames in the segment.

In general, the spectra of different real performances of the same music work
may vary because of differences in performing styles, timbre, room acoustics,
recording equipment, and audio post processing. Yet, for all the performances
the positions of local maxima are likely to be related to the position along the
frequency axis of fundamental frequency and the first harmonics of the notes
that are played in each frame. Thus a reasonable assumption is that alternative
performances will have at least similar local maxima in the frequency represen-
tations, that is the dominant pitches will be in close positions.

When comparing the local maxima of the frequency representation, it has
to be considered that Fourier analysis is biased by the windowing of a signal,
which depends on the type and of the length of the window. These effects are
expected both on the reference performances and on the performance to be rec-
ognized. Moreover, small variances on the peaks positions are likely to appear
between different performances of the same music work, because of imprecise
tuning and different reference frequency. For these reasons, instead of selecting
only the peaks in the Fourier transform, each audio segment has been described
by a set of bin intervals, centered around the local maxima and with the size of
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Fig. 4. Parameters extraction considering 70% (a) and 95% (b) of the overall energy

a quarter tone. The number of intervals is computed automatically, by requiring
that the sum of the energy components within the overall intervals is above a
given threshold. Figure 4 depicts two possible sets of relevant intervals, depend-
ing on the percentage of the overall energy required: 70% for case (a) and 95%
for case (b). It can be noted that a small threshold may exclude some of the
peaks, which are thus not used as content descriptors.

2.3 Modeling

Each music work is modeled by a hidden Markov model, which parameters are
computed from an indexed performance. HMMs are stochastic finite-state au-
tomata, where transitions between states are ruled by probability functions. At
each transition, the new state emits a random vector with a given probability
density function. A HMM λ is completely defined by:

– a set of N states Q = {q1, . . . , qN}, in which the initial and final states are
identified;

– a probability distribution for state transitions, that is the probability to go
from state qi to state qj ;

– a probability distribution for observations, that is the probability to observe
the features r when in state qj .

Music works can be modeled with a HMM providing that: states are labeled
with events in the audio recording, transitions model the temporal evolution of
the audio recording, and observations are related to the audio features previously
extracted that help distinguishing different events. The model is hidden because
only the audio features can be observed and it is Markovian because transitions
and observations are assumed to depend only on the actual state.

The number of states in the model is proportional to the number of segments
in the performance. In particular, experiments have been carried out using n
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Fig. 5. Graphical representation of HMM corresponding to two general segments

states for each segment. Figure 5 shows the HMM topology corresponding to
two segments of four states each. It is proposed that states can either perform
a self-transition, which models segments duration, or forward-transitions, which
model the change from a segment to the following one. All the states in a given
segment have the same probability p of performing a self-transition. Given this
limitation, the probability of having a given segment duration is a negative
binomial:

P (d) =
(

d − 1
n − 1

)

pd−n(1 − p)n

The values n and p can be computed on the basis of the expected duration of the
segments and transition probabilities, information that can be extracted from
the actual duration of each segment. Durations need to be statistically modeled
because different performances of the same music work may remarkably differ in
timing. Each state in the HMM is labeled to a given segment and, accordingly
with the parameter extraction step, emits the probability that a relevant frac-
tion of the overall energy is carried by the frequency intervals computed at the
previous step.

The modeling approach is similar to the one presented in [3], and, in fact,
one of the goals of this work was to create a common framework where an
unknown performance could be recognized from either its score or an alternative
performance.

2.4 Identification

Recognition, or identification, is probably the application of HMMs that is most
often described in the literature. The identification problem may be stated as
follows:

– given an unknown audio recording, described by a sequence of audio features
R = {r(1), · · · , r(T )},

– given a set of competing models λi,
– find the model that more likely generates R.

The definition does not impose a particular evolution of models λi, that is the
path across the N states that corresponds to the generation of R. This allows us
to define a number of criteria for solving the identification problem, depending on
different constraints applied to the evolutions of the states of λi. Three different
approaches are proposed, whose names are derived from the notation proposed
in a classical tutorial on HMMs [11].
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Approach α. The most common approach to HMM-based identification, is to
compute the probability that λi generates R regardless of the state sequence.
This can be expressed by equation

λα = argmaxiP (R|λi)

where the conditional probability is computed over all the possible state se-
quences of a model. The probability can be computed efficiently using the for-
ward probabilities, also known as alpha probabilities. Even if approach α is the
common practise for speech and gesture recognition, it may be argued that also
paths that have no relationship with the actual performance give a positive
contribution to the final probability. For instance, a possible path, which con-
tributes to the overall computation of the forward probabilities, may consist in
the first state of the HMM that continuously performs self-transitions. These
considerations motivate the testing of two additional approaches.

Approaches δ and γ. Apart from recognition, another typical HMM problem
is finding the most probable path across the states, given a model and a sequence
of observations. A widely used algorithm is Viterbi decoding, which computes a
path that is globally optimal according to equation

qδ = argmaxqP (q|R, λi)

Alternatively, a locally optimal path [12] can be computed, according to equation

q(t) = argmaxqP (q(t)|R, λi)
qγ = {q(1), q(2), . . . , q(T )}

Both global and local optimal paths can be used to carry out an identification
task, for finding the model that more likely generates R while state evolution is
constrained. This approach leads to equations

λδ = argmaxiP (R|qδ, λi)
λγ = argmaxiP (R|qγ , λi)

that show how the probability of R is conditioned both by the model λi and by
the state sequence of the global or optimal paths.

2.5 Computational Complexity

All the presented approaches allow the computation of the probabilities using
a dynamic programming approach. In particular, it is known in the literature
that each of the approaches requires O(DTN2) time, where D is the number of
competing models, T is the duration of the audio sequence in analysis frames,
and N is the average number of states of the competing HMMs. Considering
that, as described in Section 2.3, each state may perform a maximum of two
transitions, it can be shown that complexity becomes O(DTN). In order to
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increase efficiency, the length of the unknown sequence should be small, that is
the method should give good results also with short audio excerpts.

An important parameter for computational complexity is the number of states
N . A first approach to reduce N is to compute a coarse segmentations, which
corresponds to a smaller number of group of states. On the other hand, a coarse
segmentation may give poor results in terms of emission probabilities, because
a single segment could represent parts of the performance with a low internal
coherence. Another approach to reduce the computational complexity is to use
a small number of states n for each segment, and model the durations with
higher values of the self-transition probabilities p. As previously mentioned, in
our experiments we found that setting n = 4 for each segment gave a good
compromise.

3 Experimental Evaluation

The methodology has been evaluated with real acoustic data from original
recordings taken from the personal collection of the authors. Tonal Western
music repertoire has been used as a test-bed because it is a common practice
that musicians interpret a music work without altering pitch information, which
is the main feature used for identification.

The audio performances used to create the models were 100 incipits of orches-
tral works of well known composers of Baroque, Classical, and Romantic periods.
All the incipits used for the modeling had a fixed length of 15 seconds. The audio
files were all polyphonic recordings, with a sampling rate of 44.1 kHz, and they
have been divided in frames of 2048 samples, applying a hamming window, with
an overlap of 1024 samples. With these parameters, a new observation is com-
puted every 23.2 milliseconds. The recordings to be recognized were 50 different
performances of the same music works used to build the models. Also in this
case they were an incipit of the music works, with a length of 10 seconds. The
shorter lengths guaranteed that the performances to be recognized were shorter
than the ones used to build the models, even in the case the two performances
had a different tempo. The actual requirement is that the performance to be
recognized is at least as long as the performance used for the recognition.

The 50 audio excerpts have been considered as unknown sequences to be
identified, using the alternative approaches presented in Section 2.4. Table 1
reports the identification rates for the three approaches in terms of mean Average
Precision, which is a well known measure in information retrieval and, for an
identification task, it is equal to the mean of the reciprocal of the rank of the
musical work to be identified.

With this experimental setup the average identification rate was quite different
among the approaches, with α outperforming the two approaches that take into
account also the global an local optimal paths. A more detailed analysis of the
results highlighted that, in some cases, local differences between the reference
and the unknown performances gave unreliable results in the alignment, affecting
the overall identification rates.
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Table 1. Identification rates for the different approaches, in terms of Average Precision

Approach Mean Average Precision (%)

α 78.7

γ 39.3

δ 51.1

Fig. 6. Rank distributions of correct matches in the α identification test

For the particular case of α, more detailed results are reported in Figure 6
that shows the percentages at which the correct audio recording was ranked as
the most similar one, and when it was ranked within the first two, three, five,
ten and twenty positions. As it can be seen, 43 out of 50 queries (86%) returned
correct match among top 3 models, and 36 among them (72%) were correctly
identified. Moreover, only 4 queries (8%) returned the correct match after the
first 10 positions. These encouraging results allow us to consider the methodology
suitable for the development of a supervised system for music identification. A
typical scenario could be the one of an user that, after running the identification
routines, is provided with a list of potential matches, together with a link to
the reference performances that he can listen to, in order to finally identify the
unknown recording.

4 Conclusions

A methodology for automatic music identification based on HMMs has been
proposed. Three approaches to compute the conditional probability of observing
a performance given the model of an indexed audio recording have been tested on
a collection of digital acoustic performances. Experimental results showed that,
at least for tonal Western music, it is possible to achieve a good identification
rate. In particular, the typical approach to recognition based on the used of
forward probabilities, which has been defined as the α approach, achieved an
identification rate of 72%. Alternative approaches, which take into account the
alignment between the reference and the unknown performances, did not have
comparable performances.
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These results suggest that the approach can be successfully exploited for a
retrieval task, where the user queries the system through an acoustic recording
of a music work. The automatic identification of unknown recordings can be
exploited as a tool for supervised manual labeling: the user is presented with
a ranked list of candidate music works, from which he can choose. In this way,
the task can be carried out also by non expert users, because they will be able
to directly compare the recordings of the unknown and of the reference perfor-
mances. Once that the unknown recording has been correctly recognized, it can
be indexed and joint to the musical digital library, allowing us to increment the
information stored inside it.

A prototype system has been developed, which allows a user, after recording
or downloading an excerpt of a performance of classical music, to obtain after
few seconds the relevant metadata of the music work.
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Abstract. The paper studies the problem of implementing MultiLin-
gual Information Access (MLIA) functionality in The European Library
(TEL). The issues that must be considered are described in detail and
the results of a preliminary feasibility study are presented. The paper
concludes by discussing the difficulties inherent in attempting to provide
a realistic full-scale MLIA solution and proposes a roadmap aimed at
determining whether this is in fact possible.

1 Introduction

This paper reports on a collaboration [1,4,5] conducted between DELOS1, the
European Network of Excellence on Digital Libraries funded by the EU Sixth
Framework Programme, and The European Library (TEL)2, a service fully
funded by the participant national libraries members of the Conference of Eu-
ropean National Librarians (CENL)3, which aims at providing a co-operative
framework for integrated access to the major collections of the European na-
tional libraries.

The ultimate goal of MultiLingual Information Access (MLIA) in TEL is to
enable users of TEL to access and search the library in their own (or preferred)
language, retrieve documents in other languages and have the results presented
in an interpretable fashion (e.g. possibly with a summary of the contents in their
chosen language). The problem is complex and many factors are involved. These
include: the number of languages involved, the current heterogeneous setup of
TEL, the lexical tools and resources needed.

1 http://www.delos.info/
2 http://www.theeuropeanlibrary.org/
3 http://www.cenl.org/

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 136–147, 2007.
c© Springer-Verlag Berlin Heidelberg 2007

http://www.delos.info/
http://www.theeuropeanlibrary.org/
http://www.cenl.org/


Roadmap for MultiLingual Information Access in the European Library 137

– Number of Languages. The number of different languages represented in TEL
constitutes a major hurdle for MLIA, as ideally it should be possible to
launch a query in any one of the national languages of the TEL collections
and retrieve relevant material in any one of the collections. Possible ap-
proaches to the problem might be the use of multilingual ontologies, meta-
data and subject authority data, statistical translation resources, or some
kind of interlingua.

– Heterogeneous set-up. A serious problem is represented by the heterogeneous
set up of TEL, as there are severe limitations on how the existing infrastruc-
ture is able to process a cross-language query result.

– Resources Needed. Any cross-language strategy implies the acquisition and
development of appropriate lexical tools and linguistic resources such as
stemmers, morphologies, bilingual dictionaries, etc. As more languages are
involved, not only does the number of resources increase, but the type of
resources needed becomes more complex and more difficult to acquire.

The implementation of MLIA in TEL is thus an ambitious task and must be
considered a medium/long-term goal, to be achieved through a series of interme-
diate steps. In this paper, we will try to determine the scope of implementation,
attempt to identify the main obstacles, and devise a road-map which could help
us to determine whether the full implementation of free-text MLIA in TEL is in
fact practicable.

This document is organised as follows: section 2 describes the current TEL
architecture; in section 3 we discuss the underlying motivations for our study
and the main goals; Section 4 presents solutions studied so far; finally Sec-
tion 5 proposes further experimentation and outlines a Roadmap for future
investigations.

2 TEL Architecture Overview

Figure 1 shows the architecture of the TEL system. The TEL project aims at
providing a “low barrier of entry” for the national libraries that should be able to
join TEL with only minimal changes to their systems [7]. This ease of integration
is achieved by extensively using the Search/Retrieve via URL (SRU)4 protocol
in order to search and retrieve documents from national libraries. In this way,
the user client can be a simple browser, which exploits SRU as a means for
uniformly accessing national libraries.

With this objective in mind, TEL is constituted by three components:

– a Web server: provides users with the TEL portal;
– a central index: harvests catalogue records from national libraries which

support the Open Archives Initiative Protocol for Metadata Harvesting
(OAI-PMH)5 and provides integrated access to them via SRU;

4 http://www.loc.gov/standards/sru/
5 http://www.openarchives.org/OAI/openarchivesprotocol.html

http://www.loc.gov/standards/sru/
http://www.openarchives.org/OAI/openarchivesprotocol.html
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Fig. 1. Architecture of the TEL system

– a gateway between SRU and Z39.50: allows national libraries which support
only Z39.506 to be accessible via SRU.

This light architecture allows TEL to support and integrate as follows:

1. a national library which natively uses SRU can be directly searched by the
client;

2. a national library can have a local gateway between Z39.50 and SRU, so that
the client can access it as if it were a native SRU library;

3. a national library which supports only Z39.50 can rely on the central
SRU/Z39.50 gateway offered by the TEL system in order to be searched
by clients;

4. a national library able to share metadata records by using OAI-PMH can be
searched via the TEL central index, which harvests those records and makes
them accessible to the client via SRU.

Figure 2 illustrates an example of interaction with the TEL system using the
sequence diagram notation of Unified Modeling Language (UML)7. The example
considers the case in which a user wants to query, simultaneously, a national
library which exported its records to the TEL central index, a Z39.50 national
library, and a native SRU national library.

– the user asks the browser to connect to the Uniform Resource Locator (URL)
of the TEL portal;

– the browser connects to the TEL Web server, which downloads all the TEL
portal on the client. From now on, there is no more interaction with the
TEL Web server, but all the computation and interaction with the user is
managed by the browser using Javascript.

6 http://www.loc.gov/z3950/agency/
7 http://www.omg.org/technology/documents/formal/uml.htm

http://www.loc.gov/z3950/agency/
http://www.omg.org/technology/documents/formal/uml.htm
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Fig. 2. Sequence diagram of the functioning TEL system

If the user decides to send a query to the national libraries mentioned above:

– the browser, using SRU, routes the user’s query to, respectively: the TEL
central index for the national library which exported its record via OAI-
PMH, the TEL gateway for the Z39.50 national library, and directly to the
native SRU national library, and waits for the results to come back;

– the browser receives the query results back from each system and displays
them to the user.

3 Motivations and Goals

True multilingual access is more than just being able to search in more than one
language. It means that the intended result is retrieved in each target collection
regardless of language, character-encoding, metadata-schema, or normalisation
rules. TEL is a heterogeneous federated search service for national libraries in
Europe. This heterogeneous set-up poses a wide variety of problems for the
implementation of MLIA functionality.

MLIA in TEL can be roughly divided into three areas: 1. Multilingual user
interface; 2. Multilingual mapping/linking of controlled vocabulary; 3. Multilin-
gual search on free-text.

1. The TEL Portal interface and help texts are currently available in the 20
languages of the full partners.8 Localization is the responsibility of the individual
libraries and translation files are updated with each new release.
8 Languages of full-partners (20): Croatian, Czech, Danish, Dutch, English, Estonian,

Finnish, French, German, Greek, Hungarian, Italian, Latvian, Lithuanian, Maltese,
Polish, Portuguese, Serbian, Slovakian, Slovenian. Languages to be added in the near
future (8): Bulgarian, Icelandic, Irish, Norwegian, Romanian, Russian (?), Spanish,
Swedish.
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2. Under the EDLProject9 a study is currently underway to determine how
existing controlled vocabulary initiatives can be integrated into the TEL service.
This study builds on previous work done under the TEL-ME-MOR project10.
The initiatives being examined include:

– Subject Headings: Multilingual ACcess to Subjects (MACS), Multilingual
Subject Access to Catalogues (MSAC), CRISSCROSS, etc.

– Authority Files: Linking and Exploring Authority Files (LEAF), Virtual
International Authority File (VIAF).

– Classification Schemata: feasibility of linking various translations of classifi-
cation schemata like Universal Decimal Classification (UDC), Dewey Deci-
mal Classification (DDC), and so on.

3. Studies in the MLIA domain have mostly focused on the remaining area:
multilingual search on free-text. The main reason is that it is very difficult to
use controlled vocabularies for MLIA unless a multilingual version is available
covering all the languages in the collection and all documents have been classified
using this. We thus decided to make free-text MLIA the main focus of this paper.

3.1 Issues to Be Considered

The implementation of free-text MLIA in TEL is an ambitious aim and success is
not guaranteed. Although great advances have been made in recent years in the
field of multilingual information access11, it remains difficult to implement this
functionality outside a controlled setting with unified full-text data-resources. In
TEL, MLIA must be applied to hybrid resources that contain only snippets of
free-text (often only keywords or ungrammatical sentences) in rigidly structured
bibliographic files.

We list here the main questions that must be asked when considering free-text
MLIA-implementation in TEL.

1. How can we implement MLIA with the TEL “low barrier of entry” approach.
2. How can we implement a multilingual component for multiple federated tar-

gets that is scalable both with respect to content and languages?
3. Is it actually possible to have a one to many and many to one cross-language

access to 20-31 languages and still get good results?
4. Are the necessary language processing tools and resources available for all

target languages?
5. Is it possible to use pivot-languages to reduce the amount of linguistic re-

sources needed?
6. How should we deal with languages that have small collections and a rela-

tively small number of native speakers?

9 http://www.edlproject.eu
10 http://www.telmemor.net/
11 See, for example, the results published by the Cross Language Evaluation Forum:

http://www.clef-campaign.org

http://www.edlproject.eu
http://www.telmemor.net/
http://www.clef-campaign.org
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7. Which metadata fields are relevant for free-text multilingual search: 1) title;
2) description; 3) keywords; 4) type; 5) abstract?

8. How do we solve the problem of limited context? The content of these fields
is generally very short and often ungrammatical.

9. Can response times be sufficiently fast in an operational web environment?

3.2 TEL User and System Requirements

User interaction and empowerment have always been key principles of The Euro-
pean Library. The same should apply with respect to MLIA. MLIA functionality
must be integrated in the portal in a non-obtrusive and intuitive manner. From
a system design perspective the following key requirements for MLIA can be
identified: 1. similar functionality on local and federated targets; 2. reduction of
query complexity; 3. scalability; 4. speed and reliability; 5. full Unicode compli-
ance; and finally 6. focus on open-source software and linguistic resources. These
requirements are examined in more detail in the rest of this section.

1. TEL aims to provide a unified integrated access to the resources of Eu-
ropean National Libraries. It is therefore important that any MLIA solutions
proposed provide the user the same functionality regardless of the type of tar-
gets being queried, i.e. the local TEL central index or federated targets. Another
important constraint is that due to the TEL ’low barrier of entry’ principle, the
implementation of MLIA must be on the portal-side, i.e. no data manipulation
on the partner side.

2. The question of how to query tens - sometimes hundreds - of collec-
tions/targets with a large number of translated query terms, has no easy answer.
Bag-of-words or concatenated OR queries are often very complex and could lead
to serious retrieval degradation. In order to reduce query complexity and improve
response time, the option of creating target-specific queries could be explored.

3. Any MLIA solution should be flexible and scalable, in order to deal with
the explosive growth of The European Library both in the number of targets
and languages. Currently, TEL offers content from 23 National Libraries in 242
collections. In 2007, the numbers are expected to rise to 32 National Libraries
and over 350 collections. Other relevant future expansions will be the addition
of much more full-text in addition to the bibliographic records and integration
with non-library Cultural Heritage institutions, like museums and archives.

4. An important aspect of scalability is reliable and consistent retrieval
performance. During the prototyping phase, performance benchmarking should
be done against very large amounts of data to ensure reliability. Because TEL
is a fully operational service, response time is an important consideration. From
an operational viewpoint, what would be an acceptable upper threshold for
MLIA transactions in TEL (5-10 seconds)? This is not a easy question when
search engines, like Google, give subsecond results. If multilingual retrieval is
too slow, maybe returning a monolingual result first and presenting multilin-
gual results later via pop-up or URL-link, would be a good intermediate
solution.
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5. All aspects of the MLIA implementation should be fully Unicode compliant,
in order to properly handle the profusion of special diacritics and character
encodings found in Europe12. Even though most targets support Unicode, the
problem of composed vs. decomposed Unicode characters still gives incomplete
results. For example, ¨a and a" are usually displayed in the same way to the user
but, when processed, give back different results. Special attention should also be
paid, to how target-side normalisation affects retrieval. For example, some of the
database search interfaces of our targets replace ž with a * wildcard. This leads
to large numbers of unwanted results.

6. It is necessary to focus on open-source software and linguistic resources to
support the community and reduce cost of the working system. The European
Library is funded by the national libraries themselves and therefore does not
have the capital to buy expensive licensing for translation software and linguistic
resources.

4 Implementing MLIA Functionality: A Feasibility Study

The architecture and functioning of the TEL system as described in the previous
sections pose some problems when planning to introduce MLIA.

TEL has no control on queries sent to the national libraries, since the client
browser directly manages the interaction with national library systems via SRU.
As a consequence, introducing MLIA functionality into the TEL system would
have no effect on the national library systems. Thus, in order to achieve full
MLIA functionality, not only the TEL system but also all the national library
systems would have to be modified. This is an unviable option as it would require
a very big effort and disregards the “low barrier of entry” guideline adopted when
designing the TEL system.

A two-step solution is suggested and two complementary approaches are pro-
posed: isolated query translation and pseudo-translation [1,4,5]. The first pro-
vides a basic cross-language search functionality for the entire TEL system; the
second operates on the TEL central index.

Figure 3 shows the architecture of the TEL system with the two new com-
ponents: the first performs the “isolated query translation”, while the second is
responsible for the “pseudo-translation”.

Note that the “isolated query translation” component can be directly accessed
by the client browser by using the SRU protocol and thus the interaction with
this new component is explicit. On the other hand, the “pseudo-translation”
component is not directly accessed by the client browser but represents an ex-
tension of the TEL central index, which would be enhanced with MLIA func-
tionalities. These two approaches are outlined below. They have both been well
tested: the former via a set of mock-up implementations; the latter via a compar-
ative evaluation setup. A full description of these studies is given in the literature
cited above.
12 Under the TEL-ME-MOR project, an extensive survey was done on Unicode support

and several recommendations were made to TEL partners.
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Fig. 3. Architecture of the TEL system with new MLIA functionalities

4.1 Isolated Query Translation

“Isolated query translation” can be considered as a sort of pre-processing step
where the translation problem is treated as completely separate from the
retrieval.

Before actually submitting the query, the user asks the browser to translate
it. The browser sends the query via SRU to the “isolated query translation”
component which translates it and can also apply query expansion techniques
to reduce the problem of missing translations [3]. At this point, the user can
interactively select the translation which best matches his needs or can change
some query term to refine the translation. In this latter case, the translation
process may be iterated. Once the desired translation of the query is obtained,
the retrieval process is executed using both the translated query and the original
one.

“Isolated query translation” requires some user interaction, because the users
may need to choose among multiple translations of the same term in order to
disambiguate them or may need to modify the original query if the translated
query does not match their needs.

The main advantage of this solution is its ease of implementation and its
compliance with the “low barrier of entry” approach of TEL. No changes to the
national library systems are required and this new functionality can be trans-
parently added to them, even if it is actually performed in the TEL system.

The main drawback is that, as the translation is separated from the retrieval
process, relevant documents may be missing in the result set and thus the per-
formance may be low. Moreover, huge linguistic resources, such as dictionaries,
are needed since the vocabulary used in queries is expected to be very large;
translation components are needed for each pair of source/destination language
the system is going to support.
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4.2 Pseudo-translation

The aim of the “pseudo-translation” approach was to tackle two problems that
can arise when applying MLIA strategies developed for information retrieval on
collections of lengthy full-text documents to library records.

In fact, a preliminary analysis of the records accessible in TEL originating
from the Bibilothèque Nationale de France and the British Library confirmed
that there is little full text in the TEL documents that can be used for retrieval.
The characteristics of a sample of 10,000 random French and English records
were studied. While all records contain a (short, basically one-sentence) title,
only approximately 13% of all records in the French data sample contained
additional data suited for retrieval. In the English sample, approximately 88%
of records contain subject keywords that may prove to be suitable for retrieval.
Other fields interesting for retrieval are only contained in a small number of
records (11% contain an alternative title, 6% a listing of the table of contents,
and 1% an abstract).

Having only a small number of content-bearing words to work with means
that translation failures (out-of-vocabulary words) can be expected to have se-
rious consequences. If several key words go untranslated, a record can easily
“disappear”, i.e. it becomes impossible to retrieve it.

This problem was addressed by applying methods originally developed for
query expansion to the records, adding additional terms that may be used for
subsequent retrieval. Using this strategy, the key concepts expressed in the lim-
ited text fields of the record were strengthened, and the probability that these
concepts “survive” translation was increased.

The feasibility study simulated an environment in which as large a sample
as possible of the bibliographic records - namely 151,700 - was enriched by ex-
pansion terms. Each record was run as a query against all other records of the
sample, selecting those terms from expansion with highest weight that did not
originally appear in the record. To simulate this process for analysis, any retrieval
system that allows query expansion can potentially be used.

The resulting additional terms formed no sentences. This was deemed to be
unproblematic for the following translation stage, as the nature of the existing
text in the records does not also lend itself specifically to machine translation
(short, often ungrammatical text). For this reason, any translation resource that
covers an extensive vocabulary should be suitable . The same expansion idea can
be applied to the query in an analogous way.

This second component of the feasibility study was evaluated carefully and
the results were very encouraging. We tested the method by performing cross-
language retrieval with German queries on the pseudo-translated English records.

When applying overlap analysis, 55% of queries analyzed showed evidence
of good retrieval results, and 83% of queries showed evidence that they did
not suffer significantly from the cross-language setup when compared to the
monolingual baseline (note that for some of these queries there simply will be
no relevant records in the collection!). The latter number is encouraging, be-
ing in line with what has been reported as state-of-the-art for Cross Language
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Information Retrieval (CLIR) in the Cross-Language Evaluation Forum (CLEF)
campaign on lengthy documents. A full description of the evaluation is given in
[4]. Please note, however, that the numbers have to be treated with care, ow-
ing to the limitations described above. This approach should actually benefit in
terms of effectiveness when scaling up to larger collections, which would occur
when implementing the approach in the actual TEL system.

Combining Both Approaches. It is important to note that these two ap-
proaches can be implemented in conjunction in order to improve the MLIA
functionality offered to TEL users. The implementation is facilitated as they
share common components at the architectural level. For example, the transla-
tion engine or the translation resources, whether machine translation, machine
readable dictionaries, or a combination of methods, can be shared by both ap-
proaches in order to reduce the development effort.

5 Towards Full MLIA

Although the results of the feasibility study were encouraging, they are a long way
from solving the problem of implementing true MLIA functionality in TEL. Both
solutions were proposed only in an language-to-language context (i.e. with queries
in one language against target collections in a second language). This is very far
from the one to many problem represented by TEL and mentioned in Section 3.

To a large extent, the isolated query translation approach may be the only
feasible solution for cross-language querying on all the TEL collections with the
existing TEL architecture, and it has the advantage that it offers the possibility
for user interaction, giving the user the chance to check and modify the trans-
lation proposals offered. However, this approach also has significant limitations.
In particular, it is impossible to perform additional query or preliminary results
refinement on the basis of the contents of the target collections as these are held
by national libraries and are not available for further processing in the TEL sys-
tem. Furthermore, once we begin to talk about one-to-many querying with both
collections and queries in more than 20 languages, problems clearly arise. The
number of translation resources needed to cover all the possible language pairs
would be enormous and, for many pairs of languages, probably non-existent.
It seems clear that this solution is not viable to meet TEL’s ambitious goal of
enabling its users to search all target collections in their own language.

The pseudo-translation method appears to have more potential than the iso-
lated query strategy but can only be applied to collections present in the TEL
central index and lacks any kind of user interaction. In this method, the key con-
cepts expressed in the limited text field of the bibliographic records are strength-
ened via an expansion process; the expanded record is then translated into the
language of the query (German in the example cited) and monolingual retrieval is
performed. These procedures (both document expansion and pseudo-translation)
can be performed off-line with regular refreshings as the collections in the central
index expand. However, again, once we begin to talk about queries and collec-
tions in a large number of languages, the problems are all too evident. The need
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to pseudo-translate each collection of expanded records into more than 20 lan-
guages would mean that the TEL archives and indexes would become enormous
and, as already stated, the number of translation resources needed would be very
large.

In our opinion, the only possibility for true multilingual retrieval when we
are faced with such a large number of languages is to use an interlingua or
pivot language of some sort. The obvious candidates are English or French, as
these are the languages for which bilingual dictionaries and machine transla-
tion resources are most easily available. Although the adoption of an interlingua
involves multiple translation steps and thus considerably increases translation
errors, it becomes a feasible option when faced with a potentially large number
of query and target languages. A number of studies have attempted to evaluate
the performance loss that can be expected with a pivot language and strategies
to reduce this have been proposed [2,6]. Therefore, our proposal for a future fea-
sibility study is to experiment again with both approaches in a truly multilingual
context, introducing an interlingua and employing machine translation and/or
bilingual dictionary sources which translate between English and the other lan-
guages involved in the experiments, ideally the same languages as those listed
in point 5 of the roadmap below.

With the pseudo-translation approach on the central index, the idea would
be to pseudo-translate a large set of the expanded documents from their source
language (whatever it is) to English. A set of queries in a number of languages will
then also be translated into English. The results will be evaluated and compared
with the results that would have been obtained from a monolingual search.

In order to test the isolated translation approach using an interlingua, two al-
ternatives can be explored. The first option would be to convince national libraries
to also provide an English translation of their main metadata fields, e.g. title, key-
words, and abstract. In this way, it would be possible to test this method, trans-
lating queries formulated in a number of languages into English and then sending
them to the local collections selected. The second option, perhaps preferable as it
does not require action from the national libraries, would be to perform multiple
translations: instead of doing a language-to-language translation, we should per-
form a query language-to-interlingua and an interlingua-to-target language trans-
lation. Again, in both cases, evaluation would be done by comparing the results
obtained against a monolingual search of the same collections.

Roadmap. Here below we propose a Roadmap. The main purpose of the
Roadmap is to investigate whether full-scale MLIA in TEL is actually possi-
ble. In order to determine this, we propose the following steps:

1. Set up a survey to determine the availability of linguistic resources for the 20
languages of TEL-full-partners, paying special attention to languages with
relatively small number of native speakers (e.g. Estonian and Slovenian).

2. Simultaneously, identify an exhaustive list of TEL user requirements, with
sets of sample queries and possible use-cases. The sample queries should also
contain queries which should give problems with partner-side normalisation
and Unicode character-encoding;
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3. Perform a feasibility study on how the inter-lingua approach can be used to
meet the TEL user requirements.

4. TEL must design a component-based prototype which allows for easy scal-
ability with new language components and integrates well in a federated
architecture.

5. Test and benchmark the prototype’s retrieval performance with a realis-
tic number of representative languages from TEL-partners, e.g. Germanic
(English, German), Romance (French, Portuguese), Slavic (Polish, Czech),
Greek, Baltic (Latvian) and Finno-Ugric (Finnish).

6. Determine if retrieval performance (speed and accuracy) of the prototype is
reliable and scalable enough to take into production.

Acknowledgements

The work reported in this paper has been partially supported by the DELOS
Network of Excellence on Digital Libraries, as part of the Information Soci-
ety Technologies (IST) Program of the European Commission (Contract G038-
507618).

References

1. Agosti, M., Braschler, M., Ferro, N.: A Study on how to Enhance TEL with Multi-
lingual Information Access. DELOS Research Activities 2006. ISTI-CNR at Gruppo
ALI, Pisa, Italy, pp. 115–116 (August 2006)

2. Ballestreros, L.A.: Cross-Language Retrieval via Transitive Translation. In: Ad-
vances in Information Retrieval: Recent Research from the CIIR, pp. 203–234.
Kluwer Academic Publishers, Dordrecht (2000)

3. Ballesteros, L., Croft, W.B.: Phrasal Translation and Query Expansion Techniques
for Cross-language Information Retrieval. In: Proc. 20th Annual International ACM
SIGIR Conference on Research and Development in Information Retrieval (SIGIR
1997), pp. 84–91. ACM Press, New York (1997)

4. Braschler, M., Ferro, N.: Adding MultiLingual Information Access to The European
Library TEL. In: DELOS Conference 2007 Working Notes. ISTI-CNR, Gruppo ALI,
Pisa, Italy, pp. 39–49 (February 2007)

5. Braschler, M., Ferro, N., Verleyen, J.: Implementing MLIA in an existing DL
system. In: Proc. International Workshop on New Directions in Multilingual In-
formation Access (MLIA 2006) [last visited 2006, October 2], pp. 73–76 (2006),
http://ucdata.berkeley.edu/sigir2006-mlia.htm

6. Lehtokangas, R., Airio, E.: Translation via a Pivot Language Challenges Direct
translation in CLIR. In: Proc. SIGIR 2002, pp. 73–76. ACM Press, New York (2002)

7. van Veen, T., Oldroyd, B.: Search and Retrieval in The European Library. A New
Approach. D-Lib Magazine 10(2) (February 2004)

http://ucdata.berkeley.edu/sigir2006-mlia.htm


MinervaDL: An Architecture for Information Retrieval
and Filtering in Distributed Digital Libraries�

Christian Zimmer, Christos Tryfonopoulos, and Gerhard Weikum

Department for Databases and Information Systems
Max-Planck-Institute for Informatics, 66123 Saarbrücken, Germany

{czimmer, trifon, weikum}@mpi-inf.mpg.de

Abstract. We present MinervaDL, a digital library architecture that supports ap-
proximate information retrieval and filtering functionality under a single unifying
framework. The architecture of MinervaDL is based on the peer-to-peer search
engine Minerva, and is able to handle huge amounts of data provided by digital li-
braries in a distributed and self-organizing way. The two-tier architecture and the
use of the distributed hash table as the routing substrate provides an infrastructure
for creating large networks of digital libraries with minimal administration costs.
We discuss the main components of this architecture, present the protocols that
regulate node interactions, and experimentally evaluate our approach.

1 Introduction

In this paper we present MinervaDL, a digital library (DL) architecture that supports
approximate information retrieval and filtering functionality in a single unifying frame-
work. Our architecture is hierarchical like the ones in [24,12,21,26] and utilizes a Dis-
tributed Hash Table (DHT) to achieve scalability, fault-tolerance, and robustness in its
routing layer. The MinervaDL architecture allows handling huge amounts of data pro-
vided by DLs in a distributed and self-organizing way, and provides an infrastructure
for creating large networks of digital libraries with minimal administration costs.

There are two kinds of basic functionality that we expect our architecture to offer:
information retrieval (also known as one-time querying) and information filtering (also
known as publish/subscribe or continuous querying or selective dissemination of infor-
mation). In an information retrieval (IR) scenario a user poses an one-time query and
the system returns all resources matching the query (e.g., all currently available docu-
ments relevant to the query). In an information filtering (IF) scenario, a user submits a
continuous query (or subscription or profile) and will later be notified from the system
about certain events of interest that take place (i.e., about newly published documents
relevant to the continuous query).

Our DL architecture is built upon the Minerva P2P search engine [3,2] and contains
three main components: super-peers, providers and consumers. Providers are imple-
mented by information sources (e.g., digital libraries) that want to expose their content
to the rest of the MinervaDL network, while consumers are utilized by users to query for
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and subscribe to new content. Super-peers utilize the Chord DHT [19] to create a con-
ceptually global, but physically distributed directory that manages aggregated statistical
information about each provider’s local knowledge in compact form. This distributed
directory allows information consumers to collect statistics about information sources
and rank them according to the probability to answer a specific information need. This
reduces network costs and enhances scalability since only the most relevant information
sources are queried. In MinervaDL, both publications and (one-time and continuous)
queries are interpreted using the vector space model (VSM), but other appropriate data
models and languages could also be used (e.g., LSI or language models).

As an example of an application scenario for MinervaDL let us consider John, a pro-
fessor in computer science, that is interested in constraint programming and wants to
follow the work of prominent researchers in the area. He regularly uses the digital li-
brary of his department and a handful of other digital libraries to search for new papers
in the area. Even though searching for interesting papers this week turned up nothing,
a search next week may turn up new information. Clearly, John would benefit from ac-
cessing a system that is able to not only provide a search functionality that integrates
a big number of sources (e.g., organizational digital libraries or even libraries from big
publishing houses), but also capture his long term information need (e.g., in the spirit of
[24,16,28]). This system would be a valuable tool, beyond anything supported in current
digital library systems, that would allow John to save time and effort. In our example
scenario, the university John works in is comprised of three geographically distributed
campuses (Literature, Sciences and Biology) and each campus has it own local digital
library. In the context of MinervaDL, each campus would maintain its own super-peer,
which provides an access point for the provider representing the campus’ digital li-
brary, and the clients deployed by users such as John. Other super-peers may also be
deployed by larger institutions, like research centers or content providers (e.g., CiteSeer,
ACM, Springer, Elsevier), to provide access points for their users (students, faculty or
employees) and make the contents of their digital libraries available in a timely way.
MinervaDL, proposed in this paper, offers an infrastructure, based on concepts of P2P
systems, for organizing the super-peers in scalable, efficient and self-organizing archi-
tecture. This architecture allows seamless integration of information sources, enhances
fault-tolerance, and requires minimum administration costs.

Contrary to approaches like LibraRing [24] that focus on exact retrieval and filtering
functionality (e.g., by disseminating documents or continuous queries in the network),
in MinervaDL publications are processed locally and query or subscribe to only selected
information sources that are most likely to satisfy the user’s information demand. In this
way, efficiency and scalability are enhanced by trading faster response times for some
loss in recall, achieving approximate retrieval and filtering functionality. MinervaDL
is the first approach to provide a comprehensive architecture and the related protocols
to support approximate retrieval and filtering functionality in a digital library context.
In the following sections, we position our paper with respect to related work, and dis-
cuss the MinervaDL architecture and an related application scenario. Subsequently, we
present the protocols that utilize node interactions and experimentally show the effi-
ciency of our approach both in terms of retrieval effectiveness and message efficiency.
Finally, in the last section we give directions for future work.
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2 Related Work

In this section, we survey related work in the context of information retrieval and filter-
ing in P2P networks. Initially we focus on retrieval approaches in super-peer networks
and structured overlay networks as these are the two areas conceptually closer to our
approach. Subsequently we discuss work in the area of P2P IF and position our work
with respect to the approaches presented here.

IR in super-peer networks. In [12] the authors study the problem of content-based
retrieval in distributed digital libraries focusing on resource selection and document re-
trieval. They propose to use a two-level hierarchical P2P network where digital libraries
are clients that cluster around super-peers that form an unstructured P2P network in the
second level of the hierarchy. In a more recent work, [13] uses also an unstructured P2P
architecture to organize the super-peers and uses the concept of neighborhood to devise
a method for super-peer selection and ranking. In a similar fashion, [11] proposes an
architecture for IR-based clustering of peers in semi-collaborating overlay networks.

ODISSEA [21] was one of the first attempts to utilize a DHT in a super-peer envi-
ronment, by focusing on architectural issues of building a P2P search engine. There, a
two-tier architecture is again adopted, and the lower tier nodes of the system are im-
plemented on top of Pastry DHT. Later, OverCite [20] was proposed as a distributed
alternative for the scientific literature digital library CiteSeer. This functionality was
made possible by utilizing a DHT infrastructure to harness distributed resources (stor-
age, computational power, etc.).

IR in structured networks. With the advent of DHTs as a remedy for the node loca-
tion problem that existed in unstructured networks, a significant number of approaches
tried to support VSM on top of structured overlays. Meteorograph [9] was one of the
early papers to deal with the problem of similarity search over structured P2P overlays.
pSearch [23] was the first P2P system that used LSI to reduce the feature vectors of the
documents. In pSearch the authors propose the usage of a multi-dimensional CAN to
efficiently distribute document indices in the P2P network. In [18] a similar approach
is proposed, and Chord DHT is used to index the documents and route the queries to
appropriate peers. While most of related papers utilize a DHT to route the queries to
appropriate peers, Minerva [3] follows a different approach. In Minerva the structured
overlay offers a conceptually global, but physically distributed directory, that maintains
IR-style statistics and quality of service information. This information is exploited by
querying peers, and most relevant ones according to resource selection algorithms [2]
are contacted. The research presented in this paper extends the Minerva approach with
information filtering functionality and adapts the protocols to a DL environment.

IF in P2P networks. New approaches that use a DHT as the routing infrastructure to
build filtering functionality have lately been developed. Scribe [17] is a topic-based
publish/subscribe system based on Pastry. Hermes [16] is similar to Scribe because it
uses the same underlying DHT (Pastry) but it allows more expressive subscriptions by
supporting the notion of an event type with attributes. pFilter [22] uses a hierarchical
extension of CAN DHT to filter unstructured documents and relies on multi-cast trees
to notify subscribers. VSM and LSI can be used to match documents to user queries.
Finally, supporting prefix and suffix queries in string attributes is the focus of the
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Fig. 1. A high level view of the MinervaDL architecture

DHT-Strings system [1], which utilizes a DHT-agnostic architecture to develop algo-
rithms for efficient multi-dimensional event processing.

None of the works discussed above provides a comprehensive architecture and the
related protocols to support both IR and IF in DLs using DHTs. P2P-DIET [10] and
LibraRing where the first approaches that tried to support both functionalities in a sin-
gle unifying framework. P2P-DIET utilizes an expressive query language based on IR
concepts and is implemented as an unstructured P2P network with routing techniques
based on shortest paths and minimum weight spanning trees. An extension of P2P-
DIET [7] considers a similar problem for distributing RDF meta-data in an Edutella
[15] fashion. LibraRing [24] was the first approach to provide protocols for the sup-
port of both IR and IF functionality in DLs using DHTs. In LibraRing, super-peers are
organized in a Chord DHT and both (continuous) queries and documents are indexed
by hashing words contained in them. This hashing scheme depends heavily on the data
model and query language adopted, and the protocols have to be modified when the
data model changes [24]. The DHT is used to make sure that queries meet the matching
documents (in the IR scenario) or that published documents meet the indexed continu-
ous queries (in the IF scenario). In this way the retrieval effectiveness of a centralized
system is achieved, while a number of routing optimizations (such as value proxying,
content based-multicasting, etc.) are used to enhance scalability.

Contrary to the LibraRing approach, in MinervaDL the Chord DHT is used to dis-
seminate and store statistics about the document providers rather than the documents
themselves. Avoiding per-document indexing granularity allows us to improve scalabil-
ity by trading recall for lower message traffic. This approximate retrieval and filtering
approach relaxes the assumption of potentially delivering notifications from every pro-
ducer that holds in all the works mentioned above and amplifies scalability. Addition-
ally, it allows us to easily support different data models and query languages, without
modifications to the protocols, since matching is performed locally in each node.

3 MinervaDL Architecture

Figure 1 shows a high level view of the MinervaDL architecture, composed of three
types of nodes: super-peers, consumer nodes, and provider nodes.
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Super-peers run the DHT protocol and form a distributed directory that maintains
statistics about providers’ local knowledge in compact form. The Chord DHT is used
to partition the term space such that each directory node is responsible for the statistics
of a randomized subset of terms. Directory nodes are super-peers, nodes with more
capabilities than consumer or provider nodes (e.g., more cpu power and bandwidth)
that are responsible for serving information consumers and providers and act as their
access point to the MinervaDL network. When the number of super-peers is small, each
node can easily locate others in a single hop by maintaining a full routing table. When
the super-peer network grows in size, the DHT provides a scalable means of locating
other nodes. Super-peers can be deployed by large institutions like universities, research
centers or content providers (e.g., CiteSeer, ACM, Springer, Elsevier) to provide access
points for their users (students, faculty or employees) or digital libraries.

Consumer nodes are utilized by users to connect to the MinervaDL network, us-
ing a single super-peer as their access point. Utilizing a consumer node allows users
to pose one-time queries, receive relevant resources, subscribe to resource publications
with continuous queries and receive notifications about published resources (e.g., docu-
ments) that match their interests. Consumer nodes are responsible for selecting the best
information sources to query (resp. monitor) with respect to a given one-time query
(resp. continuous query). If consumer nodes are not online to receive notifications about
documents matching their submitted continuous queries, these notifications are stored
by their access point and are delivered upon reconnection.

Provider nodes are implemented by information sources that want to expose their
content to the MinervaDL network. Provider nodes use a directory node as their ac-
cess point and utilize it to distribute statistics about their local resources to the net-
work. Providers answer one-time queries and store continuous queries submitted by
consumers to match them against new documents they publish. More than one provider
nodes may be used to expose the contents of large digital libraries, and also an integra-
tion layer can be used to unify different types of DLs.

4 The MinervaDL Protocols

In this section, we explain in detail the way consumers, providers and super-peers join
and leave the network, publish new documents, submit one-time or continuous queries
and receive answers and notifications for their submitted queries. We use functions
key(), ip(n) and id(n) to denote the key, the IP address and the identifier of node n re-
spectively. key(n) is created the first time a consumer or provider joins the MinervaDL
network, and is used to support dynamic IP addressing and id(n) is produced by the
Chord hash function and is used to identify a super-peer within the Chord ring.

4.1 Provider and Consumer Join

The first time a provider P wants to connect to the MinervaDL network, it has to fol-
low the join protocol. P hast to find the IP address of a super-peer S using out-of-band
means (e.g., via a secure web site that contains IP addresses for the super-peers that are
currently online). P sends to S a NEWPROV(key(P ), ip(P )) message and S adds P in



MinervaDL: An Architecture for IR and Filtering 153

its provider table (PT ), which is a hash table used for identifying the providers that use
S as their access point. Here, key(P ) is used to index providers in PT , while each PT
slot stores contact information about the provider, its status (connected/disconnected)
and its stored notifications (see Section 4.7). Subsequently, S sends to P an acknowl-
edgement message ACKNEWPROV(id(S), ip(S)). Once P has joined, it can use the
connect/disconnect protocol described next to connect to and disconnect from the net-
work. Consumers use a similar protocol to join the MinervaDL network.

4.2 Provider and Consumer Connect/Disconnect

When a provider P wants to connect to the network, it sends to its access point S
a CONNECTPROV(key(P ), ip(P ), id(S)) message. If key(P ) exists in PT of S, P
is marked as connected. If key(P ) does not exist in PT , this means that S was not
the access point of P the last time that P connected (Section 4.8 discusses this case).
When a provider P wants to disconnect, it sends to its access point S a DISCONNECT-
PROV(key(P ), ip(P ), id(S)) message and S marks P as disconnected in its PT .

Consumers connect/disconnect from the network in a similar way, but S has also to
make sure that a disconnecting consumer C will not miss notifications about resources
of interest while not online. Thus, notifications for C are stored in the consumer table
CT of S and wait to be delivered upon reconnection of C (see Section 4.7).

4.3 Maintaining the Directory

In MinervaDL, the super-peers utilize a Chord-like DHT [19] to build-up a distributed
directory, while each provider P uses its access point to distribute per-term statistics
about its local index to the directory using POST messages. At certain intervals (e.g.,
every k publications or time units) the provider has to update its statistics in the direc-
tory. We now describe the updating process done by a provider.

Let T = t1, t2, . . . , tn denote the set of all terms included in the documents a
provider P has published after the last directory update. For each term t ∈ T , the
provider computes statistics: (i) the maximum term frequency of occurrence within P ’s
document collection (tfmax

t ); (ii) the number of documents in its document collection
containing t (dft); (iii) the size of P ’s document collection (cs). Using its IP address,
P forwards the POST(key(P ), ip(P ), tfmax

t , dft, cs, t) message to the super-peer S
that is P ’s access point to the directory. Next, S uses the Chord lookup() function
to forward a modified POST message (including in addition S’s IP address ip(S) and
identifier id(S)) to the super-peer node responsible for identifier H(t) (i.e., this node is
responsible for maintaining statistics for term t). This node St stores the received POST

message in its local statistics table ST to be able to provide the term statistics to nodes
requesting them.

4.4 Submitting an One-Time Query

In this section we show how to answer one-time vector space queries. Let us assume that
a consumer C wants to submit a query q containing terms t1, t2, . . . , tn. The following
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steps take place. In step one, C sends to its access point S a SUBMITQ(key(C), ip(C),
q) message. In the second step, for each term t ∈ q, S computes H(t) to obtain the
identifier of the super-peer responsible for storing statistics about term t. Then, it sends
GETSTATS(key(C), ip(C), t) message by using the Chord lookup() function.

In step three each super-peer St that receives a GETSTATS message, searches its local
statistics table ST for term t to retrieve a list L of provider nodes storing documents
containing the term t. Each element in list L is a tuple (key(P ), ip(P ), tfmax

t , dft, cs, t)
containing contact information about providers and statistics about terms contained in
documents that these providers publish. Subsequentlyt, St creates a RETSTATS(id(St),
ip(St), L) message and sends it to consumer C using ip(C) included in the GETSTATS

message. In this way, the consumer receives provider statistics for all query terms.
In step four, C uses the scoring function sel(P, q) described in Section 5.1 to rank

the providers with respect to q and identify the top − k providers that hold documents
satisfying q. Subsequently, C creates a GETRESULTS(ip(C), key(C), q) message and
forwards it, using the contact information associated with the statistics, to all provider
nodes selected previously. Once a provider node P receives a GETRESULTS message
containing a query q, it matches q against its local document collection to retrieve the
documents matching q. The local results are ranked according to their relevance to the
query to create a result list R. Subsequently, P creates a RETRESULTS(ip(P ), R, q)
message and sends it to C. In this way, C collects the local result lists of all selected
providers and uses them to compute a final result list that is then presented to the user.
To merge the retrieved result lists, standard IR scoring functions (e.g., CORI [4] or
GlOSS [8]) are used.

4.5 Subscribing with a Continuous Query

This section describes how to extend the protocols of Section 4.4 to provide information
filtering functionality. To submit a continuous query cq = {t1, t2, . . . , tn}, the one-time
query submission protocol needs to be modified. The first three steps are identical while
step four is modified as follows.

C uses the scoring function pred(P, cq) described in Section 5.2 to rank the providers
with respect to cq and identify the top−k providers that may publish documents match-
ing cq in the future. These are the nodes that will store cq and C will receive notifications
from these nodes only. This query indexing scheme makes provider selection a critical
component of the filtering functionality. Notice that, in a filtering setting, resource selec-
tion techniques like sel(P, cq) described in Section 5.1 and used for one-time querying,
are not appropriate since we are not interested in the current document collection of the
providers but rather in their future publishing behavior.

Once providers that will store cq have been determined, C creates an INDEXQUERY

(key(C), ip(C), id(S), ip(S), cq) message and sends it to these providers using the IP
addresses associated with the GETSTATS messages C received in the previous step.
When a provider P receives an INDEXQUERY message, it stores cq in its local con-
tinuous query data structures to match it against future publications. P utilizes these
data structures at publication time to find quickly all continuous queries that match a
publication. This can be done using e.g., algorithms BestFitTrie [25] or SQI [27].
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4.6 Publishing a New Document

Contrary to approaches such as [24] that distribute the documents or the index lists
among the nodes to achieve exact retrieval and filtering functionality, publications in
MinervaDL are kept locally at each provider. This lack of publication forwarding mech-
anism is a design decision that offers increased scalability in MinervaDL by trading
recall. Thus, only monitored provider nodes (i.e., indexing a continuous query cq) can
notify a consumer C, although other providers may also publish relevant documents.
As already stated, this makes the scoring function pred() a critical component.

Thus, when a provider node P wants to publish a new document d to the MinervaDL
network, the document is only matched against P ’s local continuous query database to
determine which continuous queries match d, and thus which consumers should be no-
tified. Additionally, at certain intervals P creates POST messages with updated statistics
and sends them to its access point S.

4.7 Notification Delivery

Assume a provider P that has to deliver a notification for a continuous query cq to
consumer C. It creates a NOTIFICATION(ip(P ), key(P ), d, cq) message, where d is the
document matching cq, and sends it to C. If C is not online at that time, then P sends
the message to S, where S is the access point of C, using ip(S) associated with cq. S
then is responsible for storing the message and delivering it to C upon reconnection. If
S is also off-line then the message is sent to S′, which is the access point of P , and S′

utilizes the DHT to locate the successor(id(S)) (as defined in Chord [19]), by calling
function lookup(). Answers to one-time queries are handled in a similar way.

4.8 Super-Peer Join/Leave

To join MinervaDL network, a super-peer S must find the IP address of another super-
peer S′ using out-of-band means. S creates a NEWSPEER(id(S), ip(S)) message and
sends it to S′ which performs a lookup operation by calling lookup(id(S)) to find
Ssucc = successor(id(S)), similarly to the Chord joining procedure. S′ sends a ACK-
NEWSPEER(id(Ssucc), ip(Ssucc)) message to S and S updates its successor to Ssucc.
S also contacts Ssucc asking its predecessor and the data that should now be stored at
S. Ssucc updates its predecessor to S, and answers back with the contact information of
its previous predecessor, Spred, and all continuous queries and publications that were
indexed under key k, with id(S) ≤ k < id(Spred). S makes Spred its predecessor and
populates its index structures with the new data that arrived. After that S populates its
finger table entries by repeatedly performing lookup operations on the desired keys.

When a super-peer S wants to leave LibraRing network, it constructs a DISCON-
NECTSPEER(id(S), ip(S), id(Spred), ip(Spred), data) message, where data are all the
continuous queries, published resources and stored notifications of off-line nodes that
S was responsible for. Subsequently, S sends the message to its successor Ssucc and
notifies Spred that its successor is now Ssucc. Clients that used S as their access point
connect to the network through another super-peer S′. Stored notifications can be re-
trieved through successor(id(S)).
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5 Scoring Functions

Selecting the appropriate provider nodes to forward an one-time or a continuous query,
requires a ranking function that will be used to determine the most appropriate sources
for a given information demand. Although, both IR and IF protocols utilize the same
meta-data stored in the distributed directory, the node ranking strategies differ signifi-
cantly and have to consider varying objectives: in the case of IR, the scoring algorithm
has to identify authorities with respect to a given query, i.e., nodes that have already
made available a lot of relevant document in the past. These nodes should receive high
scores, and thus be ranked high in the respective node ranking that will result. For this
purpose, standard resource selection algorithms known from the IR literature can be
utilized. Section 5.1 discusses our scoring function for one-time querying.

In contrast, in the IF case the scoring function has to determine the most appropriate
provider nodes that given a continuous query cq, will publish documents matching cq
in the future. In this setting, relying on existing resource selection algorithms similar to
the ones utilized for one-time querying leads to low recall, as these algorithms are able
to capture past publishing behavior, and cannot adapt to the dynamics of the filtering
case. To better illustrate this consider the following example.

Assume two providers, where the first is specialized in soccer (i.e., in the past has
published a lot of documents about soccer), although now it is rarely publishing new
documents. The second provider is not specialized in soccer but currently it is publish-
ing many documents about soccer. Now, a consumer subscribes for documents with the
continuous query soccer Euro 2008. A ranking function based on resource selection al-
gorithms would always choose the first provider. To get a higher ranking score, and thus
get selected for indexing the query, the second provider has to specialize in soccer, a
long procedure that is inapplicable in a filtering setting, which is by definition dynamic.
The above example illustrates that our ranking formula should be able to predict the
publishing behavior of providers by observing both their past and current behavior and
projecting it to the future. To achieve this, we rely on statistical analysis tools to model
a provider’s publishing behavior. In Section 5.2 we discuss a novel technique that is
based on time-series analysis of IR statistics.

5.1 Resource Selection

A number of resource selection methods (e.g., tf/idf based, CORI [5], GlOSS [8] and
others) are available to identify authorities with respect to a query q. We use a tf/idf
based approach to compute a score for provider P using the formula shown below:

sel(P, q) =
∑

t∈q

β · log (dfP,t) + (1 − β) · log
(
tfmax

P,t

)

The parameter β can be chosen between 0 and 1 and is used to stress the impor-
tance of df or tfmax (experiments have shown that β = 0.5 is an appropriate value in
most cases [2]). Using the scoring function presented above we can identify providers
that store high-quality documents for query q and thus achieve high recall by querying
only a few providers. To further improve recall we have developed overlap-aware node
selection strategies [2] and techniques that exploit term correlations [14].
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5.2 Publishing Behavior Prediction

Our prediction mechanism collects IR statistics from the distributed directory and treats
them as time-series data to perform statistical analysis over them. Statistical analysis
assumes that the data points taken over time have some sort of internal structure (e.g.,
trend etc.), and uses this observation to analyze older values and predict future ones
[6]. There exist various approaches that differ in their assumptions about the internal
structure of the time-series (e.g., whether it exhibits a trend or seasonality). Moving
average techniques are a well-known group of time-series prediction techniques that
assign equal weights to past observations (e.g., averaging is the simplest form of moving
average techniques), and thus cannot cope with trends or seasonality. In our setting, it
is reasonable to put more emphasis on a node’s recent behavior and thus assign higher
weights to recent observations. Double exponential smoothing assigns exponentially
decreasing weights to past observations and assumes that the time-series data present
some trend to predict future values. Since many queries are expected to be short-lived so
that no seasonality will be observed in the IR statistics time-series, we do not consider
seasonality in our predictions (and thus we do not use triple exponential smoothing).

The scoring function pred(P, cq) returns for a score representing the probability
that provider P will publish in the future documents relevant to the continuous query
cq. In MinervaDL, we use double exponential smoothing to predict the following two
statistical values. Initially, for all terms t in cq, we predict the value for dfP,t (denoted as
df∗

P,t), and use the difference (denoted as δ(df ∗
P,t)) between df∗

P,t and the last received
value from the directory to calculate the score for P . δ(df∗

P,t) reflects the number of
relevant documents concerning t that P will publish in the next period. Secondly, we
predict δ(cs∗) as the difference in the collection size of P reflecting the provider node’s
overall expected future publishing activity. In this way we model two aspects of the
node’s behavior; its ability to publish relevant documents in the future and its overall
expected publishing activity. The consumer node that submits cq obtains the IR statistics
that are needed as an input to our prediction mechanism by utilizing the distributed
directory. The following formula is used to compute the prediction score for a provider
P with respect to a continuous query cq:

pred(P, cq) =
∑

t∈cq

log
(
δ(df∗

P,t) + log (δ(cs∗P ) + 1) + 1
)

In the above formula, publication of relevant documents is accented compared to
publishing rate. If a node publishes no documents at all, or, to be exact, the prediction of
ĉs∗, and thus the prediction of d̂f

∗
, is 0 then the pred(P, q) value is also 0. The addition

of 1 in the log formulas is used to yield positive predictions and to avoid log(0).

6 Experiments

In our experimental evaluation we assume a total number of 1000 providers and the
same number of consumers, which are connected to a MinervaDL network using 400
super-peers as access points. At bootstrapping, each provider stores 300 documents and
is mainly specialized in one out of ten categories (e.g., Music, Sports, Arts etc.) such
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Fig. 2. Retrieval effectiveness and message costs for MinervaDL

that we have 100 specialized information sources per category. We construct 30 queries1

containing two, three or four terms that are strong representatives of a certain document
category and are used both as one-time and continuous queries. Figure 2 shows the
retrieval effectiveness of MinervaDL in terms of recall and its efficiency compared to
exact matching approaches.

IR scenario. In figure 2(a), the experimental results of the information retrieval func-
tionality of MinervaDL are presented. We assume that a consumer requests the 30 one-
time queries and we are interested in the relative recall to a centralized search engine
hosting a joint collection: the ratio of top-25 documents included in the merged P2P
result. Thus, we apply the selection strategy as described before and increase the per-
centage ρ of providers in the system that are requested to answer the query. Figure
2(a) shows that the retrieval performance of MinervaDL manages to retrieve more than
90% of the top rated documents by asking only a fraction of the providers, whereas the
baseline approach of random node selection reaches a much lower recall (around 20%).

IF scenario. To evaluate the IF functionality of MinervaDL, we assume that providers
publish 30 documents within a specific time period (called publishing round) and we
investigate the results after ten publishing rounds. We consider a scenario that models
periods of inactivity in the publishing behavior and assume that consumers subscribe
with 30 continuous queries and reposition them in each publishing round. In the ex-
periments, we vary the percentage of monitored providers ρ and rank them using the
two scoring functions approaches described in Section 5. As a retrieval measurement,
we use recall as the ratio of total number of notifications received by the consumers
to the total number of published documents matching a subscription. As illustrated in
Figure 2(b), the use of behavior prediction improves recall over resource selection as
it manages to model more accurately the publishing behavior of providers. In this way,
our proposed scoring function manages to achieve a recall of around 80% by monitor-
ing only 20% of the providers in the network. Notice that for resource selection, this
number is only 35% which makes it an inapplicable solution to a filtering environment.

Message Costs Analysis. Figures 2(c) and 2(d) show different aspects of our message
costs analysis. Here, we assume that in each round, the subscriptions are repositioned
and the one-time queries are requested again (e.g., by another consumer). In this setting,
we have three types of messages: directory, retrieval, and filtering messages. Figure 2(c)

1 Example queries are museum modern art, or space model.
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compares MinervaDL with an implementation of the exact matching protocols of Li-
braRing [24]. We consider the overall message costs as a function of the total number
of documents published in the system for both approaches. As shown, message costs
of MinervaDL are independent of the number of publications, whereas LibraRing, and
all exact matching approaches, is sensitive to this parameter since documents have to
be disseminated to the network. This imposes a high network cost especially for high
publication rates expected by nodes exposing the contents of DLs.

Finally, in Figure 2(c) we can observe that directory messages dominate both re-
trieval and filtering messages. This is expected since matching and filtering mechanisms
are by design local to accommodate high publication rates. This means that building
both IR and IF functionality on top of the routing infrastructure imposes no extra cost
on the architecture, compared to one that supports only one type of functionality. Since
other types of information can also be stored in the directory in the same fashion (e.g.,
QoS statistics or load balancing information) building extra functionality will increase
the added value of the directory maintenance, and come at almost no extra cost.

7 Outlook

We are currently implementing MinervaDL and plan to deploy it over a wide-area test-
bed such as PlanetLab. We are also focusing on the IF case and investigate the automatic
adaptation of prediction parameters and the usage of different prediction techniques.
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Abstract. In large-scale distributed retrieval, challenges of latency, heterogene-
ity, and dynamicity emphasise the importance of infrastructural support in reduc-
ing the development costs of state-of-the-art solutions. We present a service-based
infrastructure for distributed retrieval which blends middleware facilities and a
design framework to ‘lift’ the resource sharing approach and the computational
services of a European Grid platform into the domain of e-Science applications.
In this paper, we give an overview of the DILIGENT Search Framework and illus-
trate its exploitation in the field of Earth Science.

1 Introduction

The problem of retrieving information which is widely disseminated and autonomously
managed has a wide range of possible solutions. Variability is in terms of:

– models: from those in which queries and data are structured or semi-structured (data
retrieval), to those in which they are mostly or entirely unstructured (document or
content-based retrieval) [1];

– approaches: from those in which queries are distributed along with the data (dis-
tributed retrieval) [2,3], to those in which the data is centralised around the queries
(content crawling and metadata harvesting) [4];

– architectures: from those in which queries emanate from clients and data is held at
servers (client-server architectures), to those in which both may originate from any
of a number of peers (peer-to-peer architectures) [5].

Across the spectrum, the core challenges remain those associated with the latencies
of the underlying network and the heterogeneity of data, tools, means, and purposes
which may be observed across communicating nodes. It is increasingly recognised that
the scale of these challenges requires infrastructural support to reduce the development
costs normally associated with state-of-the-art solutions [6]. It is equally recognised

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 161–173, 2007.
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that, in most areas, infrastructural support remains piecemeal and revolves around open-
source implementations of standard protocols and formats.

Issues of large scale distribution and heterogeneity are particularly acute in e-Science
communities, where infrastructures are called upon to enable secure, cost-effective, and
on-demand resource sharing [7]. This is the Grid vision [8], and current-generation
infrastructures increasingly realise it under a service-based paradigm and for low-level
computational resources, such as networks, storage, and processing cycles [9,10].
Building on these platforms, next-generation infrastructures set out to extend the vi-
sion into application domains, where the scope for resource sharing broadens to in-
clude, among others, retrieval services [11]. The impact is potentially non-trivial, for
co-ordinated sharing of application resources may invalidate cost analyses of retrieval
solutions which assume more conventional deployment scenarios: solutions with high
adoption costs may be outsourced to the Grid infrastructure.

The DILIGENT project1 is one of the first attempts to systematically lift into the Dig-
ital Library (DL) domain the facilities of a European Grid platform2 (see also [12,13]).
The expected outcome is a rich infrastructure of internetworked machines, middleware
services, domain services, and application services in which resource sharing is an
implication of virtual digital libraries, i.e. DLs that are: (i) assembled declaratively
from community-provided datasets and application services; and (ii) deployed and re-
deployed on-demand across machines by middleware services, according to availabil-
ity, performance, and functional constraints. This is genuinely ambitious, for it reflects
a model of application-level sharing which encompasses not only data resources but
also domain and application services: like computing cycles, storage, and data before,
application logic becomes a commodity within an infrastructure which abstracts over
its physical location at any given time. The dynamic deployment of services is the key
challenge of DILIGENT and its primary contribution to the Grid vision for application
domains.

The DILIGENT infrastructure retains the service-orientation of the underlying plat-
form and organises its services across three layers: the Collective Layer (CL), where
middleware services define, deploy, secure, and otherwise support the operation of DLs;
the Digital Library Layer (DLL), where domain services manage the data and orches-
trate processes against it; and the Application Specific Layer (ASL), where application
services mediate between users and the services of the CL and DLL layers. Within
the DLL layer, in particular, the infrastructure offers novel opportunities for supporting
application development: not only may its domain services be invoked to offer sophisti-
cated functionality, they may also be designed so as to be specialised and extended into
application services which are tailored to the bespoke needs of adopting communities.
In this case, a service-oriented infrastructure becomes a service-oriented framework.

In this paper, we focus on a core part of the DILIGENT DLL layer in which infras-
tructural support is largely in terms of a framework for application services. In partic-
ular, we abstract away from DLL services dedicated to content, metadata, annotation,
and workflow management, and concentrate instead on the DILIGENT Search Frame-
work, i.e. the set of DILIGENT services for the distributed retrieval of both data and

1 http://www.diligentproject.org/
2 Enabling Grids for E-sciencE, http://public.eu-egee.org/

http://www.diligentproject.org/
http://public.eu-egee.org/


A Grid-Based Infrastructure for Distributed Retrieval 163

documents. We discuss the framework in Section 2 and we report on its exploitation
within the domain of Earth Science, a challenging e-Science, in Section 3. Finally, we
conclude in Section 4, where we outline directions for further work.

2 The DILIGENT Search Framework

Within a service-oriented framework, the notion of ‘service’ acquires structure and
granularity to accommodate functional composition and abstraction, respectively (cf.
Figure 1). Precisely, our service model distinguishes between: (i) service classes, i.e. flat
groupings of services within the same functional area (e.g. the Index class), (ii) services,
i.e. abstract instances of service classes (e.g. the LookupService in the Index class),
and (iii) web services, i.e. entry-points to concrete implementations of abstract services

Fig. 1. Service Model

LookupFactoryService). (e.g. the
Service implementations are dy-
namically deployable, and doing
so on one or more Host Nodes
of the DILIGENT infrastructure
(DHNs) yields running instances
of the service (RIs).

Against this model, the sup-
port offered by the framework
is twofold. Firstly, it provides a
set of core services which co-
ordinate the functionality of ap-
plication and domain services to-
wards a wide range of distributed
search processes; depending on the semantics of the orchestrated services, processes
may fall at arbitrary points within the content-based vs. data-based spectrum and oper-
ate upon different forms of content and metadata (full-text or multimedia search, sim-
ilarity search, structured and semi-structured search, etc.). Discussed in Section 2.1,
the core services provide foundations to support the heterogeneity and dynamicity of
data and processing requirements which can be observed within e-Science scenarios.
Secondly, the Search framework offers design blueprints, partial implementations, and
libraries for the development of application and domain services compliant with second-
generation Web Service standards [14,15]. Two distinguished classes of such services,
namely the index management services and the service for content description, selection
and result fusion, are outlined in Sections 2.2 and 2.3, respectively.

2.1 The Core Services

The DILIGENT Search Service is a Service Class that groups all fundamental functional
elements (i.e. Services) related to Information Retrieval (IR), but not directly bound to a
more specific thematic area, such as Indexing, Distributed Information Retrieval (DIR),
etc. The overall search management as well as several gluing elements fall within its
scope. In contrast, we refer to the Search Engine as the full fledged set of elements that
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serve IR in DILIGENT. Finally, we refer to Search Framework when implying not only
software but also protocols, rules and even guidelines for implementing and extending
DILIGENT IR.

Search Overview. DILIGENT Search Engine, modular even in its internal structure,
captures its requirements through a complex, yet straightforward, set of concepts and
mechanisms, which are depicted in Figure 2.

The main idea behind the presented architecture is that the actual work of retrieving
and processing the information and data contained in DILIGENT or other sources, is not
an integral part of the Search Service, but can rather be off-loaded to entities that focus
on different (D)IR and data processing aspects. Yet, the Search Service comes bundled
with a set of such entities to enable the out-of-the-box use of the system.

The search task is captured by a set of steps which manage:

– Interaction with the ultimate consumer of the service (e.g. the User Interface)
through a query language and various alternative interaction staging facilities;

– Consolidation of information regarding the status and availability of resources in
need / reach;

– Preparation of the IR process through advanced facilities that potentially impose
changes over the initial query;

– Operation planning, producing a near-optimal workflow of low-level search opera-
tions, in terms of resource utilisation;

– Execution of the workflow, i.e. invocation of the low-level search operations, (po-
tentially off-loaded to external engines) and progress monitoring;

In this operation, the Search Orchestrator, which falls is the class of Services in the
service model, is the entry point of the Search Engine, and acts as the manager of the
IR procedure. Under its co-ordination, collaborating, yet independent, sets of service
classes, such as the DIR, the Index and the Metadata Management ones, form the back-
bone of DILIGENT Search Engine.

Fig. 2. The DILIGENT Search Framework

The major hooks
for extending func-
tionality that renders
the overall engine
capable of captur-
ing the requirements
for custom process-
ing, raised by its
addressed communi-
ties, have been
sketched in the
above. These entail
both the IR prepa-
ration steps, masked
under the Query Preprocessor concept, as well as the run time processing performed
by single components of the Search Operators set. Within the adopted architecture,
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the quality and performance of the IR operations are, to a large degree, subject to the
performance of particular elements plugged-in at these predefined placeholders.

In the following paragraphs we deepen on selected aspects of the DILIGENT Search
Engine and its operation.

Serving a Request. The first step, even prior to searching, is the construction of a user
query, i.e. an XML based, tree-like, abstract representation of the IR processing tasks
involved in a search operation, that the engine must perform on behalf of the user. This
query, formulated in a strict structure, is passed to the Search Orchestrator and has its
validity thoroughly verified.

This procedure, i.e. validation, is an informed decision based on the availability of
infrastructure resources. This information is gathered by the DIS, the DILIGENT CL
service playing the role of global registry commonly used in both SOA architectures
and Grid infrastructures to monitor and discover resources. The DIS has a two-fold
role in the context of Search. The first is the discovery of the hosting environment
the engine resides and the resources it can allocate to a task, e.g. Web Services, RIs,
DHNs. This environment does not only drive the construction of query execution plans,
but in conjunction with the dynamic deployment feature and the modular nature of
service oriented approaches, it can imply the need to create new resources to utilise in
future evaluations. The second key role of the DIS is to actually enable the modular
architecture the Search framework provides. Available service instances define their
semantics within the search context by publishing them to the DIS in a common way.
These semantics are used by the Query Planner to produce execution plans.

The Search Orchestrator is constantly aware of the environment, through repetitive
interactions with the DIS. Given a user query, the service supervises the individual
steps that produce the query results. These steps include validation, preprocessing, such
as injecting personalised information and pre-selection over the available sources, and
linguistic processing. The enriched query and the environment information are passed
to the Query Planner, in order for it to construct the execution plan.

The individual steps of this plan are performed by elements which are labelled as
Search Operators. These operators are actually services that enable both information re-
trieval and data processing. Processing can refer to standard operations, e.g. sort, join,
merge, but also to more complex ones, such as mathematical and logical expression
evaluation, aggregation and even branching evaluation, all within the same workflow.
Following the service-oriented approach, search operators build up a pool of dynam-
ically selectable services, allowing unconstrained extensibility of the Search Service
through the addition of new, custom, processing blocks. These very concepts equip the
Search Engine with the capability to exploit elements such as DataFusion, Indices and
Metadata handling services, as Search Operators themselves, even if they are distinct
components. Search Operators follow the aforementioned Service Model, thus it is pos-
sible to have the domain-specific Services embedding multiple operation steps in a sin-
gle Operator Service, leaving room for trade-off evaluation of distributed computational
power versus highly optimised local transactions.

Planning and Optimising Execution. In order to produce the execution plan, the
Query Planner matches abstract queries to concrete service instance invocations. This
is accomplished using templates that specify the query sub-trees a service can satisfy.
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The outcome of the procedure is a graph of service invocations, adopting the orchestra-
tion model of the Business Process Execution Language (BPEL). According to this, there
is a global view of the participant service instances, under the central control of the execu-
tion engine (the DILIGENT Process Execution Service). This paradigm accommodates,
among others, better performance, sophisticated control and fine grained error handling.
The final plan is subsequently passed to the available execution engine which executes
and monitors it so that the desired results are produced and passed back to the user.

Due to the dynamic nature of the underlying infrastructure, the query planner does
not have inherent knowledge of available service instances, but instead receives this
information externally from the Search Orchestrator. This favours both extensibility,
by adding/removing service instances, and flexibility, by changing existing instances.

It is a fact that, due to the plethora of resources, a single user query can be served
by more than one execution plan, with semantic equivalence yet significant diversion in
terms of resource requirements. Under this observation, the Query Planner, and more
specifically its optimisation component, is responsible not only to construct a seman-
tically and operationally valid execution plan, but also to achieve minimal resource
consumption while maintaining a certain quality of service level. Yet, this optimisation
has to accomplished within a reasonable time limit, since searching for the best execu-
tion plan is generally a computationally intractable problem and involves enumerating
and checking a potentially huge number of alternative options.

Query optimisation is managed with optimisation techniques borrowed from dis-
tributed databases [16,17]. It traverses through the solution space of alternative exe-
cution plans, estimates their costs and chooses the best candidate. This involves not
only selecting the best set of services that can compute a user query, but also choosing
the best hosting nodes of these service instances. Optimisation takes place in two-steps
[18]. First, an abstract execution plan is produced and then site selection is performed.

A mathematical cost formula, tailored to the DILIGENT service oriented architec-
ture, is employed. It takes into consideration factors like data source statistics, service
operational complexity, intermediate results size, cost of messages among service invo-
cations, communication initialization/termination overheads, intermediate result frag-
mentation, etc. Cost estimation is constantly enhanced by an active component that
monitors the plan execution and refines both the formula and the stored statistics [19].

Moving Large DataSets. Throughout the execution of a search workflow, the need to
transfer potentially large amounts of data between services is evident. Given the par-
ticular hosting environment of the Grid, enriched by the possibilities provided by the
dynamic deployment features of DILIGENT, it is essential to utilise a common frame-
work for data transferring.

The separation of concerns achieved by extracting relevant concepts out of the
main functional logic of the services, allows them to be easily and uniformly reused
for all search elements (i.e. Services). This lead to the DILIGENT ResultSet framework,
i.e. the leveraging system data transfer mechanism be comprised of the ResultSet ser-
vice and client elements. Its utilisation aims at hiding the complexities of underlying
protocols and data locations. Yet, benefits rising from their exploitation are offered to
consumer / producer services, which are able to take advantage of them with the mini-
mum cost and complexity.
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The encapsulated logic allows on-the-spot processing of data, eliminating unneces-
sary data movements, usually avoiding protocol stack and network engagement.

Furthermore, pipelining of execution is enabled through paged data transfer facili-
ties, integrated in the framework. Based on this feature, the ResultSet can also act as
a flow control mechanism, freeing component services of unnecessary resource con-
sumption in a uniform manner.

2.2 Index Generation and Management

The role of the Index service in the Search framework is to facilitate fast and scal-
able information retrieval from a number heterogeneous information sources over the
distributed and unstable Grid environment. This is achieved by generating and main-
taining a number of different indices, deeply integrated in the DILIGENT infrastructure.
In collaboration with the Planner and the other Search services, both low response time
services and complex search operators are made available.

The main obstacle to be overcome by the design of the Index service, was to be able
to ensure both stability and low response times on a highly distributed and heteroge-
neous system. Clearly replication, both concerning files and services, was needed. As
an indices might grow very big, replicating the full index is potentially a slow and band-
width heavy process. With this in mind, it was decided to represent indices by way of
delta files3, which can both easily be replicated through DILIGENT services and be used
to keep service replications up to date. In order to manage the delta files and replication
process the Index service has been designed as service oriented framework characterised
by services playing three distinct roles: (i) Manager service, i.e. a service managing and
representing one specific index in terms of delta files used to build it; (ii) Updater ser-
vice, i.e. a service responsible for consuming content from a content source, transforming
this into delta files, and updating the Manager service of a specific index. Any number of
Updater instances may be connected to a single Manager instance, allowing for highly
distributed feeding of an index; and (iii) Lookup service, i.e. a service that will use the
delta files maintained by a Manager in order to build a replication of the index locally on
a node. Any number of Lookup instances can be connected to one logical index repre-
sentations (Manager instances), thereby providing replication of the Lookup Service and
the actual physical index, adding both stability, fault tolerance and query performance.

In order to ensure that the Manager-Updater-Lookup framework is easily and uni-
formly implemented current and future Index service implementations, a library han-
dling delta files storage, management and retrieval in addition to providing needed
Web Service operations for the different roles was implemented. Using the library, the
three roles can be implemented in a single Service, or as distinctly separate Services.
In this manner, four different index distribution configurations can be implemented:
(i) All-in-one, all roles are implemented through the same Service thus ensuring low
latency between document feeding and searchability; (ii) Lookup separated, promoting
any number of lookup instances thus supporting query intensive environments even if it
might not be applicable for large indices or indices with a large number of information

3 Delta files contain information on how to transform each version of the index to the next a.k.a.
the difference between the versions.
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sources; (iii) Updater separated, keeps the Updater separated from the rest thus being
able to handle a more intense feeding process for large indices or indices with a number
of information sources where a low query frequency is expected; (iv) One service per
role, promotes one service per role on diverse nodes thus offering replication both at
the updater and lookup level.

Three standard index implementations have been created in the current DILIGENT

implementation supporting three different indexing scenarios with distinct data types.
A Full Text Index providing the functionality of retrieving entries based on text queries
against the full text contents of the entries. By manipulating the index profile it is
possible to customize this index, e.g. specify the index structure, the query process-
ing supported and the result sets including advanced linguistic processing. The full
text index is implemented using the one-service-per-role distribution. A Forward Index
supporting simple and fast key-value lookups. It is implemented using the one-service-
per-role distribution. A Geographical Index, supporting geospatial and spatio-temporal
search over a very large set of objects described by their location in a geographical
system. In expectation of highly distributed content sources, intense feeding process,
and high query frequencies, it was decided to use the one-service-per-role index dis-
tribution. This lead to the Geographical index being implemented by way of the fol-
lowing three Web Services: GeoIndexManagementService, GeoIndexUpdaterService
and GeoIndexLookupService. The functionality of the latter Web Service in respect to
Earth Science will be further described in Section 3.

2.3 DIR Services

Complementing search and indexing services, three service classes provide further sup-
port for content-based retrieval within the framework: namely, Content Source Selection
(CSS), Content Source Description (CSD), and Data Fusion (DF). Collectively, CSD,
CSS, and DF services perform the tasks which characterise content-based Distributed
Information Retrieval [3], an active field of research which has had limited uptake in
the practice of information services so far [20]. In more detail: (i) CSD services gen-
erate and maintain summary descriptions of content sources, such as partial indices,
collection-level term statistics, or result traces from training or past queries; (ii) CSS
services limit the routing of queries to the sources which appear to be the best tar-
gets for their execution, where ‘goodness’ criteria include the relevance of content, the
sophistication of retrieval engines, and the monetary costs associated with query exe-
cution; and (iii) DF services derive a total order of the result sets produced by target
sources with respect to different scoring functions and content statistics.

The framework sets out to support a wide range of DIR strategies. For example, a CSD
service may base source descriptions on term statistics derived from full-text content
indices, while another may do so using partial indices derived directly from the content
through query-based sampling techniques [21]. Similarly, a DF service may rely on a
round-robin algorithm to merge results, another may be biased by the output of a CSS
service, and yet another may employ non-heuristic techniques and leverage the output of
a CSD service to ‘consistently’ re-rank results with respect to global content statistics.

Though pairwise different, strategies of description, selection, and fusion share a
common architecture which the framework attempts to capture within an extensible
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design. In it, services are stateful and the state of their RIs is comprised of source de-
scriptions (CSD) or sets thereof (CSS, DF) which are generated, accessed, and updated
through distinguished web services. In particular:

– access services expose the state of RIs to clients, or otherwise consume it on their
behalf. CSS selectors and DF mergers consume sets of descriptions to select over
content sources and merge results which emanate from them, respectively. CSD de-
scriptors expose descriptions through fine-grained interfaces suitable for selective
access, or through file-transfer facilities suitable for coarse-grained access. Selectors
choose sources based on cut-off points within rankings of their descriptions, where
cut-offs are either specified by the client or else are derived from upper bounds on
the number of results to be retrieved, also indicated by clients; in the latter case,
selectors return an estimate of the number of results to be retrieved from selected
sources. To promote responsiveness and optimal resource consumption, mergers
process streams of results, using facilities provided the ResultSet service. Streaming
is also supported in output, if the merging strategy allows it; in this case, a callback
mechanism allows result merging on demand within configurable timeouts.

– monitor services observe the external environment for changes which may trigger
an update to the state of RIs. CSD monitors react to changes to indices of content
sources, for which they subscribe with instances of Index services; the regeneration
of a description is governed by update policies based on a configurable combination
of time and space criteria (i.e. every so often and/or whenever indices have changed
of a given proportion). CSS and DF monitors react instead to changes to descrip-
tions, for which they subscribe with CSD descriptors. In all cases, subscriptions are
brokered by services in the CL, so as to achieve resilience to the redeployment of
notification producers.

– factory services generate the state of RIs. The separation of factories and access
services distinguishes two phases in the lifetime of RIs: in the operative phase,
clients interact with access services to act upon state; in the generative phase, state
is created, derived, updated or otherwise materialised locally to the instances. While
the two phases may interleave during the lifetime of instances, their exact time of
occurrence is ultimately determined by client strategies. Further, state generation
may occur in either a passive or a proactive mode: in the passive mode, clients
trigger generation by interacting with factories at any point in the lifetime of RIs; in
the proactive mode, the instances create resources autonomously by reacting to the
observation of key events in the environment, starting from their very deployment
of the instance on a node (bootstrapping).

State persistence, service publication, Grid-based file exchange mechanisms, streamed
processing, lifetime management, and other forms of interactions with the infrastructure
are handled transparently. Specialisation is supported by: (i) extensive use of declara-
tive configurations; (ii) domain-specific libraries for inverted index management, update
policy, and best-effort discovery strategies; (iii) design patterns which allow pluggable
algorithms for selection, fusion, and object bindings of XML serialisations of descrip-
tions and results. Specific CSD, CSS, and DF services which make use of these facilities
are described in Section 3.
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3 The Search Framework in Action: Searching the Earth Science
Information Space

Earth Science is a discipline that well represents the complex nature of e-Science activ-
ities and may thus gain tremendous benefits from the DILIGENT infrastructure. Earth
Science scientists need to access data and tools within a multi-institutional, heteroge-
neous and large-scale context. The analysis and the generation of objective facts on the
Earth status, i.e. Earth Observation (EO), require integration of specific data products,
handling of information in multiple forms and use of storage and computing resources
in a seamless, dynamic and cost effective way. The typical desiderata about the retrieval
paradigm consists in mixing bugs of keywords, either free terms or ontology extracted,
with geo-location features aiming to capture the area of pertinence.

The building of periodical environmental reports, for example, is a typical EO activ-
ity where the DILIGENT search infrastructure proves its appropriateness. These com-
plex information objects, mostly built as aggregation of other information objects, re-
quire a lot of existing information, coming from worldwide distributed heterogeneous
sources. This information has to be properly discovered and uniformly accessed. The
so collected information has often to be coherently integrated with pertinent informa-
tion generated on-demand through procedures that often need to access and process
huge amount of data. This scenario has been termed Implementation of Environmental
Conventions (IMPECT) and details on its implementation are provided in the follow.

The DILIGENT infrastructure to serve IMPECT consist of “external” content provid-
ers, such as the NASA CEOS IDN initiative4, the European Environment Agency5, and
Medspiration6, plus a pool of three community specific data sources, all placed at the
ESA’s European Space Research Institute (ESRIN), namely: the EO ESA web portal7

documents and data, the EO Grid on demand system8, and EO catalogue together with
relevant databases and archives.

The resulting information space is tremendously heterogeneous, it contains classic
documents like research studies and meteorological papers, satellite images, EO prod-
ucts like Chlorophyll-1 measure or vegetation indexes. To process such data effectively
and efficiently appropriate customisation and instantiations of the DILIGENT Search
framework have been needed but easy thanks to the possibility to plug-in new search
operators in the search procedure.

With respect to the indexing facilities, the Geographical index is intended for such
use. The web services used to implement this index use innovative techniques providing
a highly dynamic search experience and allowing for post-index-creation addition of ad
hoc query and sorting algorithms.

The Geographical index can be queried through an “index replication” represented
by an instance of a GeoIndexLookupService. As these replications are based on a two
dimensional R-Tree [22], the two step query processing normally used with R-Trees

4 http://idn.ceos.org
5 http://www.eea.eu.int/
6 http://www.medspiration.org/products/
7 http://www.eoportal.org
8 http://giserver.esrin.esa.int/

http://idn.ceos.org
http://www.eea.eu.int/
http://www.medspiration.org/products/
http://www.eoportal.org
http://giserver.esrin.esa.int/
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[23] is also used in the Geographical index. This scheme calls for a filter step and a re-
finement step. In the filter step, standard MBR (Minimal Bounding Rectangle) queries
are performed against the R-Tree producing a candidate set based on entries MBRs,
which may have a number of false hits when considering the actual detailed geometry
of both the query and entries [23]. In order to eliminate false hits, the candidate set is
refined based on additional parameters, often but not necessarily relating to the actual
geometry of the objects or queries. In between the standard two R-Tree query process-
ing steps, the GeoIndexLookupService also implements a third step in order to rank and
sort the refined results. The algorithms used in both the refinement and ranking steps
greatly affect the functionality of the application and will vary for different use cases.
By relying on the openness of the whole framework and on the Index, it is possible
to introduce other refinement and sorting algorithms making the Geographical index
adaptable to potentially any use case.

Two refinement operators and two ranking operators have been implemented. The
TemporalRefiner and PolygonalRefiner refinement operators allow the user to refine
the search results based on their timestamp or a specified polygonal shape. The Tempo-
ralRankEvaluator and ArealOverlapRankEvaluator ranking operators allow the results
to be ranked based on their timestamp or based on the amount of overlap between their
MBR and the query.

In case the refinement algorithm is very computing intensive and the candidate set
returned from the filter step is large, low response times are upheld by exploiting the
ResultSet Service mechanism. By only doing partial filtering [24] and ranking steps,
and synchronising these with requests to the ResultSet Service, these steps are only
performed for the entries returned to the user, saving a vast amount of computing cycles,
and greatly lowering the GeoIndexLookupService’s response time.

With respect to the Distributed Information Retrieval, the CSD service generates and
maintains term histograms of textual sources, a coarse-grained form of index where
containment relationships between terms and documents is intentionally abstracted
over. The service interacts with the Index services to derive the histograms from full-
text content indices and also to subscribe for point-to-point notifications of changes
to such indices. The CSS service selects sources based on rankings produced with the
standard CORI algorithm [25]; rankings are based on estimated relevance of content,
and rely on term histograms staged from the CSD service prior to query submission.
In particular, the service subscribes with the CSD service for changes to the staged his-
tograms and updates them upon notification of such changes. Finally, the DF service
merges query results based on either one of three techniques: a plain round-robin algo-
rithm, a consistent merging algorithm, and a linear regression method based on source
selection scores. The first offers the least effectiveness but acts as an upper bound on
performance (results remain unparsed, output can be streamed). The second uses global
statistics to give the best effectiveness but also the highest overhead (results are fully
parsed, output cannot be streamed); in this case, the service interacts with the reference
CSD service to gather histograms in advance of result submission. The third explores
middle ground between the first two, and uses the output of the reference CSS service
to heuristically normalise inconsistent result scores; as interaction with the CSS service
must necessarily occur during query execution, deployment services in the CL layer are
instructed to co-deploy both services on the same node.
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4 Conclusion and Future Works

We have outlined the design of a service-based framework for large-scale distributed
retrieval, built atop the computational facilities of a European Grid platform. While ini-
tial experience in the Earth Observation domain has built up some confidence around
the capacity of the framework to accommodate the requirements of e-Science applica-
tions, there are a number of implementation and design improvements which are to be
addressed in the immediate future, some of which we outline next.

Further abstraction over some particular service types, such as the information
sources (e.g. indices, external search engines), will enhance opportunities for inte-
gration in search operations. Experimentation on query planning and optimisation by
utilisation of domain-specific heuristics and content distribution statistics, based on
non-linear regression techniques [26] is expected to yield faster and higher quality
results. Improvements on the performance of the ResultSet transport mechanism are
expected to be achieved through further exploitation of facilities provided by the un-
derlying platform, such as GridFTP’s parallel striped transfers. Partitioning of indices
across DHNs, so as to exploit the resource pooling of the Grid for the distributed storage
of very large indices, will improve availability on extremely large datasets. Finally, the
support of uncooperative DIR strategies, such as query-based sampling techniques for
generating term histograms or partial indices of external content sources, would allow
us to support more advanced techniques of selection and fusion (e.g. the Semisuper-
vised Learning method of data fusion [27] and the Unified Utility Maximisation method
of resource selection [28]).
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Abstract. This paper describes the VIRGIL (Virtual Meeting Archival) system 
which was developed to provide a simple, practical, easy-to-use method for 
recording, indexing and archiving large scale distributed videoconferences held 
over Access Grid nodes. Institutional libraries are coming under increasing 
pressure to support the storage, access and retrieval of such mixed-media 
complex digital objects in their institutional repositories. Although systems 
have been developed to record access grid sessions, they don’t provide simple 
mechanisms for repository ingestion, search and retrieval; and they require the 
installation and understanding of complex Access Grid tools to record and 
replay the virtual meetings. Our system has been specifically designed to enable 
both: the easy construction and maintenance of an archive of Access Grid 
sessions by managers; and easy search and retrieval of recorded sessions by 
users. This paper describes the underlying architecture, tools and Web interface 
we developed to enable the recording, storage, search, retrieval and replay of 
collaborative Access Grid sessions within a Fedora repository. 

1   Introduction 

Access Grids [1, 2] have become widely established in universities and institutions 
globally to enable collaboration between large scale distributed teams. They support 
scalable group to group (G2G) communication over network connections. The 
deployment and usage of Access Grid Nodes has grown despite the difficulties, 
complexities, performance problems and instability associated with the underlying IP 
Multicast technology and the associated Vic [3] and Rat [4] tools. Vic and Rat were 
originally developed by the University College London, for IT researchers to hold 
multi-way videoconferences over MBone [5] (multicast backbone for the Internet), 
and weren’t designed for general use by the public.  

As the use of Access Grid nodes has grown, so has the demand for tools to enable 
the recording of Access Grid sessions so they can be replayed at a later date. This is 
of particular value when applied to online collaborative teaching sessions that consist 
of lectures or seminars involving multiple speakers at distributed sites. 



 VIRGIL – Providing Institutional Access to a Repository of Access Grid Sessions 175 

Two previous projects have specifically developed systems to support such 
functionality – AGVCR [6] and Memetic [7]. Both of these systems are described in 
detail in Section 2.2. They provide user interfaces for recording and replaying the Vic 
and Rat streams separately. There are two critical limitations with these systems. 
Firstly they do not provide simple tools to enable Access Grid sessions to be recorded 
in platform-independent formats that can be easily replayed without the need to install 
Vic and Rat.  Secondly they do not provide tools to enable recordings to be archived 
by uploading to an institutional repository (as a composite synchronized multimedia 
object) with associated metadata description(s).  

This paper describes the VIRGIL (Virtual meeting Archival) system [8] which was 
developed to provide a simple, practical, easy-to-use method for recording, indexing 
and archiving large scale distributed videoconferences held over Access Grid nodes. 
In addition, we describe the Web search interface we developed to enable the ingest, 
search, retrieval and replay of the collaborative Access Grid sessions stored in the 
archive. VIRGIL achieves this through four specific capabilities that distinguish our 
system from other Access Grid recording tools: 

1. Sessions are recorded in formats suitable for embedding in web pages that  
can be played through widely available plug-ins for platform-independent Web 
browsers. 

2. Metadata describing each session recording (and each of the embedded streams) is 
generated automatically. This provides the search terms for the web-based search 
and retrieval interface. 

3. An interface is provided to upload the indexed composite digital objects to an 
underlying Fedora repository [9]. 

4. A web-based search, browse, retrieval and replay interface is provided that requires 
no specific software downloads. 

2   Background 

2.1   Access Grid Nodes 

The Access Grid is a project initiated by Argonne National Laboratories, Maths and 
Computer Science, Futures Laboratory in the USA [1, 2]. It is essentially an open 
global project to develop a large scale collaborative environment, similar to video-
conferencing rooms but scaled up to allow multi-site G2G communication via high 
speed networks. There are over 200 Access Grid nodes established worldwide 
primarily at research universities, national laboratories, and corporate research 
divisions.  

A typical Access Grid node is normally a room with 8-100 seats, a very large-scale 
display and associated computing and audio/video hardware that includes cameras, 
projectors, recorders, and electronic whiteboards. 

Although Access Grid nodes are still being widely deployed, the user-interface to 
the supporting software is less than friendly, the protocol standards are still very 
basic, and their overall robustness is suspect. In addition, most access grid nodes 
require one or more dedicated operational staff to help users set up and maintain 
communication and tolerable audio/video quality throughout a session. Access Grids 
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use IP multicast for the underlying network transport protocol. Various solutions exist 
for "tunneling" the traffic over normal links, but they are neither scalable nor user-
friendly at either end of the tunnel [9].  

Access Grid software is almost exclusively open source multi-platform software. 
In particular it revolves around two pieces of software: 

• Vic [3] the video conferencing tool, which is intended to link multiple sites with 
multiple simultaneous video streams over a multicast infrastructure. 

• Rat [4] the robust audio tool, which allows multiple users to engage in a audio 
conference over the Internet in multicast mode. 

Vic and Rat were developed as part of the Internet Multicast backbone, or MBone 
[5], which provided multicast services over the unicast Internet backbone. They were 
designed for use by collaborating researchers. They were not designed for use by the 
general public, who require robustness, minimal packet loss, low latency, high quality 
video and audio, precise synchronization and streamlined user friendly interfaces. 

Despite this, there is an increasing demand to record access grid sessions, so they 
can be retrieved and replayed by users unfamiliar with Access Grid technologies. The 
recordings of such sessions should be able to be uploaded into institutional 
repositories (such as Fedora [9] or DSpace [10]), described using  metadata, and then 
discovered, retrieved and replayed by users with little or no knowledge of Access 
Grid technologies. 

2.2   Related Activities and Previous Work 

A number of research groups have developed tools in the past for recording access 
grid sessions. 

AGVCR [6] is a relatively mature, well-designed and easy-to-use tool for 
recording Access Grid sessions. It was written by Derek Piper at the Indiana 
University School of Informatics. AGVCR records RTP and RTCP from multiple 
unicast or multicast streams and provides the ability to replay the conference to 
multicast or unicast addresses. Replayed conferences are almost indistinguishable 
from a live session. Alternatively playback can be to a localhost by using Vic and Rat 
in a standalone manner from the AG toolkit.  

Argonne National Laboratory to provide a scalable multi-stream record and 
playback engine for recording and retrieving collaborative MBone sessions. It has 
subsequently been extended to support the recording and playback of both Access 
Grid and Virtual Reality sessions such as the CAVE[12].  

The MBone VCR on Demand Service [13] is a Java application that enables 
recording and playback of MBone sessions and the associated Vic and Rat streams. 
MBone VCR doesn’t provide a search interface to recorded sessions. 

Memetic [7] is a more recent development from the University of Southampton, 
that began in 2005. It focuses on the capture and replay of Access Grid sessions, but 
with enhanced annotation functionality – primarily manual collaborative annotation 
tools which allow participants to create ‘nodes’ that record notes, issues, ideas, 
decisions or links to documents or websites associated with the events within a 
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meeting. Memetic is an extension of the Access Grid tools developed within the 
CoAKTinG [14] (Collaborative Advanced Knowledge Technologies) project. 

All of these prior systems rely on recording and replay of separate Vic (video) and 
Rat (audio) streams. The existing rtpdump approach does not scale well, often drops 
packets and does not record all of the potential material. In addition, precise 
synchronization of these multiple streams at playback time is extremely difficult so it 
is frequently a challenge to determine who is speaking at any one time, due to poor 
lip-synchronization. 

None of the previous systems enables recording in platform independent formats. 
None provide the ability to upload sessions to standard institutional repositories, nor 
provide a Web interface to search across the metadata descriptions to discover, 
retrieve and replay relevant sessions. Apart from Memetic (which relies on the manual 
attachment of semantic annotations), current tools only support the recording and 
non-interactive playback of entire Access Grid streams – our aim is to provide a tool 
to support richer, more interactive and fine-grained, discovery and navigation of pre-
recorded access grid sessions based on the automatically generated metadata. 

2.3   Objectives of VIRGIL 

The objectives of the VIRGIL project were to develop a robust, efficient and 
interoperable system which provides: 

• An easy-to-use utility based on the VCR paradigm  that can be replayed via widely 
available Web plug-ins for desktop environments; 

• Automatic generation of high quality, fine-grained metadata; 
• Interactive editing and augmentation of metadata descriptions; 
• Uploading of the session and associated metadata into an institutional repository; 
• A sophisticated web-based search, browse and retrieval interface based on the 

underlying metadata schema; 
• Presentation of selected results as dynamic HTML with an embedded link to the 

“movie” providing platform independent replay; 
• An interactive replay which does not require the installation of Vic and Rat. 

3   Design and Implementation 

The VIRGIL system comprises three main components: 

1. The Access Grid Recording tool – Virgil Video Recorder (VVR). 
2. The Metadata Editor and Repository Ingest tool. 
3. The Search, Browse, Retrieval and Replay interface. 

The key design challenges were to leverage the existing technology to provide a user 
friendly, host-neutral design with a minimal change footprint.  

3.1   The Virgil Video Recorder (VVR) 

VVR differs from other tools such as AGVCR [6] in two significant ways: 
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1. It generates simple output in “movie” file formats (.mov and .avi) suitable for 
embedding in web pages that can be played through plug-ins for platform 
independent web browsers. 

2. It generates metadata for the recording suitable for use in searchable metadata 
repositories that can reference the "movie" as dynamic HTML. 

The VVR tool provides a rich, portable GUI environment. Written in Perl and PerlTK 
for portability, it interacts with modified versions of Vic and Rat used by the Access 
Grid Toolkit using socket based Inter-Process Communication. The use of "hacked" 
versions of Vic and Rat is not ideal, but significant effort has gone into making the 
extent of the modifications and the process of implementing these modifications as 
simple as possible. Figure 1 shows the user interface to VVR. 

VVR controls Vic and Rat through inter-process communication (IPC) based on 
the passive file transfer protocol model for communications port exchange.  When 
they initialize, Vic and Rat read a user defined socket value from the VVR properties 
file.  They then attempt to communicate with VVR using this port.  If successful, each 
opens a random, system-selected socket and sends that port number to VVR.  VVR is 
then able to send commands individually to the two utilities and query them for status, 
record start and stop times, and stream metadata using a simple text based 
request/response protocol. 

Once Vic and Rat have performed their port exchange with VVR, the record 
button records the Access Grid audio and video streams separately. To minimise the 
real-time processing overhead, these are later multiplexed on selection of the VVR 
Create Movie button. This operation also generates XML metadata that may be edited 
after the event to include user supplied documentation such as the agenda, minutes 
etc., that will augment the envisaged search and retrieval capabilities. 

 

Fig. 1. VVR User Interface 

The Rat utility has an existing facility to write the combined audio output to a file 
when given appropriate command line arguments. The modified version takes 
advantage of this capability by sending the file name with start/pause/finish 
commands via IPC from VVR. 

The modified Vic utility also receives IPC commands and is responsible for 
extracting the metadata from un-muted video feeds. While recording, it composes a 
"tiled" video image in real-time from all the un-muted video streams being received. 
Each video stream window is labelled with the most appropriate name extracted from 
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the stream metadata. The composite window matrix is labelled with a dynamic 
date/time stamp, plus an elapsed time counter to assist viewers with the location of 
sections of interest. 

The overall movie frame size is fixed, so as more video streams join the selected 
venue, the individual images are resized and fitted into the best-fit matrix. Should a 
feed disappear, or be muted via the Vic GUI, the space occupied may be blanked, or 
the matrix and image sizes re-computed. The action is specified by the user through a 
VVR checkbox choice. 

Recording may be paused at any time. While in this mode, the network 
connections will be read and packets parsed for participant information, but nothing 
will be written to the files. When the Stop button is pressed, the audio and video 
output files are closed in preparation for post-recording processing and conversion to 
the selected movie format.  The user must provide a filename to store the "processed" 
output (ie, combined audio and video streams). The same file name but with an "xml" 
extension is used to store the session’s metadata. The raw audio and video files may 
be retained, or automatically deleted when VVR terminates as specified by a 
checkbox item on the Settings page. 

Like a physical VCR, the Virgil VVR may be “programmed” to automatically 
terminate recording after a specific time period elapses. Post-recording processing 
however still requires user interaction and input. 

 

Fig. 2. Tiled Access Grid Session Recording 

3.2   The Metadata Editor and Repository Ingest Tool 

The metadata captured during recording is confined to that provided with the audio 
and video streams that identifies the participants, plus data that can be derived from 
the environment such as date, time and duration. To facilitate archiving and later 
search and retrieve operations, a step that allows additional data to be entered by a 
cataloguer is inserted ahead of the final storage process following upload to the 
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repository. This metadata is arbitrary. In the prototype, we have provided elements for 
title, subject, agenda, and minutes of the conference. All are optional. 

The Metadata Editing/Input form is generated from the underlying XML-based 
metadata schema which was developed following a review of related efforts which 
included a survey report by the Terena TF-Netcast taskforce on metadata models for 
video-on-demand assets in academic communities [15, 16].  

The metadata values in the majority of the elements are automatically generated by 
the VVR tool. Other may be manually input by the person responsible for uploading 
the recording to the repository. 

The participants section of the metadata contains elements derived from the Vic 
and Rat metadata received with the streams. The VVR program employs a heuristic 
that attempts to aggregate the audio (A) and video (V) stream data originating from an 
individual Access Grid node. The stream attribute of the participant elements 
indicates whether the source is audio only, video only, or combined AV. This latter 
condition is detected by searching for matching user-name@IP-address element 
values in the separate Vic and Rat generated metadata. 

This aggregation process is not straight forward.  A session participant may not be 
sending video, or the session host computer may be dual-homed (ie, have two 
network cards). This is not uncommon. It is employed in large Access Grid rooms to 
increase the effective stream bandwidth by streaming the audio and video data over 
separate TCP/IP connections. In this case, the VVR heuristic will be unable to 
aggregate the AV metadata reliably, so the Access Grid node will appear as two 
separate participants.   

Once the metadata has been appropriately edited, merged and corrected, the 
associated XML file is uploaded to the Fedora repository along with the recording of 
the session and a snap-shot image from the recording. After a new recording is 
uploaded to the Fedora repository, an RSS feed announcing the availability and 
details of the new Session is sent to registered subscribers. This service could easily 
be personalized, so only the details of new Sessions on specified topics are sent to 
subscribers. 

3.3   The Search, Browse, Retrieval and Replay Interface 

The aim of the search interface is to provide a simple, efficient search interface and 
high speed access and retrieval of stored Access Grid sessions – by searching on 
available metadata. Figure 3 illustrates the “simple” search functionality.  

 

Fig. 3. Simple Search Interface 
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The search interface was implemented as a web-based PHP interface to the 
underlying Fedora database. The search is implemented using iTQL which is an RDF 
query language. This allows the database to be searched on any of the metadata fields 
in the underlying schema.  

The Search Results summary page displays basic metadata - Title, Subject, Date, 
Duration and Participants. This is useful for further identifying the relevant sessions. 
The title for each retrieved result contains a hyperlink to a dynamically generated 
HTML page containing the full record. 

The full metadata page displays all of the metadata recorded for the given session, 
as well as a screen shot and a link to the recording. This is implemented in 
PHP/Fedora. Figure 4 illustrates the complete Web search results for a retrieved 
recording. Clicking on the screen shot opens up the plug-in which enables replay and 
navigation of the recording, as illustrated in Figure 2. 

 

Fig. 4. Session Information Retrieval 

4   Evaluation, Future Work and Conclusions 

4.1   Discussion and Evaluation 

Usability tests were carried out by four different groups selected for their lack of prior 
knowledge or experience of the Access Grid toolkit. Feedback from user testing was 
generally positive. However specific requests and comments from the test users led to 
the following improvements: 

• Selected audio/video streams were able to be “muted” (ie, not appear in the movie). 
This request was addressed by allowing users to either blank-out or totally remove 
muted streams. Muting of a currently active stream, may cause a sudden 
rearrangement and resizing of the tiled frames. This can confuse a viewer as the 
location of a participant suddenly shifts in a disconcerting manner. On the other 
hand, simply blanking a stream may result in a sparse matrix of windows that is 
equally disconcerting to the viewer. 



182 R. Chernich, J. Hunter, and A. Davies 

• When Vic connects to a venue with a large number of video streams active, there 
will be a significant delay before the “full” visual matrix is built. This is due to the 
way that Vic conserves bandwidth by sending 8x8 pixel blocks based on a “most 
recently changed” algorithm. Early tests indicated that a delay of well over one 
minute before all block pixel groups had been sent at least once was typical for a 
venue with six live Vic streams. Until this is achieved, the matrix has missing 
blocks that adversely affect the image quality. 

There were a number of additional significant challenges encountered during the 
development of the VIRGIL system: 

• Reducing this initial period of poor video quality is not possible, but by participant 
agreement, the VVR operator can indicate verbally when the picture build-up at the 
recorder location has completed and recording of the session may commence to 
ensure that a fully formed “movie” is recorded from the start. 

• The state of the “mute” control is encoded in the video stream. This causes a 
problem because a “muted” Vic video stream will cease to arrive. Hence there is no 
data stream to carry the new mute control state. This was addressed by trapping the 
Vic mute button action and sending a final “sentinel” frame that could be detected 
by the recorder. 

• Control over the complex process of making the “movie” from the streams is 
comparatively limited. Differences in the actual start of audio and video stream 
recording can lead to poor “lip sync” when the two are combined in post-
processing. By using IPC, the VVR utility can obtain the individual recording 
start times and attempt to apply correcting factors. Experience to date shows 
further heuristic tailoring may be required to achieve more “natural” lip 
synchronization.  

• Modification of Vic and Rat source code requires advanced C/C++ ability on the 
part of the user. To reduce the complexity of this step, an installation script was 
written in Perl that identifies the locations of changes in the standard distributions 
of the Vic and Rat source code and build scripts are generated.  If the script is able 
to locate all points with confidence, the changes are made automatically and the 
results checked.  If unverifiable, all changes are removed and the user must attempt 
manual modification from the supplied documentation. 

• Significant effort was spent minimizing the footprint of the modifications (the 
number of changes to Rat and Vic). All the required IPC functionality was 
written into a common C++ base class that is extended for Vic and Rat. 
Modification of the two utilities requires a one line reference to the derived class 
that will initiate an exchange of port numbers with the VVR utility. In the case of 
Rat, the derived class is then able to initiate all the required control for the 
recording process through calls to the existing Rat functions. Unlike Rat, Vic has 
no native ability to write aggregate video data to a disk file. This capability is 
provided by an additional module that is referenced from the derived IPC 
controller object and fed data by a one line insertion into the Vic codebase. Mute 
button control requires an additional conditional statement to be inserted into the 
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Vic source, making the overall source level changes required extremely small 
and simple. 

• Difficulties were experienced with the calling conventions in the Rat codebase. Vic 
uses C++ throughout whilst Rat uses a combination of C and C++. This unpleasant 
surprise was discovered after the C++ base class for IPC had been written. It 
required some additional gymnastics in the Rat codebase and distributed Rat 
“makefile” script. 

In addition, feedback from test users on the search and retrieval interface, led to slight 
modifications and extensions to the metadata schema. Two new metadata fields were 
added: a “type” field and a “rights” field. The “type” field is a pull-down list of access 
grid session types including: meeting, workshop, conference, seminar, lecture, 
tutorial, discussion. The “rights” field points to the scanned and signed permissions 
forms, granting permission from the participants for the session to be recorded, 
archived and made available either to the public or a specified user group. 

4.2   Future Work 

The current system could be further improved and enhanced by applying additional 
effort to the following issues: 

• Currently we only consider the recording, description, synchronization and replay 
of video and audio streams. Access Grids often include other shared application 
events such as shared browsers, chat, whiteboards or visualizations. These data 
streams also need to be identified, recorded, indexed, displayed and replayed in 
synchronization with the audiovisual streams; 

• Temporal alignment of the agenda and minutes with segments of the recorded 
session would enable much more precise, fine-grained search and retrieval; 

• Scope exists for fine-tuning the audio and video post-recording processing to 
improve lip synchronization; 

• The VVR recorder together with the Vic and Rat modifications were designed for 
cross-platform portability. However at this time, they have only been validated 
under Linux.  For wider use, they should be validated on Microsoft Windows and 
Apple Mac environments. Note that while the recording must currently be made 
under Linux, the session participants can use standard Access Grid toolkit 
installations on any supported platform. 

• Although the recorder tool is simple to use, building the modified versions of the 
Vic and Rat utilities requires skills at source code compiling. Opportunity exists to 
move the project to the next level by creating Install Wizards with pre-built and 
tested binary code for the popular target platforms. 

4.3   Conclusions 

This paper describes a system we have developed to enable collections managers  
with little or no knowledge of Access Grid technologies to quickly and easily build  
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an archive of recordings of such collaborative virtual meetings. VIRGIL has achieved 
all of the objectives that were listed in Section 2.3. More specifically it enables  
users to: 

• Record and combine all of the audio and video streams associated with an Access 
Grid session into a single file in a de facto format (.avi and .mov); 

• Automatically generate and validate fine-grained precise metadata (conformant 
with an underlying XML Schema); 

• Replay the recordings and edit both the recording and associated metadata 
descriptions for quality control purposes; 

• Augment the metadata before uploading the recording to a searchable repository. 
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Opening Schrödingers Library: Semi-automatic QA
Reduces Uncertainty in Object Transformation
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Abstract. Object transformation for preservation purposes is currently a hit-or-
miss affair, where errors in transformation may go unnoticed for years since man-
ual quality assurance is too resource-intensive for large collections of digital ob-
jects. We propose an approach of semi-automatic quality assurance (QA), where
numerous separate automatic checks of “aspects” of the objects, combined with
manual inspection, provides greater assurance that objects are transformed with
little or no loss of quality. We present an example of using this approach to ap-
praise the quality of OpenOffice’s import of Word documents.

1 Introduction

Libraries are central players in the long-term preservation business. While commercial
businesses may think of 5 years as long-term, and public institutions might be happy to
keep objects around for a few decades, libraries must think in terms of centuries when
we plan for preservation. One central pillar of preserving digital objects is the ability
to understand the way their information is encoded in a series of bits. This encoding,
loosely known as a “file format”, is typically a highly complex system, but frequently
taken for granted because they “just work”. Current file formats, which at present seem
ubiquitious and easy to access, will one day be things of the past, or at the very least
will be heavily modified. The PDF format exists in eight official versions[4] as well as
several derivations, and the wide-spread JPEG format has two worthy successors lined
up already[6,1].

To preserve access to the wealth of information currently stored in digital objects,
two complementary methods are commonly suggested: Emulation and object transfor-
mation. In this article, we shall not try to determine which of the two is better, but will
assume that object transformation will be the strategy of choice for a significant amount
of objects now and in the future.

Once the decision to perform object transformation has been made, the question of
“how do we preserve our information” becomes “how do we ensure that the information
from the old objects also exists in the new objects”. The prevalent way of answering
this question at the moment is to take a (hopefully representative) sample of objects and
examine before-and-after versions manually for differences. This method has several
fundamental flaws:

1. We have no idea if the objects picked are representative, or particularly good or bad
examples.

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 186–197, 2007.
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2. We have little idea if the differences seen are caused by the transformation, or are
merely an artifact of the tools used to examine the objects.

3. We may overlook errors in some significant properties in the examination if the
errors are not obvious with the tools used.

4. For those objects left unexamined, we have only a statistical assurance that the
information is intact.

These flaws together put us in the situation of ending up with a “Schrödingers Library”:
a large number of unopened boxes of information, where only the act of opening the
boxes some day in the future will tell us if the information is alive, or has been dead for
decades.

In order to collapse this digital superposition of states to certainly alive or certainly
dead, quantum mechanics teaches us that we need to observe the objects, for instance
by measuring them. Each measurement we make will collapse one or more dimensions
of uncertainty, hopefully allowing us to notice transformation failures early enough
to make another attempt. By combining the quality measures of a number of smaller
tools, rather than attempting one big, complex check, we average out the shortcomings
of each tool and gain a more detailed, yet more reliable, view of the quality of the
transformation.

In the next section, we discuss some prior work and the state of the art. We then give
a more detailed description of the concept of “aspects” in section 3 and use them as a
mental framework for semi-automatic quality assurance in section 4. Section 5 shows
an example where semi-automatic QA is applied to importing of Word documents in
OpenOffice 2.0. Finally, in section 6 we conclude and look at future work.

2 Related Work

Jeff Rothenberg describes a number of the problems with object transformation[8] and
argues that emulation is a more viable way of preserving access. While we do not agree
that emulation is always the better solution for digital preservation, he eloquently de-
scribes many of the problems that we seek to solve.

Rauber and Rauch describes in [7] how to use Utility Analysis to decide on the best
preservation strategy. They present a method for analyzing file formats and goals for
preservation which could possibly be adopted for our purposes.

Most current transformations happen on an ad-hoc basis, using whatever tools hap-
pen to be available for the purpose. There is some work being done on a more sys-
tematic approach, creating generic frameworks for describing file formats and file con-
tents. One such framework is the XCEL/XCDL system[2], which uses XML descrip-
tions of the structure of a file plus an automatically generated extractor to turn current
files into a more durable format. A similar approach is that of persistent objects[3],
where a description of the encoding format, including structures and relationships, is
preserved. Both these approaches require a deep understanding of the formats in ques-
tion, a formidable task for complex objects like PDF. Additionally, they do not provide
any guarantee that the understanding is correct. The approach described in this article
could complement these approaches by providing some assurance that their understand-
ing of the old format is actually in line with reality.
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Our method is related to factor analysis[10], in that we use multiple measureable
factors (aspects) to investigate what can be seen as a single unmeasurable cause (quality
of transformation). In our case, the causes are errors in the transformation, either caused
by problems with the transformation system or due to errors in the original documents.
We may consider using factor analysis techniques to determine which underlying errors
cause the most problems, indicating where to apply improvements to the transformation
system. However, the main use of our analysis is to point out which documents are
poorly transformed, such that these can be used to investigate the underlying errors.

Surowiecki describes in [11] examples of how averaging multiple independent
guesses gives significantly better answers than trying to agree on one single answer.
His examples come from areas as different as trivia shows, stock markets and the find-
ing of lost submarines, but all show that a multitude of independent, diverse guess are
better than even the most expert single guess. Even if each of the guessers only have
access to a very limited amount of information, the combined estimate averages out
errors to such a degree that the combined guess is surprisingly precise. Our work can be
seen as applying this principle to the realm of digital preservation, where for practical
reasons we cannot find the most poorly transformed objects ourselves, but must rely on
an educated guess to find the problematic objects.

3 Aspects

First proposed by Anders Johansen in connection with the PLANETS project[5], as-
pects are an abstraction of the information stored in digital objects. Originally envi-
sioned as a replacement for the concept of file formats, we now view it as a comple-
mentary way to discuss digital aspects and how to access the information in them.

An aspect is an abstract view of (a subset of the) information in one or more digital
objects. Example aspects could be ICC profiles in JPEG images, metadata in MP3 files,
or page breaks in Word documents. Aspects commonly correspond to certain parts of
files, but they don’t have to. Implicit aspects are aspects that require some processing of
the data in the objects to be found, e.g. word counts of text files, histograms of image
colors or bounding boxes of CAD objects. While explicit aspects normally can be found
at a specific place in a digital object, and thus should be present in both the source and
target files of a transformation, implicit aspects are mostly useful for quality control. An
implicit aspect may be easier or more meaningful to compare than the raw information.

Aspects are not constrained to a given file format. An aspect like “creator metadata”
may be found in all manner of formats, sometimes under different names. It is important
to be specific about the meaning of aspects when using them across different formats
or even when considering the same format written by different systems that may have
different interpretations of the specifications.

We can fruitfully consider hierarchies of aspects or overlapping aspects. For instance,
the five significant properties – content, context, appearance, functionality and struc-
ture – defined in [9] can be considered major aspects that in turn encompass numerous
smaller aspects like those described earlier. As such, people have been discussing as-
pects in various ways before, but by unifiying these views and thinking of them all as
aspects, we promote novel approaches to existing problems.



Opening Schrödingers Library: Semi-automatic QA Reduces Uncertainty 189

4 Semi-automatic Quality Assurance

Approaching QA from an aspect point of view suggests doing QA on each aspect sepa-
rately. As part of the preservation planning, repository administrators should enumerate
which aspects are to be preserved and which, if any, can be considered irrelevant. It
is useful to start this by thinking about the five significant properties (content, context,
appearance, behaviour and structure), but any information present in the file should be
considered to belong to some aspect. Rauber and Rauch describes in [7] how to use
Utility Analysis to identify important parts of a format, each of which can be seen as an
aspect.

Most explicit aspects that one can come up with are likely to be worthy of preser-
vation, especially in a library context, but some might be considered artifacts of the
old format or are simply internal housekeeping. Examples of such could be a separate
list of page breaks when page break markers exist in the text (a sort of non-normalized
data), or a table of colors in an indexed pixmap when the target format uses full RGB
representation. Such irrelevant aspects should be noted in transformation metadata.

For all other aspects, we need one or more checks to ensure that they are preserved
in the transformed object. While some transformation tools may have built-in checks
of the transformation quality, it is the exception rather than the rule, and would share
implementation deficiencies with the transformation tool. It is preferable to use external
tools to extract the aspects and compare them, and the more the better. Particularly
useful are tools that don’t share the same code base, since they will be less susceptible
to systematic errors.

4.1 Finding Tools

The easiest way to get such tools is if somebody has already made them. Most file for-
mats in active use will have their own ecosystem of tools available for various uses:
Checking conformity, extracting information for display or debugging, automatic cat-
aloguing etc. While they may be written for other purposes, they can frequently be
used with little or no modification to extract or compare aspects. They can range from
something as simple as the Unix grep(1) command to advanced signal processing
systems. The simplest possible tool may just show the file size, for cases where the
sizes of the source and target files can be easily correlated (e.g. audio and video).

Any tool that can read either the source or the target format is potentially useful, too.
Even if no output is given, error messages can be used to indicate encoding problems
or semantic errors. Tools that can read a format and write a radically different one can
allow different kinds of comparisons than those that can just give the same kinds of
format. For instance, reducing a CAD diagram to a low-resolution bitmap may allow
one to check the overall positioning of objects without interference from finer details
(see section 5.6 for an example).

4.2 Making Tools

Once the existing tools have been examined, if there are still some aspects that are
not sufficiently checked, it is time to consider making new tools. One approach to this
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is using a generic file format abstraction framework like XCEL/XCDL[2] or persis-
tent objects[3]. These allow a system-independent description of the layout of a file
and a way to automatically extract the information thus encoded. While creating a full
machine-readable description of complex formats like PDF may be an insurmountable
task, it should be quite feasible to make one to, say, extract metadata information or list
embedded hyperlinks.

If source code is available for a program that can read either format, it may be a minor
task to make from it a tool that emits a certain aspect in a form amenable to comparison.
While it may be tempting to check all aspects this way if a complete reader is available,
it cannot be recommended as it leaves one open to systematic error. Diversity in error
checking leads to higher quality.

4.3 Comparing Measurements

Once tools for extracting aspects are assembled, one should look to how to compare
them. This may be as easy as comparing two numbers or running diff, or could in-
volve complex comparison algorithms and further conversions. Each comparison
should yield but a single quality number on some given scale. One should not try to
check too many things at a time; it is better to have many local but precise measure-
ments than a few larger but muddled ones.

Let us consider for example a diagram format like the one used by Microsoft Visio.
The appearance could be checked by converting to a high-resolution bitmap and com-
paring those. However, that would be less informative than if we separately compared
object placements, object size, fonts used and other more detailed features. Doing a
single comparison would not only leave us with only one measurement, it would also
be conflating a number of different possible errors. Comparing low-resolution bitmaps
would still be useful as one of several checks, as it can be a check of the overall layout
that does not get affected by font rendering details or the shapes of arrowheads, but it
cannot stand alone.

The output of each comparison should be a quality index of some sort. It doesn’t
matter if the output has no obvious units or even an identifiable meaning — as long as
there is a correspondence between the output and some possible conversion error, the
measurement is useful (though it is more useful if you can reason about it). The measure
will be combined with a number of other measurements to pin-point the bad transforma-
tions. If the individual measures on occasion gives high marks to a bad transformation
or vice versa, it need not be a disaster, as combining it with the other measurements
will average out the occasional error. Having measures that overlap somewhat, or that
measure the same thing in different ways, gives extra insurance against measurement
errors. If an aspect is considered particularly critical, one would want to be extra careful
that it gets measured accurately, and multiple measures help with that.

Once all the measurements are taken on a particular object, they should be normal-
ized to a uniform scale. The obvious choice for normalizing is to use the average error
as the midpoint of the scale, and use the standard deviation to determine the endpoints.
Thus if the quality (inverted error) for a measure m of an object o is Qm(o), and the
average and standard deviations of the measure for all objects is Em and σm, the nor-
malized quality of the object for that measure is Qm(o)−max(0,Em−σm)

2σm
capped to the
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range [0, 1]. The normalized quality of the transformation of an object is the average of
the normalized qualities of that object for all measures.

The normalized quality will tell how overall well the transformation of that object
went compared to the other ones. Manually examining objects with the highest and
lowest normalized quality will give an indication of the quality range of the transforma-
tion, and plotting the averages can tell something about the overall quality distribution.
When the transformation is performed on a large number of objects, the outliers should
be manually checked to see if they are still within the bounds of acceptable quality.
Also, objects with non-normalized measurements far outside the range of the standard
deviation should be examined to see what caused such abberations.

Rauber and Rauch[7] uses a separate value “Not Acceptable” in their quality assess-
ments. Such a value could also be used in this context, for characteristics that are critical
and accurately checked by a single measurement. If this value is assigned for an object,
all other measurements are overruled and the conversion is considered of unacceptable
quality. This approach should probably be reserved for cases where resources become
virtually unusable without a specific aspect correctly transformed, but could provide a
shortcut to finding critical failures.

Objects measured as being of very low quality will have to be checked manually.
A manual check can be aided both by the individual measurements that went into the
normalized quality rating (possibly before capping to the normalized range) and by
specialized or modified tools to compare originals and converted objects. Details of
how to implement such aids are beyond the scope of this paper.

5 An Example: Reading Word Files in OpenOffice

As a proof of concept, we took a semi-random selection of 46 Word files from the
Danish archive site vaerkarkivet.dk and investigated how well OpenOffice 2.0 could
understand them. To facilitate comparison, we exported the documents to PDF using
Adobe Acrobat in Word and OpenOffice’s native PDF exporter. Various features of the
resulting PDF files were then compared.

5.1 Setup

50 Microsoft Office files were downloaded at random from Værkarkivet, a Danish pub-
lic archive of digital objects (http://pligt.kb.dk. Of these, 2 turned out to be
Excel files rather than Word files, 1 was removed since OpenOffice could not convert it,
and 2 were removed later when one of the tools failed to process it, leaving us with 45
files. These were first converted with Adobe Acrobat 7.0 Professional (Danish version)
into one group of PDFs (the Acrobat conversions), and then loaded one at a time into
OpenOffice 2.0.3 (Danish version), where they were exported into PDF (the OpenOffice
conversions). All this was done on the same Windows XP machine.

5.2 Measure 1: Number of Pages

The first measure was the number of pages in the PDFs. The pdftodsc tool was used
to extract this from both sets of PDFs. Only 25 of the files had exactly the same number

http://pligt.kb.dk
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Fig. 1. Count of differences in page count

of pages. The remaining files had differences of mostly less than 5%, with a few going
as high as 10%. Figure 1 shows the distribution of differences in page counts.

5.3 Measure 2: Metadata Similarity

The second measure was of the metadata found in PDF files. Using the pdfinfo tool,
various metadata fields could be extracted, of which three (Title, Author and Page Size)
could reasonably be expected to be taken from the original document. The measurement
was simplistic: We measured how many of the metadata fields were the same. Only
twelve differences were found, and only for one file did two of the three fields differ.
Most differences were either encoding errors or fields that had been truncated. Figure 2
shows the distribution of number of metadata fields that differed.
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Fig. 2. Errors in metadata fields

5.4 Measure 3: Font Substitutions

The pdffonts utility extracts a table of which fonts are used. For this example, we
merely compared the names of the fonts to see how many fonts were missing or added.
It is interesting here to notice that pdffonts consistently complained that the Acrobat
conversions did not embed TrueType fonts as required by Adobe’s specifications. On
average, the 58% of the fonts were the same in the original and the converted PDFs,
with only 6 files having exactly the same set of fonts. It is unclear how much influence
this has on the actual rendering, but it can still be used as a measure of difference.
Figure 3 shows the distribution of number of fonts added or removed.
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Fig. 3. Differences in included fonts

5.5 Measure 4: Text Similarity

One would hope that the text is preserved reasonably intact when transforming a text
document. To check this, we used the pdftotext utility, which extracts into plain
UTF-8. We then sorted the words and ran diff on them to see the number of words
added or removed.
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Fig. 4. Differences in words in text

On the average, 5.5% of the words had changed. Most of the changes were either
due to differences in hyphenation or different layout of the titles, table of contents or
index. Figure 4 shows the distribution of the percentage of words added or removed.

5.6 Measure 5: Layout Similarity

As a final measurement, we converted each page into a 40x40 pixmap with the
convert program from ImageMagick, and then compared these using compare from
the same package using the Mean Average Error metric. Two files from the OpenOffice
set could not be converted, but caused the convert program to die with “unrecover-
able error”. Of the rest, none were exactly the same, but some exhibited significantly
larger differences than others. Figure 5 shows the distribution of differences in layout

A main reason for layout changes is that lines and paragraphs get broken in different
ways. If this happens near the end of a section, extra pages may be added or removed,
causing the layout of pages to go out of sync. There is a correlation (0.51) between the
layout similary and page count similarity.
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Fig. 5. Differences in low-resolution versions of pages

5.7 Combining the Measures

As described in section 4.3 above, the quality measurements are normalized based on
the standard deviation. The normalized quality is then the average of the five normal-
ized measurements. Figure 6 shows the combined error rates (inverse quality) for all
documents, sorted by overall quality.
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Fig. 6. Combined errors rates for all documents, sorted by total error

Correlation testing shows that the largest correlation between measurements is be-
tween the layout measurement and the pagecount measurement, with a correlation co-
efficient of 0.51. This is not surprising, as changes in page count must lead to some
amount of change in the layout when different pages are compared. Other than that,
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there are correlations of between 0.2 and 0.3 between the layout and the metadata mea-
sures, between the fonts and the pagecount measurements, between the fonts and the
metadata measurements, and between the pagecount and text measurements. Outside of
the correlations with metadata, these may be the result of different hyphenation systems
and font substitutions causing layout changes.

5.8 Result

Based on the combined results from above, we manually examined the original Word
files in Microsoft Office 2003 and OpenOffice 2.0.3 by displaying them next to each
other and looking for visible differences. We examined a random sample of 10 docu-
ments as well as the 5 highest-quality and 5 lowest-quality documents.

The most common problem was changes in line breaks and page breaks, partly due
to differences in font rendering, hyphenation and spacing. This would have a marked
effect on the bitmap and page count measures and some effect on the text measure.
Almost all the documents examined had some amount of difference in page breaks.

The manual inspection did, as expected, not give a perfect match to the calculated
quality. However, the 5 highest quality documents did turn out to have very high quality
conversions, with only two having any significant shifts in page breaks, and all having
markup, foot notes, table of contents etc. essentially the same.

Among the five conversions with the lowest quality, all had significant to major shifts
in layout, and each displayed one or more other errors, including graphics superim-
posed on text, table contents fused together, images missing, spontaneously appearing
elements or major additions in table of contents.

It was obvious from the inspection that in this example, differences in word- and
line-breaking had too much weight in the overall quality measure. The presence of
a correlation of over 0.5 indicates that two of the measures measure the same error
to some degree. Extra tools to extract diagrams, table of contents and other features
would have pinpointed errors more accurately, as would extraction of text in a way that
disregarded hyphentation. 5 measures is not enough to give a reliable quality indication,
but does give strong hints.

It is particularly noteworthy that the quality measures worked given the chain of
processing the data went through. Rather than comparing Word files and OpenOffice
files, both were converted to PDF and in one case further converted to PNG. If used
for preservation, such a chain of conversions is normally expected to accumulate errors
from each transformation. However, since these transformations are allowed to drop
information not relevant to the measurement being taken, such error accumulation is
limited enough to vanish in the measurement errors. Thus, we can use a plethora of
tools to perform our measurements without worrying overmuch about whether each
tool makes a perfect transformation.

6 Conclusion and Future Work

Quality assurance is a critical part of transforming digital objects from one file format
to another or to a newer version of the same format. There are numerous things that
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can go wrong in such a process, and on the scale of a digital library, manual inspection
of all transformed objects is a Herculean task. Thus in many cases, we inspect only
a small number of objects and hope that they give enough indication of errors for the
transformation process to be sufficiently debugged. This leaves us with a majority of
objects in an uncertain state of accessibility until somebody in the future attempts to
access them, by when it may be too late to correct the errors.

To avoid this uncertainty, we have proposed a method called semi-automatic QA, in
which a multitude of separate quality measurements are taken and their results com-
bined to give an overall quality rating. We base this approach on the concept of aspects,
in which we view digital objects not as specific file formats but through a prism of
smaller parts, ranging from the five significant properties of [9] over very specific as-
pects such as “creator metadata” or “color profile name” to implicit aspects calculated
from the data in the objects.

We have given an example of using semi-automated QA to assess the quality of
reading Word files in OpenOffice 2.0. In order to facilitate the comparison, we converted
the documents to PDF from both Word and OpenOffice, and subsequently compared the
PDF files. Despite having a small number of measures and a long chain of conversions,
the highest-rated objects were indeed well transformed, while the lowest-rated objects
turned out to have transformation errors of types that we had not checked explicitly
for. We conclude that semi-automated QA can give a higher degree of confidence in
the quality of digital object transformations by allowing practical, early pin-pointing of
errors. We also make note that for measurement purposes, a longer chain of conversion
programs does not necessarily accumulate errors impeding the measurements.

The concept of semi-automatic QA holds promise as a part of a digital preservation
strategy, however more research needs to be done on it. Methods for defining aspects
and the measures based on them needs to be developed and collected, and a firmer
statistical founding needs to be incorporated. In particular, there is a need for ways to
help identify the desired aspects and to analyze whether the measures in place cover
all desired aspects with sufficient overlap and in a sufficiently independent manner.
Methods from factor analysis can surely be applied to some of these problems, while
other parts of them are a problem for preservation planning systems more than for the
actual transformation systems.

It may be possible to use the approach described herein for object characterization
as well. For instance, one could use fine-grained aspects to determine properties that all
or nearly all objects in a collection has, either for validation of expected properties or
for improving the description of the collection.

Another intriguing notion suggested by one of the anonymous reviewers is to apply
entropy minimization principles to determine that all quantifiable information has been
characterized. If this is feasible, it would provide guarantees that the aspects cover ev-
erything. However, it should be kept in mind that the semi-automatic QA method does
not infer anything about the format of the digital objects being investigated, only about
the information content.

The connection between the aspect approach and the “definitive description” ap-
proaches [2,3] has yet to be investigated. Besides aspect providing a complementary
view of the objects, partial definitive descriptions could be used to extract aspects as
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well: even if no complete description of a format is available, making an automatable
description of the aspects that no other tools can easily extract could be much more
feasible. As mentioned earlier, aspect-based investigations can also be used to verify
the validity of definitive descriptions.

There is also an open area of methods to assist manual checking of quality. Several
approaches can be envisioned, such as automatic side-by-side viewing, flipping back
and forth between images, or highlighting automatically detected differences. The op-
portunities and problems in this area needs investigation, and in particular methods for
data other than images need to be developed.

The methods discussed herein can also be used to extend the work of Rauber and
Rauch[7], whose tests methods for transformation tools do not include anything equiv-
alent to our implicit aspects.
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Abstract. One of the main goals of the Nautical Archaeology Digital Library 
(NADL) is to assist nautical archaeologists in the reconstruction of ancient 
ships and the study of shipbuilding techniques. Ship reconstruction is a 
specialized task that requires supporting materials such as reference to 
fragments and timbers recovered from other excavations and consultation of 
shipbuilding treatises. The latter are manuscripts written in a variety of 
languages and spanning several centuries. Due to their diverse provenance, 
technical content, and time of writing, shipbuilding treatises are complex 
written sources. In this paper we discuss a digital library approach to handle 
these manuscripts and their multilingual properties (often including unknown 
terms and concepts), and how scholars in different countries are collaborating in 
this endeavor. Our collection of treatises raises interesting challenges and 
provides a glimpse of the relationship between texts and illustrations, and their 
mapping to physical objects.  

Keywords: Nautical archaeology, ancient technical manuscripts, shipbuilding 
treatises, ship reconstruction. 

1   Introduction 

The Nautical Archaeology Digital Library (NADL) [39] is a collaborative effort 
between the Center for the Study of Digital Libraries and the Center for Maritime 
Archaeology and Conservation at Texas A&M University. Our effort includes the 
design, implementation, and evaluation of a framework for supporting research in 
nautical archaeology with these goals: a) to efficiently catalog, store, and manage 
artifacts and ship remains along with the associated data and information produced by 
an underwater archeological excavation; b) to integrate heterogeneous data sources 
from different media to facilitate research work; c) to incorporate historic sources to 
help in the study of current artifacts; d) to develop visualization tools to help 
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researchers manipulate, study, and analyze artifacts and their relationships; and e) to 
develop algorithms and visualization-based mechanisms for ship reconstruction. 

The life cycle of an underwater excavation begins with the discovery of a 
shipwreck. Once permissions with the local government are cleared and funding is 
available, a survey is carried out, which gives a preliminary assessment of the site, 
ship, and artifacts. Teams of archaeologists carry out field work at the site over 
several years. Ship cargo (artifacts) and timbers (ship remains and fragments) are 
recorded, and are later recovered, carefully documented, and sent to specialized 
laboratories for conservation. This process generates a large amount of material in 
photographs, diver notes, drawings, video, and digital representations. 

Once ship remains and fragments are measured and their properties and conditions 
documented, researchers begin the time consuming task of reassembling the ship. Due 
to exposure to underwater conditions, ship remains are quite often damaged and 
incomplete; thus, scholars have to relay on evidence recovered from other excavations 
and information in the written literature provided by shipbuilding treatises.  

Ship reconstruction is a broad area of research; our goal in this paper is to focus on 
a subset—the use of shipbuilding treatises by scholars for ship reconstruction after 
timbers are recovered. In the paper, we discuss the application of a scalable 
architecture we have developed that enables scholars to edit/access a multilingual 
glossary of nautical terms, and an image-tagging interface to link terms from the 
glossary and to structure the contents of the treatises. We also show how the 
architecture can be extended for mapping physical ship remains recovered from 
underwater excavations with their corresponding illustrations and relevant texts. 

Documents written in multiple languages are source materials that researchers in 
other disciplines, such as literature, poetry, history, and art need to access for their 
scholarly work. Therefore, we expect that our approach will help other multilingual 
digital library repositories.  Similarly, our work has been informed by projects from 
other domains in the humanities, although the specific characteristics of Nautical 
Archaeology provide us with additional opportunities.  

2   Related Work 

Techniques, tools, and software in Digital Libraries have made it possible to digitize, 
preserve, and disseminate priceless historic, scientific, literary, artistic, and 
archaeological information and collections. Despite the use of computers and software 
tools by archeologists, current practices in certain areas of Nautical Archaeology 
either do not exploit the potential that information technology can offer, or use the 
tools in a very limited way—a common phenomenon also present in other humanities 
fields.  

Recently archaeologists have started using a variety of computing technologies to 
speed up research and make information much easier to access, manipulate, and 
analyze. Archaeology however is a complex area, mainly because of the heterogeneity 
of the data, the large number of artifacts and source materials, and the time required to 
study and publish archaeological findings. The ETANA-DL initiative [25, 26, 31] 
provides an archaeology digital library for assisting archaeologists in collecting and 
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recording their data, as well as in disseminating their findings to the public. ETANA-
DL uses the 5S framework [11] for modeling archaeological data and procedures. 

The Alexandria Archive Institute in association with the University of Chicago’s 
OCHRE project [16], assists archaeologists in documenting surveys and excavations. 
In order to preserve and disseminate cultural heritage, they have created 
ArchaeoML—the Archaeological Markup Language—an XML schema that enables 
the mapping of XML documents with relational databases. 

The Perseus Project [6, 7] is a digital library in the context of cultural and historical 
heritage material, focused originally on ancient Greek culture and currently including 
Roman and Renaissance collections, it provides a variety of visualization tools for its 
contents, as well as several access mechanisms to its collection of texts and images. 
Crane [8] states that cultural digital libraries often have to handle multilingual 
documents—an important issue in our collection of manuscripts. The Digital 
Atheneum [3, 4] hosted at the University of Kentucky has developed new techniques 
for restoring and editing humanities collections with special emphasis on technical 
approaches to restoring severely damaged manuscripts, along image-text linking [5]. 

The Petra Great Temple excavations [15, 33], a joint Brown University and the 
Jordanian Department of Antiquities archeological excavation shows the development 
of new technologies based on the archaeologist needs. The Digital Imprint [37] at the 
Institute of Archaeology (UCLA) proposes a project to design standards for the 
electronic publication of archaeological site reports. Helling, et al. [13], describe  
the creation of an interactive virtual reality exhibit of archaeological artifacts from the 
Port Royal excavation (Jamaica); one of several archaeological projects conducted by 
the Institute for Advanced Technology in the Humanities. 

The Brown University SHAPE Laboratory [1, 2, 12, 34] has developed several 
techniques and tools that can be applied to Archaeology; their multidisciplinary team 
designed software that enables archeologists to model and reconstruct columns, 
buildings, statues, and other complex shapes from photos and video. The Theban 
Mapping Project [27, 28, 35] based at the American University in Cairo, Egypt 
provides a comprehensive archaeological detailed map and database of every 
archaeological, geological, and ethnographic feature in Thebes. 

Related to digital texts and their linkage to images, The Society of Early English 
and Norse Electronic Texts (SEENET), uses the Elwood Viewer [38] for displaying 
TEI-compliant documentary and critical editions of medieval texts, the viewer 
presents readers with parallel text and image displays, and allows for multiple regular 
expression-based text search. Fekete, et al. [9], show the use of Compus, a 
visualization tool for analyzing a corpus of 16th century French manuscript letters. 
The tool requires XML-encoded documents. Plaisant, et al. [24], integrate text mining 
and a graphical user interface in the interpretation of literary works; their system 
assumes documents to be XML-encoded. Spiro, et al. [29], integrate TEI-encoded text 
and digital images in the Travelers in the Middle East Archive. 

Text encoding—such as TEI or XML—allows structuring and indexing documents 
(especially old manuscripts), an intermediate step for making them available to 
scholars and the public. This process however, requires term disambiguation and 
thesauri. Medelyan and Witten [18] propose a method for enhancing automatic key 
phrase extraction. Perrow and Barber [23] on the other hand, propose a method for 
parsing unstructured textual records of the archives at the Abbaye de Saint-Maurice, 
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Switzerland, a collection of manuscripts dating from the 11th century, noting that one 
of the challenges with old manuscripts is the one of disambiguation. 

With the use of computer-based tools, The Canterbury Tales Project [36] has 
collated several of Geoffrey Chaucer’s manuscripts for reconstructing the history of 
the text. Related to ancient written documents and artifacts, The InscriptiFact Project 
[40] makes accessible to scholars a database of high-resolution images of ancient 
inscriptions—the focus is on some of the earliest written records. 

3   Shipbuilding Treatises 

Shipbuilding treatises are ancient technical manuscripts that describe the 
characteristics of a ship or ships, properties of the wood and materials used, and the 
steps to be followed in their construction. Due to provenance and time of writing, 
their content varies. For scholars, they are a rich source of information in the 
reconstruction of sunken ships, as well as in the understanding of the evolution of 
shipbuilding techniques. For Nautical Archaeology students who as part of their 
curriculum are required to take a course on Books and Treatises on Shipbuilding, they 
provide information about naval concepts and techniques, as well as history of ship 
construction in different traditions. 

From the Renaissance until the 19th century, the development of shipbuilding 
techniques experienced a tremendous advancement. From an early oral tradition, their 
evolution eventually led to sophisticated documents that included illustrations, 
detailed descriptions, glossaries, proportions, curves, designs, and finally, geometric 
algorithms and physics. To have a general idea of shipbuilding treatises and better 
understand the challenges they pose to nautical archaeologists, we briefly discuss 
three of the most significant late 16th and early 17th-century Portuguese treatises. 

3.1   16th and 17th-Century Portuguese Shipbuilding Treatises 

O Livro da Fabrica das Naus [22] composed by Father Fernando Oliveira in 1580 
illustrates the need to create formal guidelines in the construction of ships. This 
manuscript begins describing the characteristics of the wood, based on its function 
and stresses they have to endure; as well as properties of other materials used in 
assembling timbers, sealing, and caulking. Eventually, the manuscript makes a 
transition from a descriptive approach into a more technical one. Oliveira describes 
the proportions of the ship with good degree of detail, including illustrations to 
demonstrate the use of proportions. 

Joao Baptista Lavanha, c. 1610, begins his manuscript Livro Primeiro da 
Architectura Naval [17] with an introduction on architecture, and its related 
disciplines. Geometric descriptions are used throughout the manuscript. Given the 
importance Lavanha gives to architecture, he insists on the importance of making 
drawings and physical models to correct imperfections in the design prior to the 
building of the ship. The author mentions the importance of the quality of the 
materials to be used suggesting what kind of woods should be used for different parts 
of the ship and when they should be cut. The following sections describe along their 
corresponding illustrations, the proportions, and steps in the construction of ships. As 
stated earlier, Lavahna’s manuscript is rich in the usage of geometric descriptions. 
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Livro de Tracas de Carpinteria [10], written by Manoel Fernandez and dated 1616, 
provides a comprehensive list of dimensions for different vessels, calculations, and 
assembling guidelines for ships of different tonnage. The second section contains 
illustrations depicting the construction of the ships. It also provides a detailed index of 
contents and tables listing quantities and characteristics of components to be used in 
the construction of a variety of ships. Illustrations provide a great degree of detail for 
a variety of vessels, of the way pieces have to be placed, how they should be 
assembled, distances that need to be kept, and in some instances providing the 
rationale and practical reasons. The final section is devoted to masts and sails. 

3.2   How Treatises Are Used 

Our initial experience working with shipbuilding treatises shows that users can be 
grouped into three categories: a) nautical archaeologists and scholars, b) Nautical 
Archaeology students, and c) the general public, who are non-experts but curious 
about the history of naval construction, seafaring, and the cultures where they 
flourished. Based on these groups of users, we had to first understand what the 
characteristics, structure, and contents of the treatises are. As briefly discussed in the 
previous section, treatises’ contents vary. However they share some important 
similarities. In a broader sense, shipbuilding treatises can be seen as technical 
manuals that describe the parts (ship components) required to build a composite 
object (ship), and provide instructions on how they have to be assembled. 

The reconstruction of an incomplete and damaged ancient ship—a complex 
composite object—is a task that requires the use of supporting materials such as 
treatises and timbers recovered from other excavations. An archaeologist analyzing a 
recovered timber or fragment from a shipwreck, searches the treatises to find 
information about the properties of those pieces, what part of the ship they belong to, 
and how they were assembled. With incomplete and damaged components, treatises 
can help to project their original dimensions. Ship construction obviously follows a 
sequence of steps. At each step it is necessary to know how pieces are joined and 
what material is used (nails, clamps). At a macro-level, treatises contain information 
about proportions of the vessels. In general they indicate how wide, and high they 
should be in terms of the length of the keel. 

Typically, contents of digital libraries have been related to literary works, such as 
novels or poetry, legal records, letters, and historical narratives. Collections of ancient 
scientific and technical manuscripts are more rare. However, they are important for 
understanding the history of science and technology. Due to their own particular 
structure and use, they can be a great source for the creation and advancement of 
algorithms and techniques that can be applied to other digital collections.  

Given their technical contents and their use in the reconstruction of ships, 
shipbuilding treatises require a different approach from general literary works. There 
are two main problems when scholars study and analyze what construction 
techniques, or what treatise—if any—were used in a particular vessel. The first 
problem is to determine the origin of the ship—sometimes the provenance of the ship 
is still subject to debate. The second problem is when a ship has been properly 
identified but the time of construction is not well known. In the latter, it is difficult to 
determine if a particular treatise was used in its construction. 
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4   Our Architecture 

Our architecture [21] has been designed based on the use and properties of technical 
manuscripts, which extends the notion of a text that describes and illustrates a 
composite physical object, namely a shipbuilding treatise describing a ship. It also 
reflects the characteristics of physical timbers and fragments recovered from 
underwater excavations. From the ship construction point of view we have identified 
three main ways to structure the content of shipbuilding treatises: temporal, spatial, 
and functional. Temporal refers to the steps in the construction sequence (keel, 
framing, planking, or rigging). Spatial refers to a physical section of the ship they 
describe (lower deck, upper deck, bow, stern, or cargo section). Functional refers to 
the role that sections and components in the text play in the ship (structural, 
transversal, longitudinal, joints, or ornamental). This approach can be extended to any 
“composite object,” because in order to build it: a) a series of steps are required for its 
completion (temporal property), b) sub-components have to be assembled (spatial 
property), and c) components play different roles in the whole (functional property). 

Other literary works such as novels, poetry, or historical narratives can be seen to 
certain degree as a text related to a “composite object.” For example, our work on the 
iconography of Don Quixote [30] aims at exploring the relationship between 
illustrations and the novel. In this case, an illustration depicting an episode or 
adventure in the novel can be related to a section or sections in the text. In the case of 
the historical narrative of the life of Pablo Picasso (the On-line Picasso Project) [19], 
the artist’s life could be considered a composite object, formed by events in his life. 
However, in contrast to a “real physical object” such as a ship, the history told in a 
novel or the narrative in a historical text does not have a tangible physical equivalent. 

4.1   Handling Objects in Multiple Languages 

Nautical Archaeology is a field where language introduces another layer in the 
relationship between a physical object and relevant references in sections and 
illustrations in written and printed materials, since treatises: a) are written in different 
languages, and b) may contain unknown technical nautical terms. Therefore, the 
content of technical manuscripts used in understanding a composite real object 
establishes a direct link between the description in the text, relevant illustrations, and 
the physical object and its subcomponents. This is an important property because it 
plays a key role for archeologists searching for relevant images and texts when 
analyzing a particular timber based on spatial, temporal, or functional roles, thus 
constraining the design of our architecture.  

Based on these properties we can formalize the relationship between physical 
objects and manuscripts as follows: TC is a collection of treatises, Oj is a physical 
object recovered from the excavation, Τj  is a treatise in the collection of treatises, σj is 
a section within a treatise, δj is an illustration in a treatise, and Γj is a language a 
treatise in the collection is written. Thus, 

[ ] [ ] [ ]jmjji σσσσσσ KKKK 11211 ,, ΤΤΤ⇒Ο                      (1) 

[ ] [ ] [ ]jmjji δδδδδδ KKKK 11211 ,, ΤΤΤ⇒Ο                       (2) 
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Expression (1) states that information relevant to the physical object Oi recovered 
from the excavation can be found in sections [σ1 . . . σj] of a subset of treatises {Τ1 . . . 
Τm}. Conversely, [δ1 . . . δj] are relevant illustrations to object Oi (2). We can also 
state that a given section of a treatise can be related to a subset of illustrations, 

{ }ji δδδσ L21 ,⇒                                                       (3) 

and that references to and explanations about an illustration can be found in a subset 
of sections of a treatise, 

{ }ji σσσδ L21 ,⇒                                                     (4) 

Because of the technical contents of the manuscripts, a section in one treatise can be 
relevant to illustrations in other treatises, { } jj ΤΤΤ⇒ LL 2121 ,, δδδ  conversely, 

illustrations in one treatise can be related to the contents of other treatises, 

{ } ji ΤΤΤ⇒ LL 2121 ,, σσσ . 

Our architecture extends the basic functions of a dictionary in two ways. First, it is 
not limited to a certain number of languages. This is important for our collection 
when incorporating new treatises from a particular naval tradition written in a 
language that was not originally included. Second, it allows multiple spellings, 
synonyms, and other roles that can be required. Spellings are very useful for 
archaeologists because technical terms in the manuscripts tend to have multiple 
spellings as well as synonyms. 

To enable scalability, our architecture is based on the concept of an entity with 
multiple properties and roles. Therefore, a term can be seen as an entity where every 
language corresponds to a property’s value, and synonyms and spellings correspond to 
roles. An entity E (term) can have n properties and m roles; a property can be a 
characteristic, attribute, or feature (in the present case languages). Roles on the other 
hand, describe functions related to the entity (in the present case, the term itself, 
spellings, and synonyms). Therefore, each term can be seen as a matrix En,m, where n 
is the number of properties, m the number of roles, and each cell ρi,j in E—with the 
exception of the base role (first column)—can be denoted as a vector of values 

{ }kji vvv L21, =ρ .   

4.2   Structuring Treatises 

As stated earlier, there are at least three well defined ways to structure the content of 
shipbuilding treatises: spatial, temporal, and functional. This is accomplished in two 
steps: first, scholars using the multilingual glossary editing interface— based on the 
previously described architecture—(figure 1) can assign categories and taxa to the 
terms. Second, using a parser—adapted from the one developed for a collection of 
17th-century poems by John Donne [32, 20]—terms from the treatises can be 
extracted, and based on the taxonomy and categories assigned to them, sections in the 
ship, assembling sequences, or functions in their construction can be assigned. The 
problem is how can illustrations be segmented and associated to the texts? 

Using an image tagging interface, scholars can associate terms to either areas or 
points in the images. The latter is useful for components with irregular shapes.  
Figure 2 shows the image tagging interface. Editors are presented with images of  
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Fig. 1. Multilingual glossary interface: 1) term list, 2) terms, synonyms, and spellings area, 3) 
definitions editing area, 4) taxonomy, and category editing area, 5) a preview of a term, and 6) 
term editing area 

illustrations from the treatises. Terms from the glossary can be assigned to an area or 
a set of points, which are then saved into a database. Since terms are associated with a 
taxonomy and categories it is straightforward to search for images in the collection. 

Our architecture can be easily adapted and extended to fragments and timbers 
recovered from archaeological excavations based on the fact that physical objects 
correspond to terms and concepts in the multilingual glossary.  

4.3   Mapping Composite Objects  

One of the main characteristics of ships is that individual components assembled 
together form a particular section of the ship. In technical manuscripts—as is the case 
with shipbuilding treatises—physical characteristics, properties, and dimensions of 
objects are carefully described. This is a major difference with literary works, thus 
requires a special approach. The main reason is the role they play in the context of the 
“narrative.” They are after all required in the construction of a composite physical 
object. A composite object CO can be expressed as CO = { }, 21 kCCC L  where 

each Ci is a subcomponent, which in turn can be composed of other subcomponents—
reminiscent of a recursive property until atomic components are reached. 
Furthermore, a component Ci can have particular relationships with other components 
{Ck,. . .Cm}. For instance, sub-component C1 has to be fastened to component C2, this 
intermediate component called C1,2 can in turn be attached to other component C3, a 
process that can be repeated until the whole physical object is completed. 

The problem faced by archaeologists looking for relevant information in the 
manuscripts is first, finding components he or she might be analyzing. Second, a 
subset of components can play spatial, temporal, or functional roles in the ship, thus  
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Fig. 2. Web-based image-tagging interface. On the left a selected area in the image (green 
rectangle) is associated to terms in the glossary. On the right, the association of series of points 
(red dots) with the taxonomy and categories. In both cases annotations can be entered. 

the need for associating them based on these categories. Additionally, in technical 
manuals, the building of a composite object CO involves a series of steps Si, CO = 
{ }, 21 kSSS L each one requiring a set of components { C1 , C2  . . . Ci }. Thus, 

components required in a particular construction step can be expressed as Si = 
{ }, 21 kCCC L . We can then define that assemblage steps can be mapped to both 

illustrations as { }jiS δδδ L21 ,⇒  and text { }jiS σσσ L21 ,⇒  in the treatises. 

Since ship timbers and fragments are physical objects, we have adapted our 
architecture to handle them and their properties, For example, auxiliary components 
of a ship can be seen as roles. Fastening, type of wood, and dimensions, on the other 
hand can be considered properties. Further, in the case of dimensions, a timber can 
have more than one value as generally measurements are taken at different intervals 
along the piece. Similarly more than one technique can be used to fasten two pieces 
together. These issues can be handled applying expressions (3) and (4).  The table 
below shows a partial list of properties and their values of a timber. 

Property  Values 

attachment 
 

{ nailed to keel, bolted to keel, treenailed to keel, treenailed to frame, 
treenailed, bolted to keel, bolted to frame and keel } 

joins { diagonal, hook, butt } 

material { wood, iron, cooper cedar, acacia, cypress, pine, oak, maple, elm, walnut } 
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5   Conclusions 

This initiative illustrates how digital libraries enable a group of archaeologists, 
historians, and naval experts in different geographical sites to work collaboratively on 
a collection of ancient technical materials from a diverse provenance. Due to the 
location of the excavations and archaeological research centers, our web-based 
interface allows the creation and constant update of a multilingual glossary of nautical 
terms and concepts, extending the properties of a traditional multilingual dictionary. 

Our architecture is based on the concept of roles and properties associated to an 
entity (term). Our findings are based on the needs of archaeologists accessing 
shipbuilding treatises working primarily in the reconstruction of ships, as well as 
Nautical Archaeology students learning diverse shipbuilding traditions. 

Because of their contents, shipbuilding treatises are in fact technical manuals, as 
such they provide interesting challenges and problems given their technical contents 
as well as the way they are used. At a high level their contents can be seen as text and 
images; thus techniques and algorithms from other digital libraries initiatives can be 
adapted to suit to some extent certain needs. However, a major difference with 
traditional literary works is the fact that shipbuilding treatises map a composite 
physical object (ship), hence the need to develop new approaches. 

During our preliminary work with treatises, we discovered that characteristics and 
properties of timbers and ship remains recovered from underwater excavations could 
be represented and described with the architecture we developed for the glossary. In 
both cases—terms and physical objects—our model is scalable, which enables the 
addition of new properties and roles as they are required. 

Since our architecture handles physical composite objects and their components, 
adapting it to work on other domains sharing similar characteristics is an interesting 
area to explore. For instance, literary works such as a novel can be divided into 
chapters and paragraphs. An anthology of poems which is made up of poems, and 
then segmented into stanzas. However, in contrast to the problem we address in 
nautical archaeology neither an anthology nor a novel are tied to physical objects in 
the way that the treatises are tied to ships. 

The creation of a concordance of terms can be useful for establishing correlations 
among terms. For instance, one could argue that an unknown term in one language 
could have been taken from another language based on their similarity.  

Given the contents, date, and provenance of shipbuilding treatises, linguistic 
analysis on nautical terms and their context can help scholars to understand unknown 
or uncertain terms. For example, working with an Italian scholar we have encountered 
cases of unknown terms in the translation of naval terms into 14th and 15th-century 
Venetian. Also, linguistic similarities of a term and its translations into other 
languages can help to determine whether a particular construction technique was 
adopted from a different tradition. In combination with the time the treatises were 
written, it could be used to estimate when the techniques were introduced.  

Acknowledgments. This material is based upon work supported by the National 
Science Foundation under Grant No. IIS-0534314. Special thanks to Wendy van 
Duivenvoorde for her perspective on Nautical Archaeology, to Mr. Richard Steffy for 
providing a collection of information about timbers recovered from underwater 



208 C. Monroy, R. Furuta, and F. Castro 

excavations, and to the Academia de Marinha (Lisbon, Portugal) for granting 
permission to digitize facsimiles of Portuguese shipbuilding treatises. 

References 

1. Acevedo, D., Vote, E., Laidlaw, D., Joukowsky, M.: ARCHAVE: A Virtual Environment 
for Archaeological Research. Proceedings of IEEE Visualization (2000) 

2. Acevedo, D., Vote, E., Laidlaw, D., Joukowsky, M.: Archaeological Data Visualization in 
VR: Analysis of Lamp Finds at the Great Temple of Petra. a Case Study. Proceedings of 
IEEE Visualization (2001) 

3. Brown, M., Seales, W.: The Digital Atheneum: New Approaches for Preserving, Restoring 
and Analyzing Damaged Manuscripts. In: Proceedings of the First ACM/IEEE-CS Joint 
Conference on Digital Libraries, 2001, pp. 437–443. ACM Press, NY (2001) 

4. Brown, M., Seales, W.: Beyond 2D Images: Effective 3D Imaging for Library Materials. 
In: Proceedings of the 5th ACM Conference on Digital Libraries, pp. 27–36 (2000) 

5. Cheng, J., Seales, B.: Guided Linking: Efficiently Making Image-to-Transcript 
Correspondence. In: 1st ACM/IEEE-JCDL, Roanoke, VA (2001) 

6. Crane, G.: The Perseus Project: An Interactive Curriculum on Classical Greek Civilization. 
Educational Technology 28(11), 25–32 (1988) 

7. Crane, G.: Building a Digital Library: The Perseus Project as a Case Study in the 
Humanities. In: Proceedings of the First ACM Conf. on Digital Libraries, pp. 3–10 (1996) 

8. Crane, G., Wulfman, C.: Towards a Cultural Heritage Digital Library. In: Proceedings of 
the 2003 Joint Conference on Digital Libraries, pp. 75–86 (2003) 

9. Fekete, J., Dufournaud, N.: Compus: visualization and analysis of structured documents 
for understanding social life in the 16th century. In: Proceedings of the fifth ACM 
Conference on Digital Libraries, San Antonio, Texas, June 2-7, pp. 47–55 (2000) 

10. Fernandez, M.: Livro da Tracas de Carpintaria. Transcription and Translation. Barros, E., 
Leitao, M., Academia de Marinha (1995) 

11. Goncalves, M.A., Fox, E.A., Watson, L.T., Kipp, N.A.: Streams, Structures, Spaces, 
Scenarios, Societies (5S): A Formal Model for Digital Libraries. ACM Transactions on 
Information Systems (TOIS) 22(2), 270–312 (2004) 

12. Hadingham, E.: Secrets of a Desert Metropolis: The hidden Wonders of Petra’s Ancient 
Engineers. Scientific American Discovering Arch. 2(4), 70–74 (2000) 

13. Helling, H., Steinmetz, C., Solomon, E., Frischer, B.: The Port Royal Project. A Case 
Study in the Use of VR Technology for the Recontextualization of Archaeological 
Artifacts and Building Remains in a Museum Setting. In: Proceedings of the Computer 
Applications and Quantitative Methods in Archaeology, Prato, Italy (April 13-16, 2004) 

14. Hu, S., Furuta, R., Urbina, R.: An Electronic Edition of Don Quixote for Humanities 
Scholars. Document Numerique (Paris: Editions Hermes), spécial Documents 
anciens 3(12), 75–91 (1999) 

15. Joukowsky, M.: Archaeological Excavations and Survey of the Southern Temple at Petra. 
Jordan, in Annual of the Dept. of Antiquities of Jordan 38, 293–322 (1993) 

16. Kansa, E.: A community approach to data integration: Authorship and building meaningful 
links across diverse archaeological data sets. Geosphere 1(2), 97–109 (2005) 

17. Lavanha, J.B.: Livro Primeiro Da Architectura Naval. Facsimile, Transcription, 
Translation, and Commentary. In: Pimentel, J., Baker, R., Domingues, F. (eds.) Academia 
de Marinha, Lisbon Portugal (1996) 

18. Medelyan, O., Witten, I.: Thesaurus Based Automatic Keyprhase Indexing. In: Proc. of the 
6th ACM/IEEE-CS JCDL, Chapel Hill, NC., USA, June 11-15, pp. 296–297 (2006) 



 Texts, Illustrations, and Physical Objects 209 

19. Monroy, C., Furuta, R., Urbina, E., Mallen, E.: Texts, Images, Knowledge: Visualizing 
Cervantes and Picasso. In: Visual Knowledges Conference, University of Edinburgh, 
Scotland (September 2003) 

20. Monroy, C., Stringer, G., Furuta, R.: Digital Donne: Workflow, Editing Tools, and the 
Reader’s Interface of a Collection of 17th-century English Poetry. In: Forthcoming on 
Proceedings of JCDL 2007, Vancouver, B.C. Canada (June 18-23, 2007) 

21. Monroy, C., Furuta, R., Castro, F.: A Multilingual Approach to Technical Manuscripts: 
16th and 17th-century Portuguese Shipbuilding Treatises. In: Proceedings of JCDL 2007, 
Vancouver, B.C. Canada (June 18-23, 2007) (Forthcoming) 

22. Oliveira, F.: O Livro da Fábrica das Naus. In: Domingues, F., Baker, R., Leitao, M. (eds.) 
Academia de Marinha, Lisbon, Portugal (1991) 

23. Perrow, M., Barber, D.: Tagging of Name Records for Genealogical Data Browsing. In: Proc. 
of the 6th ACM/IEEE-JCDL, Chapel Hill, NC., USA, June 11-15 2006, pp. 316–325 (2006) 

24. Plaisant, C., Rose, J., Yu, B., Auvil, L., Kirschenbaum, M., Smith, M., Clement, T., Lord, 
G.: Exploring Erotics in Emily Dickinson’s Correspondence With Text Mining and Visual 
Interfaces. In: 6th JCDL, Chapel Hill, NC, USA, June 11-15 2006, pp. 141–150 (2006) 

25. Ravindranathan, U., Shen, R., Goncalves, M.A., Fan, W., Fox, E.A., Flanagan, J.W.: 
Prototyping Digital Libraries Handling Heterogeneous Data Sources - The ETANA-DL 
Case Study. In: Heery, R., Lyon, L. (eds.) ECDL 2004. LNCS, vol. 3232, pp. 12–17. 
Springer, Heidelberg (2004) 

26. Ravindranathan, U., Shen, R., Goncalves, M.A., Fan, W., Fox, E.A., Flanagan, J.W.: 
ETANA-DL: A Digital Library for Integrated Handling of Heterogeneous Archaeological 
Data. ACM-IEEE (JCDL 2004), Tucson, AZ (June 7-11, 2004) 

27. Reeves, N., Wilkinson, R.: The Complete Valley of the Kings: Tombs and Treasures of 
Egypt’s Greatest Pharaohs. London: Thames and Hudson (1996) 

28. Reeves, C. (ed.): After Tut’ankhamun: Research and Excavation in the Royal Necropolis 
at Thebes. Kegan Paul International, London (1992) 

29. Spiro, L., Wise, M., Henry, G., Bearden, C., Byrds, S., Garza, E., Decker, M.: Enabling 
Exploration: Travelers in the Middle East Archive. In: Proceedings of the 6th ACM/IEEE-
JCDL, Chapel Hill, NC., USA, pp. 163–164 (June 11-15, 2006) 

30. Urbina, E., Furuta, R., Smith, S., Audenaert, N., Deng, J., Monroy, C.: Visual Knowledge: 
Textual Iconography of the Quixote, a Hypertextual Archive. Literary and Linguistic 
Computing (Oxford UP) 21(2), 247–258 (2006) 

31. Vemuri, N., Shen, R., Tupe, S., Fan, W., Fox, E.: ETANA-ADD: An Interactive Tool for 
Integrating Archaeological DL Collections. In: Proceedings of the 6th ACM/IEEE-JCDL, 
Chapel Hill, NC, USA, pp. 161–162 (June 11-15, 2006) 

32. Donne Variorum (accessed on January 2007), http://donnevariorum.tamu.edu/ 
33. Petra: The Great Temple. American Journal of Archaeology 103(3), Egan, V., Bikai, P. 

(eds.), pp. 504–506 (July 1999) 
34. SHAPE Lab. at Brown University, http://www.lems.brown.edu/vision/extra/SHAPE/ 
35. Theban Mapping Project, http://www.thebanmappingproject.com/about/ 
36. The Canterbury Tales Project: http://www.cta.dmu.ac.uk/projects/ctp/index.html 
37. The Digital Imprint. Institute of Archeology. University of California at Los Angeles, 

http://www.sscnet.ucla.edu/ioa/labs/digital/imprint/proposal.html 
38. The Elwood Viewer: The Society for Early English & Norse Electronic Texts (Accessed 

on January 2007), http://jefferson.village.virginia.edu/seenet/elwoodinfo.htm 
39. The Nautical Archaeology Digital Library (NADL) (accessed on January 2007), 

http://nadl.tamu.edu 
40. The InscriptiFact Project (accessed on May 2007), http://www.inscriptifact.com/ 



L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 210–222, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Trustworthy Digital Long-Term Repositories: The nestor 
Approach in the Context of International Developments  

Susanne Dobratz1 and Astrid Schoger2 

1 Humboldt-University Berlin, University Library, 10099 Berlin, Germany 
dobratz@cms.hu-berlin.de 

2 Bavarian State Library, 80328 München, Germany 
astrid.schoger@bsb-muenchen.de 

Abstract. This paper describes the general approach nestor – the German 
“Network of Expertise in Long-Term Storage of Digital Resources” has taken 
in designing a catalogue of criteria for trustworthy digital repositories for long-
term preservation and how this approach relates to internationalisation and 
standardisation of criteria and developments of evaluation methods to facilitate 
the audit and certification process. 
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1   Introduction 

One of the central challenges to long-term preservation in a digital repository is the 
ability to guarantee the authenticity and interpretability (understandability) of digital 
objects for users across time. This is endangered by the aging of storage media, the 
obsolescence of the underlying system and application software as well as changes in 
the technical and organisational infrastructure. Malicious or erroneous human actions 
also put digital objects at risk. Trustworthy long-term preservation in digital reposito-
ries requires technical, as well as organisational provisions. A trustworthy digital re-
pository for long-term preservation has to operate according to the repository’s aims 
and specifications.  

Already in 1996, the Task Force on Archiving of Digital Information by The 
Commission on Preservation and Access and the Research Libraries Group called for 
a certification programme for long-term preservation repositories: “… repositories 
claiming to serve an archival function must be able to prove that they are who they 
say they are by meeting or exceeding the standards and criteria of an independently-
administered program for archival certification ..”, [11]. Some investigations in cre-
ating criteria and measuring the risk for a long-term preservation of digital objects 
have been carried out by several stakeholders, like the “Cornell Library Virtual  
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Remote Control Tool ”project of Cornell University [5], the ERPANET project [4] 
and most recently by the Digital Repository Certification Task Force of the Research  
Libraries Group (RLG) and OCLC, the Digital Curation Centre (DCC) in cooperation 
with the European Commission funded project Digital Preservation Europe (DPE) 
and the German nestor project. The latter approach and it’s relation to international 
work is described in this paper. 

2   Recent Research on Trustworthy Digital Repositories 

The ideas discussed in this paper are based on early developments on a framework 
describing requirements and functionalities for operating systems that focus on the 
long-term preservation of digital materials, the Open Archival Information System 
(OAIS), [2]. 

From that work the Digital Repository Certification Task Force of the Research 
Libraries Group (RLG) and OCLC derived attributes and responsibilities for so called 
trusted digital repositories in 2002, [10]. 

As those basic recommendations are hardly applicable to any organisation setting 
up a long-term preservation repository, the need for more detailed criteria and practi-
cal guidance became apparent.  

In 2003 RLG and the National Archives and Records Administration (NARA) cre-
ated a joint task force, the RLG-NARA Task Force on Digital Repository Certifica-
tion. This task force together with the Auditing and Certification of Digital Archives 
project run by the Center for Research Libraries (CRL) worked on the development of 
certification criteria applicable to a range of digital repositories and archives and on a 
checklist useable to conduct audits, first draft from August 2005, [9], finally released 
in February 2007, under the title: “Trustworthy Repositories Audit and Certification 
Checklist” (TRAC) [7]. 

In Germany, nestor – the German “Network of Expertise in Long-Term Storage of 
Digital Resources” in 2004 has started efforts in designing a catalogue of criteria for 
trustworthy digital repositories for long-term preservation, based on the work of the 
RLG/OCLC and RLG/NARA task force and CRL project following a different  
approach, which can be interpreted as more community based approach intended for 
use in Germany.. It began with a survey for existing standards and approaches used 
for storing digital materials in libraries, archives, museums, universities and data 
centers and derived a state of the art in digital preservation in Germany from  
that. Based on the survey findings criteria have been formulated and examples gen-
erated in order to support the setup of digital long-term preservation repositories in 
Germany, [6]. 

Meanwhile, the Digital Curation Centre (DCC) in cooperation with the European 
Commission funded project Digital Preservation Europe (DPE) conducted some test 
audits based on the first draft of the RLG-NARA/CRL checklist. Their investigations 
led to the development of an auditing tool for trusted digital long-term repositories,  
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called “Digital Repository Audit Method Based on Risk Assessment” (DRAMBORA), 
based upon common ideas of risk management. The first draft version was published 
February 2007. 

Within the PLANETS project [12], the development of a Preservation Test Bed to 
provide a consistent and coherent evidence-base for the objective evaluation of differ-
ent preservation protocols, tools and services and for the validation of the effective-
ness of preservation plans will take place.  

In January 2007 the OCLC/RLG-NARA Task Force, CRL, DCC, DPE and nestor 
agreed upon a set of so called common principles, ten basic characteristics of digital 
preservation repositories [8]. 

The current TRAC checklist together with the nestor catalogue are the basis for an 
ISO standardisation effort carried out under the umbrella of the OAIS standards fam-
ily by the Consultative Committee for Space Data Systems (CCSDS) via ISO 
TC20/SC13 and led by David Giaretta (DCC). 

2.1   Trustworthiness 

Trustworthiness (German: Vertrauenswürdigkeit) of a system means that it operates 
according to its objectives and specifications (it does exactly what it claims to  
do). From an information technology (IT) security perspective, integrity, authentic-
ity, confidentiality and availability are important building blocks of trustworthy 
digital preservation repositories. Integrity refers to the completeness and exclusion 
of unintended modifications to repository objects. Unintended modifications could 
arise, due to malicious or erroneous human behavior, or from technical imperfec-
tion, damage, or loss of technical infrastructure. Authenticity here means that the 
object actually contains what it claims to contain. This is provided by documenta-
tion of the provenience and of all changes to the object. Availability is a guarantee 
(1) of access to the repository by potential users and (2) that the objects within  
the repository are interpretable. Availability of objects is a central objective, which 
must be fulfilled in relation to the designated community and its requirements.  
Confidentiality means that information objects can only be accessed by permitted 
users. 

Potential interest groups for trustworthiness are: 

• repository users who want to access trustworthy information – today and in 
the future, 

• data producers and content providers for whom trustworthiness provides a 
means of quality assurance when choosing potential service providers, 

• resource allocators, funding agencies and other institutions that need to make 
funding and granting decisions, and 

• long-term digital repositories that want to gain trustworthiness and demon-
strate this to the public either to fulfill legal requirements or to survive in the 
market. 
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There is a wide range of preservation repositories that exist or are under develop-
ment: from national and state libraries and archives with deposit laws; to media cen-
tres having to preserve e-learning applications; to archives for smaller institutions; to 
world data centres in charge of “raw” data.  

Trustworthiness can be assessed and demonstrated on the basis of a criteria  
catalogue. 

3   nestor- Catalogue of Criteria for Trusted Digital Repositories 

The catalogue primarily addresses cultural heritage organisations - archives, libraries, 
and museums - and is designed as guidance for the planning and setup of long-term 
digital repositories. Furthermore this catalogue is intended as an orientation guide for 
commercial and non-commercial service providers, software developers, and third 
party vendors. 

3.1   Concepts Central to the Derivation and Application of the Criteria for 
Trustworthy Digital Long-Term Repositories 

3.1.1   Accordance to OAIS Terminology 
The Reference Model for an Open Archival Information System (OAIS) [2] serves - 
where possible - as the basis for terminology and structure of the catalogue. The 
OAIS is used to define the core concepts of digital repository and digital objects, de-
scribe core processes, from ingest via archival storage to access. The OAIS also helps 
to describe the life cycle of digital objects within the repository. 

3.1.2   Abstraction 
The catalogue’s overall aim is to introduce stable criteria for a wide variety of  
long-term digital repositories and to maintain the criteria over a long period. For 
this reason, the catalogue criteria have been formulated at a very abstract level. 
They are enriched by detailed explanations and concrete examples. The latter  
conform to the current state-of-the-art in terms of technology and organisation. In 
some cases, they only make sense within the context of a very special preservation 
task. 

3.1.3   Documentation 
The goals, concepts, specifications and implementation of a long-term digital reposi-
tory should be documented adequately. The documentation demonstrates the devel-
opment status internally and externally. Early evaluation based on documentation may 
also prevent mistakes and inappropriate implementations. Adequate documentation 
can help to prove the completeness of the design and architecture of the long-term 
digital repository at all steps. In addition, quality and security standards require  
adequate documentation. 
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3.1.4   Transparency 
Transparency is achieved by publishing appropriate parts of the documentation, which 
allows users and partners to gauge the degree of trustworthiness for themselves. Pro-
ducers and suppliers are given the opportunity to assess to whom they wish to entrust 
their digital objects. Internal transparency ensures that any measures can be traced, 
and it provides documentation of digital repository quality to operators, backers, man-
agement and employees. Parts of the documentation which are not suitable for the 
general public (e.g. company secrets, security-related information) can be restricted to 
a specified circle (e.g. certification agency). Transparency establishes trust, because it 
allows interested parties a direct assessment of the quality of the long-term digital re-
pository. 

3.1.5   Adequacy 
According to the principle of adequacy, absolute standards cannot be given. Instead, 
evaluation is based on the objectives and tasks of the long-term digital repository in 
question. The criteria have to be seen within the context of the special archiving 
tasks of the long-term digital repository. Some criteria may therefore prove irrele-
vant in certain cases. Depending on the objectives and tasks of the long-term  
digital repository, the required degree of fulfilment for a particular criterion may 
also differ. 

3.1.6   Measurability 
In some cases - especially regarding long-term aspects - there are no objectively as-
sessable (measurable) features. In such cases we must rely on indicators showing the 
degree of trustworthiness. As the fulfillment of a certain criteria depends always on 
the designated community, it is not possible to create “hard” criteria for some of 
them, e.g. how can be measured, what adequate metadata is? Transparency also 
makes the indicators accessible for evaluation. 

3.2   Structure of the nestor-Catalogue, Example Criterias 

Based on the initial nestor survey and similar to the approach taken by the CRL pro-
ject, the nestor working group used abstract criteria in the main catalogue instead of 
asking very detailed and specific questions (e.g. which metadata is used). The nestor 
catalogue includes best practice values and provides examples and specific literature 
references for the listed criteria, despite the need to update such examples regularly. 
The intention is that this criteria catalogue, and its planned revisions, will help cus-
tomers to share information and expectations. The criteria composed in this catalogue 
are seen as a sufficient set to demonstrate the trustworthiness of a digital long-term 
repository. 

3.2.1   Overview of the Criteria  
Within the following table the term “repository” is taken as abbreviation for “long-
term digital repository”. 
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A Organisational Framework 
1 The repository has defined its goals. 

1.1 selection criteria  

1.2 responsibility for the long-term preservation of the information repre-
sented by the digital objects  

1.3 designated community 

2 The repository grants its designated community an adequate usage 
of the information represented by the digital objects. 

2.1 access for the designated community 
2.2 interpretability of the digital objects by the designated community 

3 Legal and contractual rules are being observed. 
3.1 existence of legal contracts between producers and the repository 
3.2 operation on a legal basis regarding archiving 
3.3 operation on a legal basis regarding usage 

4 The organisational form is adequate for the digital repository. 
4.1 adequate funding  
4.2 sufficient numbers of qualified staff  
4.3 organisational structure 
4.4 repository engages in long-term planning 
4.5 continuation of preservation tasks even beyond the existence of the 

repository 
5 Adequate quality management is conducted. 

5.1 definition of processes and responsibilities  
5.2 documentation of elements and processes 
5.3 reaction to substantial changes 

 
B Object Management 
6 The repository ensures integrity of digital objects during all proc-

essing stages: 
6.1 ingest 
6.2 archival storage 
6.3 access 

7 The repository ensures authenticity of digital objects during all 
processing stages: 

6.1 ingest 
6.2 archival storage 
6.3 access 

8 The repository has a strategic plan for its technical preservation 
measures. 

9 The repository accepts digital objects from its producers based on 
defined criteria. 
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9.1 specification of SIPs1 
9.2 identification of relevant features of the digital objects for the  

information preservation  
9.3 technical control over its digital objects in order to execute preserva-

tion methods 
10 The archival storage of the digital objects is undertaken to defined 

specifications. 
10.1 definition of AIPs2 
10.2 transformation of the SIPs into AIPs 
10.3 storage and readability of the AIPs 
10.4 implementation of preservation strategies for AIPs 

11 The repository permits usage of the digital objects based on defined 
criteria 

11.1 definition of DIPs3 
11.2 transformation of AIPs into DIPs 

12 The data management system is capable of providing the necessary 
digital repository function. 

12.1. persistent identification of objects and their relations 
12.2. metadata for content and formal description and identification of 

the digital objects 
12.3 metadata for structural description of the digital objects 
12.4 metadata for documenting changes made on the digital objects 
12.5 metadata for the technical description of the digital objects 
12.6 metadata for the usage rights and terms of the digital objects 
12.7 The assignment of metadata to the digital objects is guaranteed 

every time 

 
C Infrastructure and Security 
13 The IT infrastructure is adequate 

13.1 The IT infrastructure implements the demands from the object 
management 

13.2 The IT infrastructure implements the security demands of the IT-
security system. 

14 The infrastructure protects the digital repository and its digital  
objects.. 

 

3.2.2   Example Criteria 
A criterion consists of 4 parts: the criterion itself, an explanation, possible examples 
and citations. 
                                                           
1 SIP: submission information package (cf. OAIS), information unit submitted by the producer 

to the repository. 
2 AIP: archival information package (cf OAIS), an information unit stored by the repository.  
3 DIP: dissemination information package (cf. OAIS), an information unit that a user receives in 

response to an request to the repository.  
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8 The digital repository has a strategic plan 
for its technical preservation measures. 

 In order to fulfil its responsibility for preserving information, the 
DR should have a strategic plan covering all outstanding or expected 
tasks, and the timetable for their completion. This strategic planning 
(cf. 4.4) should be specified at the object level.  Such measures should 
keep pace with ongoing technical developments (such as changes to 
data carriers, data formats, and user demands).  

 
Measures for physical data preservation (integrity, authenticity), its 

accessibility and the preservation of its interpretability should be con-
ceived to provide long-term preservation functionality. Long-term 
preservation measures cover both content and metadata. 

 
See 10.4 regarding implementation of the long-term preservation 

measures.  
 

 Output onto analogue media (e.g. microfilm) and redigi-
tisation may be appropriate for certain digital ob-
jects. 

The following are the main methods used to preserve in-
terpretability: 

Conversion to a current format or a current format ver-
sion (migration) 

Recreation of the old application environment within a 
new technical infrastructure (emulation). 

Long-term planning of the tasks arising from the for-
mats can be based e.g. on a format register. Format 
registers are currently being developed by e.g. Harvard 
(Global Digital Format Registry: http://hul.harvard.edu/gdfr/) 
and the National Archives, Kew (PRONOM: 
http://www.nationalarchives.gov.uk/pronom/). 
 

 [DigiCULT: Technology Watch Reports, 2006]  

[Rauch,Carl und Rauber,Andreas: Anwendung der 
Nutzwertanalyse zur Bewertung von Strategien zur 
langfristigen Erhaltung digitale Objekte, 2006] 

4   The nestor-Catalogue in International Comparison 

Although the nestor catalogue is focused on application in Germany, and it is crucial 
to analyze generally accepted criteria with regard to the situation in Germany, it must 
be discussed internationally and should adhere to international standards. In evaluat-
ing repositories, various components must be considered such as specific judicial  
constraints, the setup of public institutions (financially and with respect to human re-
sources), national organisational decisions, and the status of development in Germany 
as a whole.  
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nestor, the Digital Curation Centre and the Project Digital Preservation Europe 
(DPE) as well the Centre for Reseach Libraries have been interchanging information 
about the current status of their work regularly and in January 2007 have come up 
with 10 basic common principles for the trustworthiness of digital repositories, on the 
basis of the TRAC-checklist and the nestor catalogue.  

The nestor catalogue as well as the TRAC-Checklist could both be seen as national 
instances of the formulated common principles, [8]. Taking only the first headings of 
the criteria they would fit into the general picture as follows. Further work has to be 
done, producing a detailed crosswalk between the criteria, the following list just lists 
three examples: 

1. The repository commits to continuing maintenance of digital objects for 
identified community(ies).  

2. Demonstrates organizational fitness (including financial, staffing structure, 
and processes) to fulfill its commitment. This criteria could be compared 
with the nestor criteria A.4” The organisational form is adequate for the 
digital repository” and the TRAC criteria section A2. “Organizational struc-
ture & staffing”. 

3. Acquires and maintains requisite contractual and legal rights and fulfills  
responsibilities.  

In nestor criteria A.3 “Legal and contractual rules are observed” would 
be useable, for the TRAC catalogue it would be A5. “Contracts, licenses, &  
liabilities” 

4. Has an effective and efficient policy framework.. 
5. Acquires and ingests digital objects based upon stated criteria that corre-

spond to its commitments and capabilities.  
6. Maintains/ensures the integrity, authenticity and usability of digital objects it 

holds over time.  
7. Creates and maintains requisite metadata about actions taken on digital ob-

jects during preservation as well as about the relevant production, access 
support, and usage process context before preservation. 

8. Fulfills requisite dissemination requirements.  
9. Has a strategic program for preservation planning and action. This idea  

applies to nestor section B.8 “The digital repository has a strategic plan for 
its technical preservation measures.” In TRAC it would be section B3. 
“Preservation planning” 

10. Has technical infrastructure adequate to continuing maintenance and security 
of digital objects.  

Concluding this initial survey we can state, that a conclusive mapping of the  
national approaches to the agreed international principles is possible. 

5   Coaching – Self-audit – Certification 

Currently, no method has been developed for the formal certification of long-term 
digital repositories according to the nestor-catalogue. For many of the abstract criteria 
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expressed in the catalogue, it is not yet possible to define accepted standards on which 
auditing processes could be based. Therefore, nestor has for the moment focused on 
presenting the paper as a set of guidelines for setting up a trustworthy digital reposi-
tory. We are convinced that this will be helpful for many institutions and will stimu-
late the development of trustworthy digital repositories. The catalogue can be used as 
an instrument for self-evaluation on all steps of development, from the concept and 
specification to implementation. We regard that as the first step.  

Next steps will be the participation in a national/international standardisation  
process via the German Standardisation Organisation (Deutsches Institut für Nor-
mung, DIN) and the International Standardization Organization (ISO) and the estab-
lishment of a formal certification process, in which the catalogue will function as  
auditing tool.  

Certification supports repositories that need to provide objective evidence, and it 
encourages competition even in the public sector. Competition is meant in those 
fields, where no formal or legal requirements exist to deliver digital materials to a 
particular long-term repository. A “user” will than decide independently where his 
digital materials will be archived. He will take the decision based upon the services, 
the quality and prize offered. In such a scenario, certification provides a quality label 
to the repository and therefore supports the quality management and assurance of 
public administration. Whenever data have to be archived, certification can be very 
important. 

Criteria for
trustworthy
repositories

Standardisation

Internationali-
sation

Certification

Formal 
evaluation
methods

Focus: trustworthyness

Focus: interoperability

Development

of 

commonalities

e.g.

10 Common 
Principles

Formal auditing

e.g.

DRAMBORA

 

Fig. 1. The role of standardisation and certification 

The work done by the DCC/DPC is based on common risk management ideas. 
Those always interprete measures as prevention of risks, see [1]. The self-auditing 
tool DRAMBORA is a next step towards formal evaluation and certification. “It is 
intended to facilitate internal audit by providing repository administrators with a  
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means to assess their capabilities, identify their weaknesses, and recognize their 
strength.”… “Rather than representing a straightforward alternative (and therefore 
competitive) means for repository assessment, the DCC/DPE work aims to provide a 
complementary approach that can be used in association with efforts of both TRAC 
and nestor” [3]. It takes the principle of adequacy into account, starts with identify-
ing the goals of a repository and derives actions from those. It than identifies the 
risks and advises how those are to be handled. Trustworthiness can be interpreted as 
assurance that the owners have taken countermeasures minimize the risks to the 
valuable assets.  

 

Fig. 2. Trustworthiness as risk management method, derived from [1] 

6   Conclusion and Further Work 

The common goal is to come to internationally agreed and accepted formal evalua-
tions and audits taking into account national laws and conditions. Due to the  
formulation of the ten core requirements on one hand and the start of an ISO stan-
dardisation process on the other hand, we have a good chance finally to meet those 
expectations. 
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Furthermore there have been agreements on ideas for further cooperation and col-
laboration between CRL, DCC, DPE and nestor, such as consistently and openly shar-
ing results, joining test audits and developing a common training for managers and 
staff of digital repositories. International agreements ensure the interoperability of 
long-term repositories, their quality and their services offered on an international 
level. 

Nevertheless all partners also see the urgent necessity to provide guidelines and 
tools to their own national heritage institutions and to make repositories work accord-
ing to local conditions and national laws. nestor plans to use the existing criteria to 
implement a multi-step training tool for repository managers, technicians, archival, li-
brary and museums staff. Within that task, nestor plans to augment the concrete crite-
ria in the actual catalogue with examples of best practise scenarios. Test audits within 
Germany using the nestor criteria as well as the risk management tool provided by the 
DPE project are planned. 
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Abstract. The German Remote Sensing Data Center (DFD) has developed a 
digital library for the long-term management of earth observation data products. 
This Product Library is a central part of DFD’s multi-mission ground segment 
Data and Information Management System (DIMS) currently hosting one 
million digital products, corresponding to 150 Terabyte of data. Its data model 
is regularly extended to support products of upcoming earth observation 
missions. The ever increasing complexity led to the development of operating 
interfaces which use a-priori and context knowledge, allowing efficient 
management of the dynamic library content. This paper presents the 
development and operating of context-sensitive library access tools based on 
meta modeling and online grammar interpretation.  

Keywords: context sensitivity, meta modeling, earth observation, object query 
language, information management. 

1   Introduction 

The Product Library developed and operated at the German Aerospace Center DLR 
manages ever increasing amounts of digital earth observation products. The data 
growth rates are challenging, and even more so the increasing diversity of data 
structures and formats. Currently the Product Library already hosts about 80 different 
product types. 

To be able to efficiently manage the huge amount of heterogeneous data, 
comprehensive human-machine interfaces and tools have been developed at DLR. 
This paper addresses the development of context-sensitive, interactive operating 
interfaces and presents operational experiences in the domain of earth observation 
data management. In particular, we describe an interactive query editor that makes 
intensive use of static a-priori information and meta information about the dynamic 
library data model to help the user formulating his or her queries and ensure valid 
interactions. 
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The following two sections give an overview of the architecture of the DIMS 
system and describe the problem to be solved by providing context-sensitive access to 
the Product Library. We will then discuss the underlying data model. Next, the 
interactive query editor supporting ad-hoc metadata queries is presented, followed by 
an evaluation section and a conclusion. 

2   The Data and Information Management System DIMS 

The Data and Information Management System (DIMS) has been developed as a 
distributed multi-mission infrastructure for production, cataloguing, archiving, 
ordering, accounting and distribution of earth observation products [1]. Fig. 1 shows 
an overview of the system architecture with the main service components EOWEB® 
user services, ordering control for the processing of user orders, production control 
for the organization of production workflows, different flavors of processing systems 
for the ingestion, value adding and publishing of earth observation data, the Product 
Library, the product generation and delivery component and components for 
monitoring and control. 

  

Fig. 1. Data and Information Management System Overview 
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As a central component the Product Library is responsible for the consistent 
long-term preservation of digital data products. It consists of an archive for the 
long-term storage of primary data and an inventory for efficient storage of 
metadata. A middleware encapsulates these components providing a comprehensive 
library interface for the consistent management of digital data products. This 
middleware decouples high-level information modeling and evolving low-level 
storage structures such as the robot-driven media library and hierarchical storage 
management for primary data and a relational database management system for 
metadata [2]. 

All product data can be accessed via the object oriented query language, extending 
the OQL standard [3]. The Product Library provides several functions required for 
data management. The Operating Tool (Fig. 2) is used to access these functions. All 
items of a collection can be listed using the incremental query mechanism, individual 
items can be searched by entering object query language conditions (including spatial 
operators) and item details (metadata, component structure, browse images) can be 
viewed. Items can be inserted, updated, retrieved and destroyed. Items can be 
registered and unregistered (manipulating only the metadata but not the data files), 
items can be re-located and un-archived (manipulating only the data files but not  
the metadata). 

 

Fig. 2. DIMS Operating Tool, Product Library Collection Browser with Menu of Product 
Management Functions 



226 S. Kiemle and B. Freitag 

The Operating Tool also provides configuration views allowing to manage the  
data collection hierarchy, the item spaces used for modular data modeling in the 
inventory and the archiving rules used to organize the file directory structure within 
the archive. 

3   Problem Description 

The tasks of product management include different operating use cases requiring 
interactive access to the library content. Knowledge about the evolving information 
model is absolutely essential e.g. when placing ad-hoc queries to the inventory or 
when browsing the library content and generating population reports. 
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Fig. 3. Evolution of Number of Item Types and Library Archive Size 

In the six years of operation of the DIMS Product Library, 500 item types (product 
and component collections) have been configured using a total of 1970 attributes. 
Growth and evolution of the Product Library is permanent. Fig. 3 shows how the size 
of the information model, represented by the number of item types, increased in 
parallel to the size of the library. The new German remote sensing mission TerraSAR-
X [4], for example, added 30 new product item types and will multiply, together with 
other upcoming missions the current volume of the library by six in terms of number 
of products and archive size, leading to a total number of 10 million product items 
and 840 TByte of data in 2012. The variety of collections will significantly increase, 
making the management of the huge amount of heterogeneous data more and more 
difficult. 

Operators use the DIMS Operating Tool, i.e., the graphical user interface for 
unified operating of all DIMS services, to browse the library content and place ad-hoc 
queries. Besides a hierarchical collection tree operators can view a textual 
documentation to get orientation in the bits and pieces of the information model and 
to get help on the use of the query language. 
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The librarian, i.e. one of the operators using the DIMS Operating Tool, is 
responsible for the management of the earth observation data in the Product Library. 
In this function he or she 

• decides what products to store for the long term 
• defines and maintains the data model 
• configures the library according to the data model 
• grants library access to users 
• supervises data ingestion and access activity 
• monitors library operations 
• decides about data expiration and removal 
• reports about library operations and use 

Therefore the librarian needs comprehensive tools to access and monitor the 
Product Library. The librarian has to be able to browse the library content, retrieve 
individual items and perform actions on single or a set of identified products. 

However, the available support for library operations and access turned out to be 
insufficient. Operators require aware client applications with knowledge about the 
underlying data model in order to cope with the increasing complexity in this dynamic 
application environment. Operating clients should also give support in the formulation 
of correct ad-hoc query expressions and take into account individual operator 
preferences, habits and the activity history. 

As one consequence, the DIMS Operating Tool had to be extended by a context-
sensitive interactive OQL query editor for ad-hoc queries as presented in this paper. 

4   Data Model 

In the following we will focus on the product data model to show how this knowledge 
can be used for context-sensitive management tools supporting the librarian. 

4.1   Object Model 

Object orientation as it can be defined with the Unified Modeling Language (UML 
2.0) is particularly well suited for the domain of earth observation data products. 
Products are independent identifiable objects composed of other objects such as 
browse images, primary data, processing logs and quality maps. Different products of 
the same mission can inherit common properties. Higher level information products 
derived from raw data products are associated to their “predecessors”. Beyond the 
features described above there exist of course more properties of earth observation 
products which can also be represented very well using an object model. 

In its upper part Fig. 4 shows the basic product model underlying the Product 
Library. Specific mission collections, products and product components are added by 
extending the classes Collection, ProductGroup, Product, PrimaryData and 
BrowseData, 
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Fig. 4. Basic Product Model (Extract) and Extension Example with Instances Symbolized by 
Operating Tool Product Inspection and Browse Views 

4.2   Data Model Evolution 

In the dynamic environment of the Product Library the data management task of 
configuring new product types for new missions is a nominal use case which has to be 
supported without interruption of operations. By configuring the library it is possible 
to define additional archiving rules extending the archive system as well as to extend 
the product metadata model in the inventory system. 

The inventory of the Product Library allows to configure object data models. 
Collections are used to define the component structure of a product and to place 
products in a freely configurable collection hierarchy allowing easy navigation e.g. by 
mission, sensor or application domain. Item types are used to define product and 
component types by specifying name, meaning, a list of identifying attributes and 
describing attributes. Types can be set in a single-inheritance hierarchy, inheriting 
properties of parent types. Attributes are defined by specifying name, meaning, data 
type and other basic properties such as valids, value ranges and value constraints. 
Attributes can be structured, meaning that their data type is not primitive but a 
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structure itself defining a list of slot attributes. Associations, aggregations and 
composition references can be defined to link item types. 

In a huge digital library system like the DIMS continuous change at various levels 
has to be anticipated. In by far the most cases an existing data model will be extended. 
One way to achieve this is to extend already defined item types (see Fig. 4). Of 
course, also new item types can be defined as well. They can reuse already defined 
attributes, structures and references if the meaning matches. This simplifies modeling 
and leads to easier manageable data models. 

4.3   Meta Model 

The entities introduced above to define data models are called modeling elements. Of 
course these elements can again be modeled and managed within the library. The 
Product Library inventory therefore maintains the meta item space, a repository of all 
modeling elements ever defined to build application data models.  

The advantages of managing modeling elements in a distinct repository are 
obvious: the modeling tools use this repository for safe persistence of configured data 
models and they can browse already defined modeling elements to allow their reuse. 

In the OMG meta model architecture [5], different levels of modeling are defined. 
The M0 level represents the real world, in our case the earth observation products in 
the Product Library. 

The M1 level represents the data models of M0, here the product data model 
consisting of types, attributes and references as described above. The M1 level of 
modeling gives a common formal view on reality, allowing to describe, compare, 
reuse and exchange application data items. 

The M2 level represents the data models of M1, i.e., the meta model used to define 
application data models. The M2 level of modeling gives a standard and formal view 
on application data models, allowing to describe, compare, reuse and exchange 
application data model elements. 

The OMG meta model architecture also defines a M3 level again abstracting the 
M2 level and intended to give an ubiquitous, generally applicable representation of 
meta models to be able to even represent and formally define different ways of 
defining meta models. 

In practice, the Product Library uses the M0 level (product instances stored in the 
library), the M1 level (product data model) and the M2 level (repository of modeling 
elements). The M3 level is not used, since there is no need for different meta models 
and thus not need to further abstraction. However, the repository containing the 
modeling elements is self-contained, meaning the structures of the meta model are 
themselves defined as instances in the meta model. Thus the repository of modeling 
elements corresponds to both the M2 and the M3 level. This allows e.g. to access the 
repository of modeling elements using the same tools and interfaces (such as the 
object query language) as for accessing the product data models. 

Fig. 5 shows an extract of the Product Library meta model hosting the modeling 
elements. Based on this meta information on the configured data models, the 
inventory is able to configure the physical storage layer, namely the underlying 
relational database management system. The inventory middleware maps all access to 
the product metadata such as object queries and insertions to corresponding 
statements to the database systems, thereby decoupling application level interfaces 
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from the relational storage model. This allows an independent physical design, e.g. 
choosing normalization to save space or de-normalization to save access time. 

In addition, client applications can access the repository of modeling elements to 
add model awareness and guide the user through the library data model.  

 

Fig. 5. Product Library Meta Model (Extract) 

5   The Interactive OQL Query Editor 

5.1   Requirements 

To support users in formulating ad-hoc queries, a context-sensitive OQL editor had to 
be developed supporting 

• query completion at an arbitrary input position  
• error marking  
• special token evaluation. 

 If the proposal list includes special tokens which can be replaced with model 
elements, this will be done. For example the special token <CT> will be replaced 
with a list of available ComplexTypes stored in the repository. 

• usage of meta model information 
• template selection for the select or the where clauses of a OQL query. 

5.2   Grammatical Context 

The online interpretation of the query language grammar, i.e. the analysis of 
expressions during the editing process, allows the evaluation and validation of human 
inputs on three information levels. 

Lexical correctness means that the query consists of valid tokens whereas 
syntactical correctness guarantees that it is valid with respect to the rules defining the 
grammar. Finally, semantical correctness ensures that the types, conditions and 
expressions are consistent and match the data model. For instance, in semantically 
correct queries comparisons of attributes with literal values use the same data type, 
and the attributes used in conditions refer to an object type which has actually been 
specified in the from clause. 
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The OQL query editor has been developed based on an EBNF definition of the 
query language and using the parser generator JavaCC [7]. The generated lexer and 
parser classes allow the addition of semantic actions required to distinguish equally 
defined identifier tokens in different contexts and to connect the repository of 
modeling elements in order to compute sensitive suggestions for the next inputs in the 
given context. Depending of the current position, the suggestions may include 
grammar terminals such as keywords, brackets or comparators, as well as names of 
types and attributes as defined in the data model. If the input is syntactically incorrect, 
the parser issues an error message listing the expected tokens, even if the input is still 
incomplete. 

The following example shows a valid OQL query where syntactical and 
semantical correctness is highlighted. 

select   min sceneIndex, max sceneIndex 
from     SRTM1.X-SAR.IFDS 
where 
 (dataTakeOrbit = 61 and availability = 'PRELIMINARY' 
  and there exists no corresponding SRTM1.X-SAR.IFDS 
  with equal dataTakeOrbit and equal sceneIndex 
  where availability = 'EXISTING') 

This query computes the scene index range of the interferometric dataset products 
(Shuttle Radar Topography Mission) on orbit number 61, which have not been 
processed yet and therefore are catalogued only with a preliminary status. 

5.3   Repository-Related Context 

Interactive editors supporting input completion based on a static information model 
are common in human machine interfaces. Less common is the capability to 
determine the correctness of partial expressions. Rather infrequent, however, is the 
capability to validate inputs against the dynamic data model. 

To be able to give suggestions for elements of the data model and to check 
semantical correctness, the query editor retrieves information from the repository of 
modeling elements. The first information retrieved is the list of available object types 
which can be specified in the from clause of the query. Each object type is defined 
by its name and a list of identifying and describing attributes. In subsequent actions, 
the query editor retrieves meta information about selected attributes, such as data 
type, valid values, value ranges and structure slots. 

Depending on the selected object type, the specific attributes describing this type 
are suggested to be included after select or within the condition of the query. 
Structured attributes can be expanded to their slot attributes. As each attribute has a 
well-defined data type, the editor can ensure the correct choice of operations, 
comparators and literals within expressions, e.g. not allowing the comparison of a 
numeric attribute with a date literal. The editor is able to recognise specified set 
attributes and references via properties of the corresponding modeling elements and is 
able to suggest appropriate conditions on the set elements or referenced object types. 

Fig. 6 shows the context-sensitive OQL editor with a partial query. The object type 
has already been selected and a where condition has been partially specified. On 
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typing a control key, the editor shows a pop-up menu with a collection of suggested 
valid language tokens or data model elements to be entered next. When the query has 
been completely specified this way, it is again validated and then sent to the inventory 
for execution. The Operating Tool displays the results in a table and on the map. 

 

Fig. 6. Context-sensitive OQL Editor Embedded in the DIMS Operating Tool 

6   Evaluation 

The object query language editor of the Product Library illustrates the benefits of 
context-sensitivity in interactive library applications. This editor supports an easy ad-
hoc specification of complex search queries which are syntactically correct and 
semantically meaningful. The knowledge exploited for context-sensitivity consists of 
the static grammar of the query language and the dynamic data model of the library. 
Therefore the editor goes beyond classical language-directed or syntax-directed 
editors based on common compiler design [6]. 

The approach to develop a language based editor using a parser generator is very 
effective. One of its features is its declarative approach as opposed to developing a 
dedicated imperative program which of course would depend tightly on the grammar. 
It turned out in practice that grammar changes - which are more frequent than one 
would assume at first sight - could indeed be implemented in a more straight forward 
way as compared to a pure programmatic approach.  

The general procedure to generate code with the aid of the parser generator instead 
of writing it by hand is helpful and prevents code failures. The usage of context 
information and metadata, especially data provided by the meta model, makes it 
possible to develop an editor which provides the user with information matching at 
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the current position of the query. As mentioned above, the editor is able to validate 
the input not only syntactically but also semantically. Our evaluation showed that the 
number of erroneous or unreasonable queries has decreased significantly. Users report 
that they found that the error messages produced by the syntax checker are well 
understandable and helpful. On the semantical level the type checks for literals, 
operators and attributes help constructing a valid query. Very good acceptance 
received the context-aware automatic suggestion of valid attributes that takes into 
account the current product type and other content-related contextual properties.  

As the editor is based on a parser, it provides the possibility to support the user at 
every position of the query. Taking a look at very powerful IDEs like Eclipse, it can 
be seen that this is not the case in every IDE. The approach entails a lot of possible 
features that can be implemented to provide the user with more help and information. 
The editor turned out to be useful for both kinds of users, beginners and professionals. 
The former one gets help in any situation. The latter one, already knowing the syntax 
of the language, only takes the assistant to get metadata information, especially from 
the available models. In most cases the usage of meta model information takes place 
in the background. In any case there is no need to look up the documentation of the 
data model or the OQL syntax as in former days. Moreover, OQL features that have 
seldom been used are now more frequently “detected” by the users. 

The query example provided in section 5.2 illustrates the power and expressiveness 
of OQL compared to some SQL catalogue look-up in a pure relational system: This 
query can easily be formulated with the help of the context-sensitive editor, but it 
corresponds to the following translated SQL code, which is quite hard to be specified 
and understood: 

SELECT  
  MIN(t.intermediateSceneI), MAX(t.intermediateSceneI) 
FROM M_SRTM1XSARIFDS t  
WHERE (  
  t.dataTakeOrbit = '61' AND  
  t.availability = 'PRELIMINARY' AND 
  NOT EXISTS (  
    SELECT unique_id  
    FROM M_SRTM1XSARIFDS r  
    WHERE (  
      r.availability = 'EXISTING' AND  
      r.dataTakeOrbit = t.dataTakeOrbit AND 
      r.intermediateSceneI = t.intermediateSceneI ) ) )  

Therefore the interactive query editor allows operators and library users to specify 
ad-hoc queries without requiring detailed knowledge about the data model and 
without being an expert on SQL. 

The context-sensitive interactive query editor is an important constituent of the 
sustainability of the DIMS Product Library, which has not only to cope with a 
permanently growing amount of data and diversity of information, but also to 
integrate existing digital archives and provide application-level interfaces for other 
services to cover all earth observation ground system tasks of product processing, 
monitoring, long-term storage, ordering and delivery. 
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7   Conclusion 

This paper addresses the problem of user support in a very large digital library 
system. In particular, extensions of the data model and dynamic library content put a 
heavy burden on the user who has to extract application-specific data using a standard 
query language. We have shown how a context-sensitive editor can be constructed 
and integrated into the system that supports the user in formulating his or her queries. 
The editor is aware of the underlying data model as well as (part of) the dynamic 
content of the library and thus is able to propose syntactically correct and 
semantically meaningful continuations of a query. An evaluation has shown that the 
context-aware editor significantly improves user-friendliness und usability of the 
DIMS digital library system. 
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Abstract. On the Internet, a large number of documents such as news
articles and online journals are delivered everyday.We often have to review
major topics and topic transitions from a large time-series of documents,
but it requires much time and effort to browse and analyze the target doc-
uments. We have therefore developed an information visualization system
called T-Scroll (Trend/Topic-Scroll) to visualize the transition of topics
extracted from those documents. The system takes periodical outputs of
the underlying clustering system for a time-series of documents then visu-
alizes the relationships between clusters as a scroll. Using its interaction
facility, users can grasp the topic transitions and the details of topics for
the target time period. This paper describes the idea, the functions, the
implementation, and the evaluation of the T-Scroll system.

1 Introduction

Due to the evolution of information services on the Internet, various kinds of
documents, such as news articles and online journals, are delivered everyday.
Since a large amount of textual information is obtained continually, research
aimed at summarizing huge text information and detecting trends becomes an
important issue today [1,2]. Although we can reduce the efforts of users by using
clustering and information extraction techniques, users still have to make the
effort to capture overall trends from the documents. For this purpose, the user
needs an intuitive tool to see which kind of major topics appear and how topics
change as time passes.

Based on this background, we have developed an information visualization
interface called T-Scroll (Topic/Trend-Scroll) to visualize the overall trend of
a time-series of documents based on their contents and timestamps. T-Scroll is
constructed over a document clustering system and visualizes periodical clus-
tering results. It organizes the clustering result for each time period along the
time axis and displays links between clusters. Links are generated to represent
related clusters and the system presents the topic flow in a scroll-like style. The
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user can browse the T-Scroll interface using Web browsers and can select and
explore more detailed information if they need it.

The organization of the paper is as follows. Section 2 introduces related work.
Section 3 describes the novelty-based clustering method for a time-series of docu-
ments, which is the basis of the T-Scroll system. Section 4 presents the features
and functions of T-Scroll. Section 5 describes the implementation techniques
then Section 6 shows the evaluation results. Finally, Section 7 concludes the
paper and indicates future work.

2 Related Work

2.1 Visualization of a Time-Series of Documents

Müller et al. [3] provides a short survey of visualization techniques for time
dependent data. There are few proposals of the visualization of a time-series of
documents except for the following two systems.

ThemeRiver [4] is an information visualization system which visualizes topic
streams like a river . The displayed image resembles a river that flows from left to
right along the time axis. The river contains several streams in different colors and
they correspond to the selected topics (themes). For each topic stream, phrases
are displayed on the screen to help users’ interpretation. The width of a stream
changes depending on time and reflects the number of documents for each time
period. ThemeRiver shares similar ideas with T-Scroll since they utilize a scroll-
based interface, but it does not use clustering. ThemeRiver is a system that focuses
on providing visual impact and cannot represent topic transitions. Although it
may be useful to see an overview of the trend, the system is not a powerful tool for
analyzing and browsing a time-series of documents. In contrast, T-Scroll provides
facilities so that users can view document titles and contents if they need.

TimeMine [5] is a system that extracts topics from a time-series of documents
then displays timelines to represent topics on the screen. It analyzes a time-series
of documents over the specified time period using a statistics-based method and
extracts topics which are represented by groups of documents. Based on the anal-
ysis, the system displays rectangular regions representing timelines on the screen
in which time flows from left to right. In addition, the system displays keywords
along the corresponding timelines. The main focus of TimeMine is to select major
topics and their time periods. Although the proposed techniques are quite inter-
esting, the system does not provide functionalities for more detailed analysis.

2.2 Analysis of Time-Dependent Clusters

There are some proposals for tracking and analyzing clusters changing in time, but
they do not aim for visualization. Mei and Zhai [6] propose a statistical approach
for discovering major topics from a time-series of documents. In this scheme, a
theme is represented as a probability distribution over a time period and can be
seen as a cluster. Relationships between consecutive time instants are determined
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based on probabilistic criteria. The derived theme transition graph resembles the
graph generated by the cluster relationships of T-Scroll. In [6], they also provide
a global method for analyzing the whole graph to mine meaningful patterns.

MONIC [7] proposes an approach for detecting various types of patterns from
cluster transitions such as the splitting and merging of clusters, cluster size
change, etc. MONIC discovers events based on historical snapshots of clusters.
Its underlying idea is related with our approach.

3 Novelty-Based Clustering Method for a Time-Series of
Documents

T-Scroll is based on the novelty-based document clustering method [8,9,10]. The
target of the method is a time-series of documents such as news articles and
online journals. Such documents have the general property that additional doc-
uments with new timestamps are continually delivered over the network.

The clustering method focuses on the clustering of a time-series of documents
and has the following features:

1. To calculate similarity, it considers not only document contents but also the
novelty of each document. It incorporates a similarity function that considers
the novelty of documents then puts high weights on recent documents.

2. When a new document is delivered, clustering should be performed to acquire
the new clustering result. To alleviate the processing cost, the method uses
incremental processing as much as possible.

3. Since the method puts high weights on novel documents, old documents tend
to have low effect on the clustering result and become outliers. Therefore,
old documents are deleted from the clustering targets automatically so we
can reduce the processing cost.

Based on this approach, the method clusters a time-series of documents in an
online manner and provides clustering results focusing on current major topics.

We now introduce the similarity function used in the clustering method. In a
time-series of documents, such as news articles and online journals, the value of
a document generally decreases over time. The novelty-based clustering method
for a time-series of documents [8,9,10] proposes the document forgetting model
and derives the document similarity based on that.

The forgetting model assumes that the importance (weight) of a document
declines in an exponential manner as time passes, and defines the weight of
document di as follows:

dwi = λτ−Ti (0 < λ < 1), (1)

where τ is the current time and Ti is the timestamp of di. The parameter λ
represents how fast the weight declines. The model inherits the idea from ag-
ing or obsolescence in library information science and infometrics [11]. Now
we define the total weight of a document set with n documents d1, . . . , dn as
tdw =

∑n
l=1 dwl and define the occurrence probability of di within a document
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set as a subjective probability Pr(di) = dwi/tdw. Since old documents have
small probabilities, this represents the idea of forgetting old documents.

Document similarity is defined based on a probabilistic approach [8,9,10]. Its
general form is given by

sim(di, dj) = Pr(di) Pr(dj)
di · dj

leni × lenj
, (2)

where “·” is the inner product of document vectors and leni is the vector length
of di. Thus, document similarity considers not only how documents are similar,
but also whether two documents are old or not. Very old documents tend to be
dissimilar to other documents and become outliers. By using the similarity in
the clustering procedure, we can achieve a novelty-based clustering that has a
bias toward recent documents.

The clustering method actually used in [9,10] is an extended version of the
k-means method [12]. When new documents are obtained, we need to perform a
new clustering to reflect them. Since clustering from scratch is quite costly, our
approach utilizes k cluster representatives from the previous clustering result as
initial cluster representatives. Based on this approach, the clustering procedure
converges faster than the naive approach. Moreover, it can improve the clustering
quality [10].

As described above, the novelty-based clustering method periodically performs
incremental clustering for continually delivered documents then outputs the clus-
tering results. Each clustering result represents major topics for the period when
the clustering was performed. By storing such clusters permanently, we can use
them for analyses to be performed later. T-Scroll is based on such an idea and
can be used as a visual interface for analyzing retrospective document collections.

4 Overview of the T-Scroll System

4.1 System Features

The main features of the T-Scroll system are summarized as follows:

1. It displays the clustering result for each time period along the time axis with
topic labels so the user can grasp overall topics for the target time interval.

2. The user can select the cluster in which he or she is interested in, then the
user can obtain more detailed information such as the keyword list or can
refer to the original articles in an interactive way.

3. For clusters obtained in a period, it creates links from the clusters of the
previous time period based on the cluster similarity; the user can observe
the relationships between clusters.

4. The user can select an appropriate interval to visualize clusters on the screen
then the user can perform analysis depending on his or her requirement with
different veles of detail. The approach corresponds to roll-up and drill-down
facilities in OLAP (On-Line Analytical Processing) [12].

Based on these features, the flow of topics and trends are represented as a scroll
and we call the system T-Scroll .
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4.2 System Functionalities

Figure 1 shows a screenshot of T-Scroll. The figure represents news articles from
the TDT2 Corpus [2]. The corpus contains news broadcasts on TV and radio
in 1998. On the interface, the time flows from left to right. Using the slide bar
on the screen, we can move to the previous time period. Ellipses shown on the
same vertical line are clusters obtained in the same clustering process. In this
figure, k = 20 clusters are generated for each time period. The interval between
two consecutive clusterings is set to one day.

Fig. 1. Screenshot of T-Scroll (one day basis)

The vertical order of clusters is not very meaningful: clusters are displayed
in order of their increasing cluster ID. However, the novelty-based clustering
method [10] is able to generate the “regular” graph structure as shown in the
figure. When a new clustering is performed, the method reuses the previous
cluster representatives then performs a clustering process based on the k-means
method. Therefore, the previous cluster IDs are retained for the new clustering
result. Such situations occur quite often, especially when we utilize a short period
for the display interval such as “one day” for Fig. 1.
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Cluster labels. For each cluster, we select a feature term that has the highest
score within the terms contained in its documents as a cluster label . After trials
of several scoring methods, we have decided to assign the score for term tj in
cluster Cp as

score(tj) =
∑

di∈Cp

Pr(di) · tfij . (3)

Namely, for each document di in the cluster, the term frequency tfij for term tj
is multiplied with the document weight Pr(di) then the summation is taken.
Although we have tried to display multiple terms on a cluster, our impres-
sion was that it is too complicated. So we select only one term in the current
implementation.

Cluster sizes. The area of a cluster ellipse corresponds to the number of docu-
ments in the cluster. To represent the cluster size, we select an appropriate size
from several size levels. Thus, the user can be made aware of topic sizes.

Cluster links. As shown in Fig. 1, links are generated between selected clusters.
Each link means that those clusters are related. The cluster relationship score is
defined as a probability:

score(Ci → Cj) = Pr(Cj |Ci) =
|Ci ∩ Cj |

|Ci|
. (4)

The formula measures the degree to which the documents in cluster Ci are
contained within cluster Cj . We allow zero or multiple links to emerge from one
cluster so that the system can represent topic expiration (represented by zero
link) and topic separation (represented by multiple links).

Cluster qualities. To help the user to capture the quality of a cluster, T-
Scroll visualizes cluster quality using different colors for the cluster border lines.
Red represents the highest cluster quality and purple means the lowest cluster
quality. The quality score of cluster C is defined as follows [10]:

quality(C) = |C| · avg sim(C), (5)

where |C| means the number of documents in C, and avg sim(C) represents the
average similarity of all the document pairs in the cluster which is defined as
follows:

avg sim(C) =
1

|C|(|C| − 1)

∑

di,dj∈C,di �=dj

sim(di, dj). (6)

Note that quality(C) takes a large score not only when the cluster size is large
but also documents in a cluster are similar each other.

Drill-down/roll-up functions. T-Scroll supports drill-down and roll-up func-
tions. For example, Fig. 1 is an example with a one day basis, but we can utilize
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more coarse values (e.g., three days, one week). In the actual implementation, we
periodically perform clustering then determine whether to create links between
clusters based on Eq. (4). Then we store the result as a graph structure. When
a visualization request is issued to T-Scroll, the system extracts the required
subgraph from the stored graph.

Displaying a keyword list. As shown in Fig. 1, T-Scroll displays one keyword
as a label for each cluster, but the user often needs more keywords to understand
the cluster content. Therefore, T-Scroll also provides a facility for seeing the
cluster contents. When the user moves the mouse cursor over a cluster ellipse,
the system displays a keyword list for the cluster on the screen as shown in
Fig. 2. The figure shows the situation when we move the mouse cursor over the
“iraq” cluster. The system displays top-ranked keywords for the cluster.

Fig. 2. Displaying keyword list

Access to original documents. Although we can see the overall contents of
clusters using the above functions, it is difficult to know which documents are
contained in the cluster. Therefore, the system provides a facility for displaying
documents in a cluster by clicking the mouse on the cluster ellipse. Figure 3
shows this situation. The system displays the titles of recent documents in the
cluster. In addition, if the user clicks on a document title, its content appears
on the display (the figure is omitted here).

Keyword-based emphasis. We can perform keyword-based queries by enter-
ing keywords in the keyword query field on the T-Scroll interface. The system
emphasizes the clusters if their top-20 keywords contain the given keyword. Fig-
ure 4 shows the situtaion. The figure shows the result when we provide the
keyword “olympic” (a Winter Olympic was held in the display period). The em-
phasized clusters are matched ones. In addition, the system can receive multiple
keywords. In this case, if either of the given keywords is contained in the keyword
list, the cluster is matched. Based on this functionality, the user can see topic
transition more easily.
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Fig. 3. Displaying document titles

5 System Implementation

This section provides an overview of the implementation of the system. Figure 5
shows the organization of the T-Scroll system. We describe each system compo-
nent. A solid line represents a data flow and a dotted line means a control flow
(procedure call).

The system cooperates with the novelty-based document clustering system
[9,10] and uses its outputs. A new clustering result is obtained by giving a newly
acquired document set to the clustering program. The clustering result is output
as an XML file.

The T-Scroll system reads the XML files output from the clustering system.
Selected XML files are incorporated and used according to the period and the
parameters specified by the user. The main module of T-Scroll is written in
JavaScript and runs within a Web browser. Some part of processing concerning
the user interface is implemented by JavaScript and AJAX.

Given the target period and other parameters, T-Scroll displays the interface
on a Web browser. For this purpose, a submodule written in Perl is called from
the main module. This submodule analyzes the XML files and generates an SVG
file to be displayed on the interface. The SVG file is read in the Web browser
then the interface appears as shown in Fig. 1. JavaScript codes are embedded in
the SVG file and modules written in Perl are called on as necessary.

6 System Evaluation

This section summarizes the results of the evaluation experiments. The evalu-
ation experiments were conducted by 10 users. The data set used was articles
collected from Japanese news web sites from September 2006 to February 2007.



T-Scroll: Visualizing Trends in a Time-Series of Documents 243

Fig. 4. Emphasized cluster display based on keywords

On average, 100 articles were collected and clustering was performed at six-hour
intervals.

Overall impressions. First, we asked for a general impression of the T-scroll
user interface. The scores were selected from five levels: 1 (very bad) to 5 (very
good). Four evaluation categories (usability, understandability, usefulness, and
design) were used.

Figure 6 shows the evaluation result. The averaged scores with standard er-
rors are plotted. Although the usefulness score is 3.7 on average, the usability
score is 2.5, which means that further system improvement is necessary. Scores
for understandability and design are 3.1 and 2.8, respectively, but the design
score has large variance. We conducted user interviews and collected valuable
comments. The major problems are 1) the response time of the system and 2)
the label for a cluster is not necessarily an intuitive one. The first problem can
be solved by revised implementation. The second problem is more important
and we will consider it later.

Evaluation of each function. The evaluation results for the individual system
functions are shown in Fig. 7. The evaluation criteria are as follows:
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– Scroll: The scroll-like visualization approach
– DocNum: The appropriateness of associating the number of documents of a

cluster with the size of its corresponding ellipsoid
– Label: The label display facility
– Quality: The method of showing the quality of clusters by colors
– Keyword: The keyword list display function (Fig. 2)
– TitleList: The function for displaying document titles (Fig. 3)
– Emphasis: The keyword-based emphasis function (Figure 4)
– Interval: The function for allowing multiple interval settings

All the average scores are over three except for the “Label” facility. The
reasons for the “Label” problem are as follows: 1) We have used Japanese mor-
phological analysis tool to extract feature terms (e.g., noun terms). Since we
did not tune the dictionary of the tool for the experiment, the quality of the
extracted terms is not satisfactory. Expansion of dictionary would improve the
quality of terms. 2) The automatic label selection method based on Eq. (3) does
not necessarily select comprehensible terms. It may be better to use a controlled
vocabulary for labels. Next, we consider the “Score” criteria. One of the reasons
that it has relatively low score 3.1 would be that there is no candidate to compare
with T-Scroll in this experiment. Finally, consider the “TitleList” facility. The
experimental result says displaying document titles is quite useful for the users.

Observability of topics. We conducted another experiment to see whether
the users could observe the major five topics in Japan in November 2006. The
five topics include big events and accidents such as “damage by big tornado on
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November 7th”, but their details are omitted. Figure 8 shows the evaluation
result by ten users. We have asked the users whether they can actually observe
each topic. We can say that all the average scores are successful. The reason
for the relatively low score on Topic 3 is that the topic was a big issue for this
period and it contains subtopics. Since subtopics have appeared in some periods
as multiple topic threads, the users might find it difficult to make a judgment.
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Fig. 8. Observability of topics

7 Conclusions and Future Work

In this paper, we have described the idea, the functions, the implementation,
and the evaluation of the T-Scroll system, a visual interface for analyzing the
transition of topics from a time-series of documents. This system is based on
the novelty-based clustering method for time-series of documents and uses the
clustering results for the visualization. T-Scroll supports interactive processing
facilities and has several functions such as keyword list display, document title
display, and so on.
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Based on evaluation by users, it was shown that they can observe major top-
ics that actually happened using the system. We can say that the objective of
capturing the trends in a time-series of documents is achieved by the system.
However, further improvement of the system is necessary. As shown in the eval-
uation by the users, we should improve the usefulness and understandability of
the interface.
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Abstract. We propose and evaluate a query expansion mechanism that supports
searching and browsing in collections of annotated documents. Based on gen-
erative language models, our feedback mechanism uses document-level annota-
tions to bias the generation of expansion terms and to generate browsing sugges-
tions in the form of concepts selected from a controlled vocabulary (as typically
used in digital library settings). We provide a detailed formalization of our feed-
back mechanism and evaluate its effectiveness using the TREC 2006 Genomics
track test set. As to the retrieval effectiveness, we find a 20% improvement in
mean average precision over a query-likelihood baseline, whilst increasing pre-
cision at 10. When we base the parameter estimation and feedback generation of
our algorithm on a large corpus, we also find an improvement over state-of-the-
art relevance models. The browsing suggestions are assessed along two dimen-
sions: relevancy and specifity. We present an account of per-topic results, which
helps understand for what type of queries our feedback mechanism is particularly
helpful.

1 Introduction

A query that is used to express the information need of a digital library user may fail
to match the relevant words in the domain being explored. Even if the query terms do
match terms and documents from the domain, they may not be used by all authors of
relevant articles. Authors working in different areas may use different terms for a single
concept or may even denote different concepts with the same term. Several methods
exist for overcoming this vocabulary mismatch problem, many of which are based on
query expansion. Query expansion adds terms and possibly reweighs original query
terms, so as to more effectively express the original information need. Automatic ap-
proaches to query expansion have been studied extensively in information retrieval (IR).
Most of these operate by using some initial set of retrieved documents to look for ad-
ditional, significant terms. Much work has been dedicated to these kinds of techniques
and, over time, various methods have been proposed. One class of solutions looks at
the problem from a data-driven perspective, e.g., by generating expansion terms from
entire documents [17], document summaries [15], or the context in which the original
query terms appear [21]. Other, more knowledge-based apporaches look at “external”
resources, such as ontologies, thesauri, co-occurence tables, or synonym lists [20].
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In this paper, we consider query expansion in the setting of a digital library, where in-
formation access is usually a mixture of two tasks: searching and browsing [10, 13, 18].
While query expansion is typically aimed at increasing the effectiveness of the search
component, we are interested in expansion techniques that can also help to improve
browsing support. In particular, our goal is to achieve effective query expansion (at
least as effective as state-of-the-art data-driven approaches) which, at the same time,
incorporates explicit knowledge inherent in a digital library to facilitate browsing and
exploring. More specifically, we aim to enhance a user’s search by facilitating this kind
of browsing directly and transparently from the searching process, by suggesting con-
trolled vocabulary terms and integrating them into the retrieval model.

The research questions we address are fourfold. First, how can we use a language
modeling framework to incorporate thesaurus information for generating terms to facil-
itate browsing? Second, can this be done in such a way that the feedback mechanism
achieves state-of-the-art performance? Third, and inspired by recent work on document
expansion [8, 19], what is the impact of the size of the corpus from which feedback
terms are being generated? Fourth, how can we assess the quality of the thesaurus terms
being proposed for browsing?

Our main contribution is the introduction of a thesaurus-biased feedback algorithm
that uses generative language modeling to not only generate expansion terms to im-
prove retrieval results, but also to propose thesaurus terms to facilitate browsing. Our
algorithm, which achieves state-of-the-art performance, consists of three steps: First,
we determine the controlled vocabulary terms most closely associated with a query. We
then search the documents associated with these terms, in conjunction with the query,
and look for additional terms to describe the query. Finally, we weigh these proposed
expansion terms, again using the document-level annotations. For evaluation purposes
we use the TREC 2006 Genomics track test set [9]. Specifically, we use and compare
this collection and the contents of the entire PubMed database for estimation purposes.

The remainder of this paper is organized as follows. In Section 2 we describe the
background of our work, as well as our proposed query expansion algorithm. In Sec-
tion 3 we detail our experimental setup, and in Section 4 we present our experimental
results. Related work is discussed in Section 5 and Section 6 contains our conclusions.

2 Thesaurus-Biased Query Models

Within the field of IR, language modeling is a relatively novel framework. It originates
from speech recognition, where the modeling of speech utterances is mapped onto tex-
tual representations. The ideas behind it are intuitive and theoretically well-motivated,
thus making it an attractive framework of choice. It provides us with an easily extendible
setting for incorporating the information captured in document annotations. Before in-
troducing our novel feedback mechanism we recall some general facts about language
models for IR.

2.1 Generative Language Modeling

Language modeling for IR is centered around the assumption that a query, as issued by
a user, is a sample generated from some underlying term distribution. The documents
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in the collection are modeled in a similar fashion, and also regarded as samples from an
unseen term distribution—a generative language model.

At retrieval time, the language usage in documents is compared with that of the
query and the documents are ranked according to the likelihood of generating the query.
Assuming independence between query terms, the probability of a document given a
query can be more formally stated using Bayes’ rule:

P(Q|θd) ∝ P(d) · ∏
q∈Q

P(q|θd), (1)

where θd is a language model of document d, and q the individual query terms in query
Q. The term P(d) captures the prior belief in a document being relevant, which is
usually assumed to be uniform. P(·|θd) is estimated using maximum-likelihood esti-
mates which, in this case, means using the frequency of a query term in a document:
P(q|θd) = c(q,d)/|d|. Here, c(q,d) indicates the count of term q in document d and
|d| the length of the particular document. This captures the notion that P(q|θd) is the
relative frequency with which we expect to see the term q when we repeatedly and ran-
domly sample terms from this document. The higher this frequency, the more likely it
is that this document will be relevant to the query.

2.2 Smoothing

It is clear from Eq. 1, that taking the product of term frequencies has a risk of resulting
in a probability of zero: “unseen” terms will produce a probability of zero for that par-
ticular document. To tackle this problem, smoothing is usually applied, which assigns
a very small (non-zero) probability to unseen words. One way of smoothing is called
Dirichlet smoothing [4, 22], which is formulated as:

P(Q|θd) = P(d) · ∏
q∈Q

c(q,d)+ µP(q|θC)
|d|+ µ

,

where θC is the language model of a large reference corpus C (such as the collection)
and µ a constant by which to tune the influence of the reference model. When comparing
the language modeling framework for IR with more well-known TF.IDF schemes, the
application of smoothing has an IDF like effect [11, 22].

2.3 Relevance Models

Relevance models are a special class of language models, which are used to estimate
a probability distribution θQ over terms in a query’s vocabulary [16]. The underlying
intuition is that the query and the set of relevant documents are both sampled from the
same (relevant) term distribution. They differ, however, in the way these distributions
are modeled. While general language modeling assumes that queries are generated from
documents, relevance models assume that both are generated from an unseen source—
the relevance model.

So, how to create such a relevance model? A set of documents R, which has been
judged to be relevant to a specific query, can be used as a model from which the terms
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are sampled. In the absence of such relevance information, an initial retrieval run is
performed and the top-ranked documents are assumed to be relevant. Bayes’ rule is
then applied to determine the probabilities of the terms given this document set. This
approach normally assumes the document prior to be uniform and we obtain:

P(w|θ̂Q) ∝ ∑
d∈R

P(w|θd) ·P(Q|θd). (2)

The term P(w|θd) is again estimated using maximum-likelihood techniques. To obtain
an estimate of P(Q|θd)—the probability of a query, given a document model, i.e., the
confidence in a particular document being relevant to the original query—Bayes’ rule
is applied again, together with Dirichlet smoothing. Eq. 2 thus essentially estimates the
“confidence” of translating the original query Q into a particular term w, based on some
set of relevant documents R.

2.4 Biasing Relevance Models

We now introduce a new latent variable into Eq. 2, which is derived from documents
categorized with thesaurus terms m. Through this model we bias the generation of a
relevance model towards terms associated with the thesaurus terms. For any given query
we take the l thesaurus terms that are most likely to generate the query, based on some
corpus of annotated documents, and then condition the generation of a relevance model
on these terms:

P(w|θ̂Q) ∝ ∑
d∈R

P(w|θd) ·P(d|m1, . . . ,ml) ·P(Q|θd). (3)

We assume the thesaurus terms to be independent, so we can express their joint prob-
ability P(d|m1, . . . ,ml) as the product of the marginals: ∏i=1,...,l P(d|mi). Each term
P(d|mi) can be estimated using Bayes’ rule, by determining the following posterior
distribution, based on documents annotated with that particular term:

P(d|m) =
P(m|d) ·P(d)

P(m)
,

where P(d) is again assumed to be uniform. We estimate the prior probability of seeing
a thesaurus term as P(m) = c(m) · |M|−1 for any given thesaurus term m, where c(m)
is the total number of times this thesaurus term is used to categorize a document and
|M| = ∑m∈M c(m). Doing so ensures that frequently occuring, more general (and thus
less discriminative thesaurus terms) receive a relatively lower probability mass. P(m|d)
is estimated in a similar fashion: it is 0 if m is not associated with d, and the reciprocal
of the number of thesaurus terms associated with document d otherwise.

2.5 Clipped Relevance Model

Relevance models generally perform better when they are linearly interpolated with the
original query estimate—the so-called “clipped relevance model” [14]—using a mixing
weight λ:

P(w|θQ) = λ · c(w,Q)
|Q| +(1 − λ) ·P(w|θ̂Q). (4)
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The final query is thus composed of an initial and an expanded query part, with terms
and weights in the latter chosen according to either Eq. 2 or 3. When λ is set to 1, the
ranking function reduces to the regular query-likelihood ranking algorithm.

3 Experimental Setup

Now that we have put forward our proposed thesaurus-biased expansion algorithm, we
turn to answering our research questions. In this section we detail the test collection and
experimental setup and in the next we present our findings.

3.1 Test Collection

As our test collection we take the TREC 2006 Genomics test set [9]. The 2006 edition
of the TREC Genomics track provides a set of queries (topics), a document collection
of full-text biomedical articles, and relevance assessments. The task put forward by the
organizers of this particular year’s track was to identify relevant documents given a topic
and to extract the relevant passages from these documents. The topics themselves were
based on four distinct topic templates, and instantiated with specific genes, diseases or
biological processes. Relevance was measured at three levels: the document, passage
and aspect level. For our experiments, we use the judgments at the document level and
those at the aspect level.

All of the documents in this collection are also accessible through PubMed, a bibli-
ographic database maintained by the National Library of Medicine (NLM). It contains
bibliographical records of almost all publications from the major biomedical research
areas, conferences, and journals and uses controlled vocabulary terms to index the doc-
uments. This vocabulary, called MeSH (Medical Subject Headings), is a thesaurus con-
taining 22,997 hierarchically structured concepts, and is used by trained annotators from
the NLM to assign one or more MeSH terms to every document indexed in PubMed.
These terms can then later be used to restrict, refine, or focus a query, much in the same
way a regular library categorization system does.

We base our estimations of the relevance models and the thesaurus-biased models
either on the TREC Genomics 2006 document collection or on all the abstracts as
found in PubMed. The former collection contains 162,259 full-text documents, whereas
the entire PubMed database contains 15,806,221 abstracts. Both have document-level
MeSH terms categorizing their content, with an average of around 10 MeSH terms per
publication.

3.2 Runs

We created five runs. As a baseline, we perform a regular query-likelihood run (QL)
based on Eq. 4 with λ set to 1. We will refer to the run implementing our thesaurus-
biased relevance models as MeSH-biased models (MM); it uses Eq. 4 in conjunction
with Eq. 3. We compare the results with standard relevance models (RM) which are
also estimated using Eq. 4, but with the expanded query portion based on Eq.2. As
stated before, we estimate the expanded part of the query either on the TREC Genomics
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Table 1. Comparison between different query models and a query-likelihood baseline (best scores
in boldface.)

λ |R| k l MAP Change P10 Change
QL 1 - - - 0.359 0.45
RM (collection) 0.10 10 50 - 0.426 +19% 0.48 +7%
RM (PubMed) 0.35 1 50 - 0.425 +18% 0.48 +7%
MM (collection) 0.05 10 10 20 0.424 +18% 0.48 +7%
MM (PubMed) 0.45 1 30 20 0.429 +20% 0.49 +9%

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

(a) Collection

Relevance models
MeSH-biased models

QL

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

(b) PubMed

Relevance models
MeSH-biased models

QL

Fig. 1. Precision-recall graphs comparing relevance models and MeSH-biased models, estimated
on (a) the collection or (b) PubMed. The results of the baseline are included as reference.

2006 document collection (MM/RM (collection)), or on the contents of the much larger
PubMed collection (MM/RM (PubMed)). All runs are morphologically normalized as
described by (author?) [12] and stemmed using a Porter stemmer .

3.3 Parameters and Optimization

Based on earlier experiments, we fix µ = 100 and focus on the following dimensions;
the number of documents used to construct the relevance model (|R|), the number of
expansion terms (k), the number of MeSH terms used to describe the query (l), and
the value of λ. We have compared an exhaustive range of values and, for the sake of
conciseness, we only report the optimal ones found.

3.4 Evaluation Measures

We compare the five runs (QL, RM (collection/PubMed), MM (collection/Pubmed)) in
terms of retrieval effectivess, using precision at 10 (P@10) and mean average preci-
sion (MAP). In addition, we look at the thesaurus terms returned by the MM runs, and
determine their relevancy as follows. We do not have the resources to recruit domain
experts capable of assessing the broad range of topics included in the TREC 2006 Ge-
nomics track test collection. Instead, we created “pseudo-relevance judgments.” from
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Table 2. Comparison of top expansion terms for topic 173: “How do alpha7 nicotinic receptor
subunits affect ethanol metabolism?”, using estimations from the collection and PubMed. The
terms associated with MeSH-biased models, were based on the MeSH terms as described in
Table 4. Terms specific to a method are marked in boldface.

Relevance models
Collection PubMed

terms terms
receptor ethanol
nicotin nicotinic
subunit nicotine

of chronic
acetylcholin cells

the treatment
alpha7 receptor

abstract mrna
alpha nachr

medlin m10
2003 levels

MeSH-biased models
Collection PubMed

terms terms
receptor ethanol
nicotin nicotinic

of nicotine
the chronic

subunit cells
humans treatment

acetylcholin receptor
animals mrna
icotinic nachr
study m10
alpha7 subunit

the additional assessments provided by TREC Genomics. Besides judging document-
level relevance, the assessors for the 2006 Genomics track also used MeSH terms to
categorize each relevant passage (the so-called “aspects” [9]). So, for each topic we
have a list of MeSH terms which the assessors judged as being descriptive of the rele-
vant passages. We compare this list (per topic) with the top-10 MeSH terms found by
the MM runs.

4 Results and Discussion

We present our experimental results in two sets. First, we focus on the retrieval effec-
tiveness of our thesaurus-biased query expansion method. After that we zoom in on the
browsing suggestions being generated.

4.1 Thesaurus-Biased Relevance Models

Table 1 displays the results of the evaluated runs (best scores in boldface). We note
that the MAP score of our baseline is well above the median score achieved by partici-
pants of the TREC 2006 Genomics track [9] (which was 0.279). Our first two research
questions asked for an effective query expansion method that combines feedback term
generation with browsing term generation. We observe that the retrieval effectiveness
of our thesaurus-biased models is in the same range as that of relevance models, both
when using the collection and when using PubMed as the source for feedback terms,
in terms of MAP and P@10 scores—RM and MM statistically significantly outperform
the baseline.

We see a mixed picture when the size of the feedback corpus is changed (our third
research question). Let us look at the precision-recall graphs. Figure 1 clearly shows
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Fig. 2. Sorted difference in per-topic MAP values when comparing MeSH-biased models and
relevance models with the query-likelihood baseline, estimated on either (a) the collection or (b)
PubMed

that both models succeed in exceeding the baseline on almost all levels of recall and that
estimating on a larger collection mostly helps to improve early precision, i.e., precision
at lower recall levels. The improvement of MeSH-biased models over relevance models
is marginal, however, and visible only at the lower recall levels.

A Closer Look: Feedback Terms. Next, we look at the specific expansion terms which
each model finds from the vocabulary. Table 2 provides a detailed example of the top-
10 vocabulary terms which are found for the same topic. While the terms themselves
change little (viz. the second and last column of Table 2), the assigned term weights
do, which is the main cause of the increase in performance. The effect of basing the
estimations on PubMed are visible in the specificity of the expansion terms. This is
witnessed, for example, in the addition of low content-bearing terms such as “the” and
“of” using the collection.

Topic Details. Figure 2 displays the per-topic change in MAP scores for the baseline
run and the MeSH-biased model over the baseline. When zooming in on these individ-
ual topics, we find that applying MeSH-biased relevance models only helps in half of
the cases (13 out of 26). Our model performs slightly better than relevance models, but
this result is not significant (when tested with a Wilcoxon signrank test at p = 0.05)—
an effect which is probably due to the small size of the topic set. Put more positively,
the performance of the models is at a comparable level, while our approach readily
facilitates browsing activities through the found thesaurus terms.

We observe that some queries benefit from applying thesaurus-biased relevance mod-
els, whilst others are helped by the estimation of a traditional relevance model. Because
these models perform differently on different topics, we investigate possible ways of
predicting which model to use on which topic. There are several methods of predict-
ing and classifying a priori classes of query difficulty. One of these is through deter-
mining the query clarity, which is a way of quantifying the possible ambiguity in a
query [1, 3, 7]. According to (author?) [7], it correlates at a significant level with the
resulting retrieval performance of that query. However in our case, we find no signifi-
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Table 3. Generic topic types on which each topic is based together with the number of topics
which were created with it

Bin Topic type Topics
1. Find articles describing the role of a gene involved in a given disease. 6
2. Find articles describing the role of a gene in a specific biological process. 8
3. Find articles describing interactions between two or more genes in the

function of an organ or disease. 7
4. Find articles describing one or more mutations of a given gene and its

biological impact. 7

cant correlation between the query clarity scores and the resulting performance for the
current topic set.

A specific feature of the current topic set is that the topics are generated based on
four templates, or so-called “generic topic types” [9], which are represented in Table 3.
The table shows each template, as well as the actual number of topics based on it.
The topic templates emphasize different search tasks, which may in turn influence the
effectiveness of the various approaches. If this is the case, then that would indicate that
this particular “class” of topics is sensitive to the chosen model. To understand the issue,
we bin the topics per topic type and determine the means of all the results per model
(and bin). We test if the differences between the means of MAP of all runs, grouped
by the four combinations of models and collections, are significantly different for each
topic type. We use a Newman-Keuls test [6] to do a pair-wise comparison and test the
null hypothesis that the means of a group is equal to that of another group.

When tested, we find that only topic type 1 and 2 have a significantly different per-
formance for each model (p < 0.01) and only when estimation is done using PubMed.
In these case, the mean of the MeSH-biased model is higher than the mean of the rel-
evance model. We conclude that our proposed algorithm does a better job at finding
relevant documents for these topic types. We argue that they have a more “open” nature
than the other two, suggesting that our method favors more open queries. Whether this
is the case and whether it holds for a larger topic set remains as future work.

4.2 Thesaurus Terms Generated

Finally, we turn to another aspect of our algorithm’s output: the MeSH terms being gen-
erated for browsing purposes. Table 4 shows the MeSH terms found for topic 173 (the
first topic in the topic set has number 160), using our proposed approach. Estimating
P(m) on a smaller corpus (first column) has the effect of introducing slightly more gen-
eral terms, e.g., “Research support” and “Humans,” which might account for the slightly
lower scores for this particular method of estimation. The MeSH terms estimated from
PubMed are more specific, e.g., “Bungarotoxins” and “Nicotinic (ant)agonists.” We
can quantify this observation (thesaurus terms generated by MM(collection) tend to be
somewhat more general than thesaurus terms generated by MM(PubMed)), by comput-
ing for every topic the average distance to the root of the MeSH thesaurus of the sug-
gested thesaurus; so, the lower distance, the more abstract the terms. For MM(collection)
the average distance to the root was 4.46 while for MM(medline) it was 4.78.
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Table 4. Comparison of top MeSH terms for topic 173: “How do alpha7 nicotinic receptor sub-
units affect ethanol metabolism?”, using estimations from the collection and PubMed

MeSH-biased models
Collection PubMed

MeSH terms MeSH terms
Animals Receptors, Nicotinic
Humans Ethanol

Research Support, Non-U.S. Gov’t Nicotinic Agonists
Receptors, Nicotinic Animals

Research Support, U.S. Gov’t, P.H.S. Central Nervous System Depressants
Brain Nicotine
Mice Mice

Comparative Study Bungarotoxins
Ion Channels Nicotinic Antagonists

Membrane Proteins Rats
Immunohistochemistry Receptors, Serotonin

Finally, what is the quality of the generated thesaurus terms, using the evaluation
criteria put forward in Section 3? When we estimate the MeSH-biased model on the
collection, on average 2.3 MeSH terms per topic match. When we look at the estimation
from PubMed, 3 out of the 10 MeSH terms match. The difference between these two is
significant at the p < 0.05 level, using a Wilcoxon signrank test.

5 Related Work

Besides earlier mentioned query expansion work, most other related work can be found
among language modeling approaches to information retrieval. (author?) [19] describe
a method to create augmented language models, based on the documents in a collection.
The authors assume, in a similar fashion as with relevence models, that a document is
itself generated from an unseen language model. So, instead of expanding queries, they
expand the documents to better describe this underling generative model. The authors
argue that such an enlarged document is a better representation, which is reflected in
the reported increases in retrieval performance.

The method most closely in line with the current work, however, is described by (au-
thor?) [5]. The authors describe a way of combining multiple sources of evidence to
predict relationships between query and vocabulary terms, which uses a Markov chain
framework to integrate semantic and lexical features into a relevance model. The seman-
tic features they investigate are general word associations and synonymy relations as
defined in WordNet. (author?) [2] describe a more principled way of integrating Word-
Net term relationships into statistical language models, but they do not use relevance
models. Both methods are evaluated on “general” corpora—viz. news collections—and
result in consistent improvements. We, however, place our work in a digital library set-
ting, where document-level annotations play an important role. Our work differs from
these approaches in the fact that we particularly focus on, and utilize. the knowledge
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that has gone into the construction and assignment of controlled vocabulary terms to
documents. Doing so enables our approach to assist the user in browsing a collection,
while keeping end-to-end retrieval performance comparable with other state-of-the-art
approaches.

6 Conclusion

We have described a transparent method to integrate document-level annotations in
a retrieval model based on statistical language models. Our goal was to incorporate
the information and semantics stored in a document categorization system to achieve
effective query expansion, while at the same time facilitating browsing.

We evaluated our algorithm in a biomedical setting, using the TREC 2006 Genomics
track test set and the MeSH thesaurus. We used the terms from this thesaurus and the
documents annotated with them to bias the estimation of a relevance model—a special
class of statistical language models. We determined the impact of increasing the size of
the document set on which we base our estimations on the quality of the found thesaurus
terms, and found a significant difference in favour of the larger PubMed database.

We have found a 20% improvement in mean average precision when comparing
the end-to-end retrieval results of our model with a query-likelihood baseline. When
we look at estimating our model from the much smaller evaluation collection, we find
a 19% increase in mean average precision over the same query-likelihood baseline.
These results would have put these runs in the top segment of the runs submitted to the
TREC 2006 Genomics track. We have looked at ways to determine, which type of topic
benefits from which approach. When we group the topics together based on the topic
template, we find a statistically significant difference in favour of our method for two
out of four particular topic “classes.”

Future work includes an analysis on a larger set of topics, as well as incorporating
the tree-like structure inherent in a thesaurus—we have assumed thesaurus terms to be
independent, while in fact they may not be. Finally, we will look for additional ways to
predict if and when biased query modeling is beneficial.
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[13] Koch, T., Ardö, A., Golub, K.: Browsing and searching behavior in the renardus web service
a study based on log analysis. In: JCDL ’04, pp. 378–378 (2004)

[14] Kurland, O., Lee, L., Domshlak, C.: Better than the real thing?: Iterative pseudo-query
processing using cluster-based language models. In: SIGIR ’05, pp. 19–26 (2005)

[15] Lam-Adesina, A.M., Jones, G.J.F.: Applying summarization techniques for term selection
in relevance feedback. In: SIGIR ’01, pp. 1–9 (2001)

[16] Lavrenko, V., Croft, W.B.: Relevance based language models. In: SIGIR ’01, pp. 120–127
(2001)

[17] Mitra, M., Singhal, A., Buckley, C.: Improving automatic query expansion. In: SIGIR ’98,
pp. 206–214 (1998)

[18] Tan, K.F., Wing, M., Revell, N., Marsden, G., Baldwin, C., MacIntyre, R., Apps, A., Ea-
son, K.D., Promfett, S.: Facts and myths of browsing and searching in a digital library. In:
Nikolaou, C., Stephanidis, C. (eds.) ECDL 1998. LNCS, vol. 1513, pp. 669–670. Springer,
Heidelberg (1998)

[19] Tao, T., Wang, X., Mei, Q., Zhai, C.: Accurate language model estimation with document
expansion. In: CIKM ’05, pp. 273–274 (2005)

[20] Voorhees, E.M.: Using wordnet to disambiguate word senses for text retrieval. In: SIGIR
’93, pp. 171–180 (1993)

[21] Xu, J., Croft, W.B.: Query expansion using local and global document analysis. In: SIGIR
’96: Proceedings of the 19th ACM SIGIR conference, pp. 4–11 (1996)

[22] Zhai, C., Lafferty, J.: A study of smoothing methods for language models applied to ad hoc
information retrieval. In: SIGIR ’01, pp. 334–342 (2001)



Named Entity Identification and

Cyberinfrastructure

Alison Babeu, David Bamman, Gregory Crane, Robert Kummer,
and Gabriel Weaver

Perseus Project, Tufts University

Abstract. Well-established instruments such as authority files and a
growing set of data structures such as CIDOC CRM, FRBRoo, and
MODS provide the foundation for emerging, new digital services. While
solid, these instruments alone neither capture the essential data on which
traditional scholarship depends nor enable the services which we can al-
ready identify as fundamental to any eResearch, cyberinfrastructure or
virtual research environment for intellectual discourse. This paper de-
scribes a general model for primary sources, entities and thematic topics,
the gap between this model and emerging infrastructure, and the tasks
necessary to bridge it.

1 Introduction

New terms such as eScience and eScholarship have emerged to describe the
qualitatively distinctive processes of intellectual life possible in a digital age. We
have begun debating what underlying cyberinfrastructure will be necessary to
support virtual research environments (VRE) that support scholars in various
disciplines [11,19]. This paper describes work towards a VRE for the humanities
in general, with a current pragmatic focus on Greco-Roman studies.

As we explore Greco-Roman research within a digital library we find three
general and complementary challenges. First, we need to be able to integrate
broad interdisciplinary and deep domain knowledge. Libraries have developed
vast, general classification schemes and authority lists to structure all academic
knowledge, but humanists, like their colleagues in the sciences, have created their
own authority lists that go beyond, and are often unconnected with, library data.
Second, we need to be able to customize general services. Google, for example,
has produced a service that identifies and maps place names in its digitized
books, but this service will not reach its full potential until scholarly communities
have integrated into it their expert knowledge about people, places, etc. Third,
we need scalable methods to absorb decentralized contributions, large and small.
The general public is very good at disambiguating references to people, places,
and other entities, as witnessed by the millions of accurate disambiguating links
(links between ambiguous names and their articles) in Wikipedia[23].

All three of these problems rely on a single underlying infrastructure: the
ability to canonically refer to people, places, and objects in a text, and to in-
tegrate knowledge about those entities from disparate sources. Data structures
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such as CIDOC CRM[7], FRBRoo[9], and MODS/MADS[17,16] provide a foun-
dation for this infrastructure, but we must still build on top of them to create
useful services. This paper reports on the extent to which we have had to supple-
ment existing resources (data structure, content, and algorithms) as we develop
a VRE. We offer a general logical model of the system and then report on the
issues that have arisen at three distinct layers within this system. While we fo-
cus upon the Greco-Roman cultural heritage that all Europe shares, the specific
issues are relevant to other cultural heritage domains and the underlying model
supports much intellectual activity beyond the humanities.

2 Semantic Classification and Named Entities

Our work with cultural heritage materials has led us to identify five layers of
scholarship, as illustrated in Figure 1. Surrogates in the library include critical
editions reconstructing literary texts, documentary editions that reconstruct par-
ticular written artifacts such as manuscripts or papyri, archaeological surveys,
descriptions of buildings, and catalogues of artifacts. These sources generally
strive for transparency, documenting the current evidence and reconstructing
the original text or site as it appeared at some point in the past. Secondary
sources include reference works, articles and monographs that explore original
ideas. Reference works and secondary sources, however, both supplement obser-
vational and reconstructive data as reported in library surrogates with direct
observation (where places or artifacts survive).

Fig. 1. Model of digital scholarship

Our model emphasizes two layers between surrogates and secondary sources.
In the first we find references with some semantic classification - in this level, we
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are populating ontologies such as the CIDOC CRM or FRBRoo. In the simplest
case, we have subsets of objects: any arbitrary chunk of text extracted for discus-
sion is a quotation; any subset of an object is a detail. Insofar as quotations or
details are meaningful, they advance some particular point. Articles of daily life
- cooking implements, furniture, jewelry - may form hierarchical classes of object
on which we base analysis of social history. In many cases, however, we need to
go beyond this kind of semantic classification and associate specific references
with entities from the world. We want to associate a reference to a temple of
Apollo to a particular archaeological site; to determine not only that Alexandria
is a place but which of the many Alexandrias is meant; and to establish whether
a given Antonius was the son, grandson, father - or some other person with this
name. We are not simply interested in altars but in the monumental Ara Pacis
constructed to memorialize the peace which Augustus brought to the Roman
world.

In our view, annotating and aggregating references, whether classified by se-
mantic class or as particular entities, are the fundamental processes of scholar-
ship in the humanities – the degree to which an argument bases itself on such
annotations defines the degree to which it qualifies as serious intellectual dis-
course, whether the author holds an endowed chair or is an amateur contribut-
ing to Wikipedia. We and others in the field of classics have needed to extend
the pre-existing metadata from libraries and general services from information
science.

3 Extending Metadata

In twenty years of continuous development, we have attempted, with varying
success, to integrate first-class publications of art and archaeological data with
first-class textual sources. Most collections will focus on one or the other. Tex-
tual collections may include a few illustrative images but lack professional cat-
aloguing information and metadata; while the art and archaeology collections
will quote primary sources, often translated and without machine-actionable ci-
tations. To address both issues we build upon the foundations of FRBR and
CIDOC CRM.

3.1 Managing Primary Texts: FRBR and Canonical Text Services

While we may discover previously unknown documents on inscriptions or in
archives, primary sources are by definition finite in number. Every historical
document – whether a canonical work or a private contract preserved on papyrus
– may appear in multiple editions, multiple translations, and as the subject of
commentaries that annotate well-defined extracts of the document as a whole.

Serious users of historical documents need two classes of service. First, they
need structured reports about multiple editions and/or translations of, commen-
taries on, and secondary texts about their historical sources – not just the major
canonical works such as the Aeneid but every historical document in the public
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record. Second, they need better tools with which to understand how these ver-
sions of a single work are different. Print editions, for example, only occasionally
note where they differ from a previous edition. In a digital library, we can and
should be able to see how each edition compares to those previously published
and to visualize the relationships between these editions over time. We should
also be able to identify translations of any given document, even when these are
embedded in unusual places (e.g., translations of short poems from the Greek
Anthology in a 19th-century magazine). We should be able to compare transla-
tions with each other and with their sources. Parallel text analysis not only can
help readers of a particular text but provides the foundation for multilingual
services such as cross-langage information retrieval and machine translation.

While we need automated methods to track everything published about the
Greek tragedian Sophocles, we can create careful metadata about Sophocles, his
surviving plays and the numerous fragments of his lost works. Well-curated data
about a finite set of documents becomes, in effect, a classification scheme that
can be applied to an open set of editions, translations and commentaries.

In 2006, with the rise of Google Book Search and other large scale projects, we
realized that we needed to expand our coverage of Greek and Latin source texts.
In particular, we needed better data to manage multiple editions of works that
were available not only in our collections but as components of image books pub-
lished by Google and others. In this ongoing work, we have catalogued roughly
585 primary source texts containing 842 distinct authors and at least 1588 in-
dividual works. This collection also contains many reference works, including
bibliographies, grammars, histories and lexicons. While we found disparate ele-
ments with which to create a catalog for Greek and Latin source texts, none was
adequate in itself.

MODS records. As reported in [15], our catalog utilizs MODS records down-
loaded from the LC web service[18] and bibliographic records found in OCLC’s
WorldCat (used to create MODS records for works not found within the LC
Catalog.) Perhaps the greatest challenge is the fact that the majority of our
collection can be described as “container works” according to the FRBRoo: a
class that “comprises Individual Works whose essence is the selection and/or ar-
rangement of expressions of other works”[9]. A number of our texts fall into this
category, such as the Greek Anthology (a five-volume series of Greek epigrams
with over 100 different authors) or the Historicorum Romanorum Reliquiae (a
multi-olume set of fragmentary Roman historians, with “works” as short as a
paragraph). A large number of volumes contain multiple works by multiple au-
thors, such as a work with selected poems from Vergil, Ovid, and Catullus, or
the Greek military histories of Aeneas Tacticus, Asclepiodotus and Onasander.
Similarly, even when many books contain only one author, they often have mul-
tiple works by that one author, such as the collected orations of Antiphon or the
collected plays of Euripides.

Comprehensive domain-specific bibliographies of Greek and Latin. Classicists
have long created exhaustive checklists of classical authors – major dictionaries
traditionally provide bibliographies of the editions which they used, outlining
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broad surveys of Greek and Latin. The Thesaurus Linguae Graecae, Packard
Humanities Institute (PHI) and Stoa Consortium have created comprehensive
electronic checklists which provide numerical identifiers for a wider range of
authors and works than the LC NAF. Unfortunately, none of these lists uses the
standard names for authors or works that are already in the LC NAF. Thus,
Cicero may be “Marcus Tullius Cicero” in the domain list rather than “Cicero,
Marcus Tullius,” and Cicero’s letters to Atticus may be “Epistulae ad Atticum”
rather than “ad Atticum.” We combine the LC NAF uniform name with one or
more domain specific identifiers: the PHI lists Cicero as author 474, his “Letters
to Atticus” as work 57. Neither the MODS records nor the domain specific lists
provide a structure within which we can manage multiple editions, much less
translations, commentaries, etc. For this we turn to FRBR.

Functional Requirements for Bibliographic Records (FRBR). FRBR is an im-
portant data model without which we cannot accomplish the most basic func-
tions on which our user community depends: we need to be able to identify
multiple instantiations of primary texts[12]. We wanted to know precisely how
many editions, translations, and commentaries of canonical works such as the
Iliad are in our collection at any one time. We use the FRBR object hierarchy
of work, expression and manifestation to represent the Iliad as a general work,
its various editions, translations and commentaries (which we treat as subclasses
of expression) and the various instantiations of these publications such as page
images and uncorrected OCR vs. various XML transcriptions (which we treat
as manifestations). Related experiments with FRBR and how it might benefit
current cataloging practices and digital libraries have proved informative in our
efforts reported here[1,2].

Canonical Text Services (CTS). FRBR is, however, not sufficient for classical
studies. Scholars have developed elaborate citation schemes with unique identi-
fiers for particular chunks of text. Strings such as “Il. 3.44” and “Thuc. 3.21”
describe book 3, line 44 of Homer’s Iliad and book 3, chapter 21 of Thucy-
dides. While the precise wording of these chunks will vary from one edition to
another and some editors will occasionally redefine the boundaries of partic-
ular chunks, canonical citations generally point to the same text in multiple
editions. Our digital infrastructure already depends on this foundational knowl-
edge structure that classicists have inherited from earlier centuries. To this end,
the CTS protocol has been developed to support more sophisticated querying,
organizing, and referencing of texts. The CTS extends the FRBR hierarchy both
upwards and downwards, upwards by “grouping Works under a notional entity
called ‘TextGroup’ ” and “downwards, allowing identification and abstraction of
citeable chunks of text (Homer, Iliad Book 1, Line 123), or ranges of citeable
chunks (Hom. Il. 1.123-2.22)”[20]. FRBR’s “manifestation” may not be relevant
for scholarly citation. Therefore CTS focuses more on the semantics of citation
practice traditional in fields like classics or biblical studies. We plan to exploit
both FRBRoo and CTS as we continue work on our developing catalog.

Our work has thus been fourfold. First, for each “container work” we have
created one XML file, which contains both the bibliographic information for
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that manifestation and component records for each individual work contained
within that manifestation (which include any relevant work identifiers, links to
author’s online authority records, language information, translator/editor infor-
mation, etc.) Second, we are creating expression-level XML records for each of
these component works within a manifestation (this work is ongoing as we ex-
plore means automating this process). The hierarchical nature of XML is quite
useful for this kind of bibliographic entity. Third, we are assigning identifiers
from standard canons such as the TLG, PHI, the LC NAF, and other relevant
bibliographies in order to support the most granular level of text identification
possible, a goal of the FRBR-CIDOC harmonization[8]. Where identifiers are
not available, we are exploring means of creating them. Fourth, we encode the
citation schemes whereby we can extract canonical chunks of text from online
documents.

3.2 Managing References by Semantic Class: CIDOC CRM

We have published results from our own work on semantic classification
elsewhere[4,21] (and, of course, the FRBR/CTS work described above entails
classification). In this section, we describe one fundamental classification task:
mapping fields from two substantial and somewhat overlapping collections on
Greco-Roman art and archaeology. This task documents both the importance
of semantic classification and the need for entity identification, the fourth layer
of Figure 1. For our interchange format, we have chosen the CIDOC CRM, a
network-like data structure initiated by the International Council of Museums[7]
and accepted as an official ISO standard in 2006.

The CIDOC CRM has evolved over ten years and provides a blueprint for
describing concepts and relationships used in cultural heritage documentation.
CIDOC CRM can provide an interlingua with which to connect existing data
models as well as provide a foundation for new ones. While CIDOC CRM was
developed to represent information about objects – especially those managed by
museums – a new version of FRBR, FRBRoo, is being developed as an ontology
aligned to the CIDOC CRM[9]. FRBRoo provides the means to express the
IFLA FRBR data model with the same mechanisms and notations provided by
the CIDOC CRM. From our perspective this is a major advance, providing the
first third-party integrated data model for textual and art and archaeological
collections in twenty years of collection development.

Integration of different cultural heritage vocabularies and descriptive systems
is an ongoing research challenge[22]. The CIDOC CRM and FRBR harmoniza-
tion – especially when extended with the CTS protocol – will allow collections
to integrate complex textual materials with rich metadata about objects. Fig-
ure 2 shows how two resources – an ancient text passage and a museum catalog
object– can be linked together.

As a test case, Perseus has begun collaborating with the German Arachne,
the central object database of the German Archaeological institute[10], to create
CIDOC CRM records for our art and archaeological collections (5,900 objects
and 36,500 images in Perseus, 100,000 objects and 165,000 images in Arachne).
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Fig. 2. Entities are linked by using terms of CIDOC CRM and FRBRoo

This will not only produce a unified database but will link the Greek and Latin
collections in Perseus to the same materials in Arachne. Creating CIDOC CRM
records from existing metadata is fundamentally a semantic classification task.
We map fields labeled x and y in Perseus and a and b in Arachne to m and n
in CIDOC CRM. Both Perseus and Archne implement specialized data models
that have been refined to meet the needs of a specific perspective. They do
not directly conform with standard metadata schemas and therefore have to be
manually mapped to a data model that conforms to the classes and properties
of the CIDOC CRM[14].

While the complexity of the CIDOC CRM data model poses difficulties for
conversion, Figure 3 illustrates the even deeper challenges that we face. In this
case where we have two records for the same object, we can see where seman-
tic alignment introduces questions of data analysis and fusion. The problem of
language appears at once – we need to establish that “bust” and “Portraitkopf”
are English and German equivalents. We also need to address variations where
language is not a factor. For example, we need to match “H 44 cm” in Arachne
with “H . 0433 m” in Perseus – two comparable but not quite equivalent fig-
ures for the height of the bust. Augustus is the same in German and English
but none of the data presented unambiguously indicates that this is “Augustus,
Emperor of Rome, 63 B.C.-14 A.D.” We find variant spellings of the placename
Aricia/Ariccia in each record. More significantly, the Perseus record “Aricia, near
Rome” provides a clue that a named entity system could use to establish that
this Aricia corresponds to tgn,70070111 in the Getty Thesaurus of Geographic
Names[13]. We want to be able to recognize that “Boschung 1993” in Perseus
and “D . Boschung, Die Bildnisse des Augustus” refer to the same bibliographic
entity.

1 “Ariccia [12.683,41.717] (inhabited place), Roma, Lazio, Italia, Europe.”
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Fig. 3. Identification of instances that refer to the same entity

Semantic classification thus raises the problem of entity identification. Know-
ing Alexandria is a place is useful, but not nearly as useful as knowing that a
particular Alexandria refers to the famous Egyptian city (tgn,7001188).

4 Named Entity Identification

In twenty years of digital collection development, we have consistently stressed
developing knowledge sources that not only enumerate but provide machine-
actionable descriptions of domain-specific entities. Many comprehensive knowl-
edge sources exist in print form that can be converted into machine-actionable
resources to provide new services for users. Our own group has focused on creat-
ing such machine-actionable knowledge sources and accompanying services[5,6].
As we move towards a VRE for Greco-Roman studies, we have focused on three
sources.

1. Markup of primary sources: Multiple editions of the same work can be
aligned against one another, collated and used to correct each other. Care-
ful markup from one edition of an author, however, can be projected onto
other editions as well. Thus, while the number of editions for any historical
work may be an open set, a single well-structured version can become a tem-
plate to structure many other editions. In a field such as classics, primary
source citations are probably the most important single entity – if we can
recognize and decode strings such as “Thuc. 1.38” as references to Thucy-
dides’ book one, chapter thirty eight, we can generate links between many
different works and analyze scholarly trends. If we have one full text marked
up, we can then often identify floating quotations even when there are no
recognizable citations nearby.
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2. Author indices: Multiple indices exist for most classical authors – thousands
of indices with hundreds of thousands of entries and millions of references.
These indices store the judgments of experts as to which Alexander or which
Alexandria is meant in a given passage. A baseline name identification strat-
egy based on document indices produces good results because most names
are unambiguous in a given document – real ambiguity occurs as documents
grow in size or are combined. If we simply connect every ambiguous en-
tity to the most common entity with that name, we are successful 97.4%,
95.3%, 93.5% and 91.7% of the time for Thucydides, Herodotus, Pausanias
and Apollodorus, respectively. Thucydides has the most well-defined subject
and it is thus not surprising that this baseline method performs best with
his work and worst with the much more heterogeneous Apollodorus. How-
ever, if we combine Herodotus, Pausanias and Apollodorus into one large
document, the overall accuracy of this baseline technique for those authors
falls to 91.4%. This reinforces the intuitive assumption that this baseline
method becomes less accurate as documents increase in size (thus increasing
the probability that ambiguous names will appear).

3. Reference works: In fields where canonical citation schemes map source texts,
we find not only the usual textual descriptions of people and places, but
citations that associate passages of particular texts with the current article.
Such encyclopedias thus constitute broad indices of major entities across a
specific domain. We concentrated on two reference works: Smith’s Dictionary
of Greek and Roman Geography for place names (which contains 11,564
entries and has yielded 25,748 citations) and Smith’s Dictionary of Greek
and Roman Biography and Mythology for personal names (which contains
20,336 entries and has yielded 37,549 citations). Together, they provide a
broad framework for the field.

In the 300-volume Perseus American collection, roughly 25% of the books
have indices – as very large collections include millions of books we will need
to consider how best to mine the information from millions of indices as well as
many thousands of reference materials[3]. In a field such as classics, however, the
canonical citation schemes available for most authors provides citations that are
not only useful in themselves but that contribute to a major development chal-
lenge: we need to integrate the deep information available in individual author
indices with broad resources such as the Smith’s dictionaries.

Figure 4 shows a personal name entry in the Perseus Encyclopedia (PE), that
for Abderus, a son of Hermes, identified by “abderus-1,’ while Figure 5 shows
a similar entry from the Smith Dictionary of Greek and Roman Biography and
Mythology, where the identifier for the same Abderus is “abderus-bio-1.” Using
the context of both entries, our automatic system was able to correctly map the
entries from these two resources to each other, identifying PE “abderus-1” as
the Smith “abderus-bio-1.” While this example is far more straightforward than
most, it serves to illustrate the type of matching being performed.

The system achieved an overall accuracy of 78.6% when aligning these two
resources. Table 1 provides an overview of the tagging accuracy of the system
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Fig. 4. Personal Name Entry in PE XML file

Fig. 5. Personal Name Entry in Smith

Table 1. Alignment Accuracy by Entity Type

Category Total Ethnic Place Personal Other
Corr. found no match 3065 111 356 1421 1178

Error 14 1 10 3 0

Uncertain 5 0 5 0 0

Incor. matched 1880 217 423 1156 83

Corr. matched 3950 65 1221 2660 4

Tot. entities 8914 394 2015 5240 1265

Accuracy 78.69% 44.89% 78.26% 77.86% 93.44%

across all entity types. The system achieved similar results for personal and place
names with significantly lower performance for ethnic groups. When the system
correctly found no match it meant that the PE entity had no relevant match in
Smith. The category of errors reflects when either an error in the PE or in the
Smith XML file caused a tagging or other type of error. Occasionally, a match
had to be marked as uncertain, due to insufficient textual content. It required
1,000 hours of labor to align 9,000 entities but the resulting unified database of
disambiguated reference to entities in texts is c. 100,000. We should emphasize
that these 100,000 disproportionately identify less common entities: our indices
contain a far larger percentage of references to the lesser Alexandrias than to the
famous city of that name in Egypt. The bias of these 100,000 entries provides
broader coverage than a random sampling of 100,000 entries would contain,
since a random sampling would contain more references to very common (and
less frequently indexed) names such as Alexandria. In real work, users need
help finding these obscure entities - they want to find references to one of the
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smaller cities that Alexander founded and named after himself. If 95% of our
Alexandria references point to Egypt, digital libraries only begin to add value
insofar as they help us locate the ten ancient Alexandrias that make up most of
the remaining 5%.

5 Conclusion

Recent steps towards a VRE for Greco-Roman antiquity strengthens our long-
term belief that any effective digital infrastructure must address the entity prob-
lem at various levels. First, library catalogue records in classics not only need to
include more authors and works but they need to incorporate canonical citation
schemes – new classes of entity – if they are to provide the foundations for se-
rious digital libraries. In the first generation of digital collections, classicists for
the most part ignored catalogue records as being incomplete and, from their per-
spective, static. Second, using the CIDOC CRM to unify large collections of data
provides an important and useful first step but immediately raises the problem
of entity identification: we need to be able not only to recognize that English
Athens and German Athen are equivalent but to distinguish Athens, Greece,
from Athens, Georgia. Third, document indices, encyclopedias, gazetteers and
other reference tools contain vast amounts of named entity identification data of
the form “entity-X occurs at location-Y.” These sources provide information of
immediate value to human readers and potential training data for machine learn-
ing. Improved tools with which to merge this data should be a major priority
of cyberinfastructure. While these conclusions reflect work on a particular do-
main within the humanities and stress textual materials, all intellectual discourse
bases its arguments on meaningful entities extracted from raw data. We need to
move towards a generalized architecture that supports named entity services for
engineering and the social and natural sciences as well as the humanities.
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Abstract. This paper is about searching literature digital libraries to find “re-
lated” publications of a given publication. Existing approaches do not take into 
account publication topics in the relatedness computation, allowing topic diffu-
sion across query output publications. In this paper, we propose a new way to 
measure “relatedness” by incorporating “contexts” (representing topics) of pub-
lications. We utilize existing ontology terms as contexts for publications, i.e., 
publications are assigned to their relevant contexts, where a context character-
izes one or more publication topics. We define three ways of context-based re-
latedness, namely, (a) relatedness between two contexts (context-to-context re-
latedness) by using publications that are assigned to the contexts and the con-
text structures in the context hierarchy, (b) relatedness between a context and a 
paper (paper-to-context relatedness), which is used to rank the relatedness of 
contexts with respect to a paper, and (c) relatedness between two papers (paper-
to-paper relatedness) by using both paper-to-context and context-to-context re-
latedness measurements.  

Using existing biomedical ontology terms as contexts for genomics-oriented 
publications, our experiments indicate that the context-based approach is accu-
rate, and solves the topic diffusion problem by effectively classifying and rank-
ing related papers of a given paper based on the selected contexts of the paper.  

1   Introduction 

In searching literature digital libraries, three main issues arise: (1) how to provide an 
efficient and effective keyword-based search technique, (2) how to effectively rank 
search results, and (3) how to find “related” publications of a given publication. To-
wards an answer for the first two issues, recently [1], we proposed a new literature 
digital library search paradigm, context-based search, which provides controlled ways 
of eliminating search output topic diffusion, and effectively ranks keyword-based 
query output publications. More specifically, we propose to employ as a context hier-
archy an existing ontology hierarchy, i.e., an ontology term constitutes a context. 
Before any user query sessions, we perform two query-independent pre-processing 
steps: automatically assign publications into pre-specified ontology-based contexts; 
and compute prestige scores for papers with respect to their assigned contexts [1, 2]. 
Hence, in a given context, only papers that are relevant to the context reside. For a 
keyword-based search, at search time, (a) contexts of interest are selected, and only 
papers in the selected contexts are involved in the search, and (b) search results are 
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ranked separately within contexts. We have found that the context-based search effec-
tively ranks query outputs, controls topic diffusion, and reduces output sizes [1, 2].  

For a given paper p, we define related papers of p as a set of papers that are con-
nected to p in some manner. The notion of “relatedness” is broader than the notion of 
“similarity” in the sense that “similarity” is a specific type of “relatedness”, i.e., two 
similar papers are related to each other using a certain similarity metric involving the 
two papers; on the other hand, two papers, even without a high similarity score based 
on a similarity metric, may be related because their “contexts” are related. A number 
of existing approaches have been developed to compute the “relatedness” between 
two papers, with different approaches employing different interpretations of related-
ness. Examples of paper relatedness are: 

• Text-based relatedness: two papers are considered related if the components of both 
papers are textually similar.  

• Link (Citation) -based relatedness: co-citation [7] and bibliographic coupling [6] 
are widely used in measuring relatedness between two papers. Co-citation score of 
papers p1 and p2 is higher if p1 and p2 are co-cited by larger numbers of papers, and 
bibliographic coupling score of p1 and p2 is higher when p1 and p2 have larger  
numbers of common citations. Using the complete citation graph of publications, 
relative importance of a paper to a given paper (e.g., citation path or modified  
PageRank [8]) can also be used as a measure of relatedness between two papers.  

Although both text- and link-based approaches are well-studied, they have limita-
tions. In the text-based approach, two papers that are topically related, but do not 
share a large number of common terms are not considered related. In the link-based 
approach, two papers are considered related only when they are “close” to each other 
in the citation graph with sufficient connections to each other. However, different 
citations of a paper are related to that paper in different ways, e.g., two citations of a 
paper may refer to two different topics, one of which is more related to the paper than 
the other. We argue that the topics of papers need to be taken into account when com-
puting the relatedness between papers. Thus, there is a need to revisit the notion of 
relatedness, and classify the relatedness between two papers based on the topics that 
they belong to.  

In the context-based environment, a paper is assigned to its relevant contexts, 
where a context characterizes one or more topics. Therefore, two papers appearing in 
the same or related contexts are potentially related to each other through the topics 
that they belong to. Hence, we propose the notion of context as a vehicle to refine the 
notion of relatedness between two papers.  

The primary contribution of this paper is to propose and evaluate different empiri-
cal ways to compute the degree of relatedness between two papers by incorporating 
papers’ context information as follows: 

• We define three notions of relatedness measurements: 
1. Context-to-Context relatedness between two contexts is defined by using differ-

ent approaches involving paper sets and context structures in the context hierar-
chy of the two contexts. 

2. Paper-to-Context relatedness computes and ranks the relatedness of the contexts 
to the paper. This is useful since a paper may be assigned to multiple contexts. 
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3. Paper-to-Paper relatedness: by using the context-to-context and the paper-to-
context relatedness measures, we define the relatedness between two papers as 
the relatedness between two sets of selected contexts that represent the papers. 

• A paper may be assigned to multiple contexts due to the variety in its content, and a 
user may be interested in only a few contexts. To better suit the user’s needs, we 
add user interaction to our context-based approach. When searching for related pa-
pers of a given paper p, the user is allowed to choose contexts of interest from a list 
of all contexts assigned to p. Then, context-based paper-to-paper relatedness is 
computed based on the user-selected contexts, and only papers that are most rele-
vant to the selected contexts are returned. 

For evaluation, a digital library database is populated with 72,027 PubMed papers, 
and papers with prestige scores are assigned to their relevant ontology-based contexts 
[1, 2, 22]. We compare the proposed context-based relatedness approaches with exist-
ing approaches as well as illustrate the approach through several examples.  

Experimental results show that: 

• The context-based approach gives high relatedness scores (~ 0.6 on the average in 
[0, 1] range) to paper pairs with high text- and citation-based scores, and provides 
low scores (~ 0.2 on the average) to paper pairs with low text- and citation-based 
scores. Thus, our approach distinguishes highly-related papers from unrelated ones, 
and is accurate. 

• The context-based approach is more effective than the existing approaches in the 
sense that it effectively classifies and ranks related papers based on selected con-
texts (topics) of interest, thus eliminating the problem of topic diffusion across  
related paper outputs.  

In section 2, we define context-to-context relatedness. Section 3 describes a 
method to compute paper-to-context relatedness. In section 4, we present context-
based paper-to-paper relatedness. Section 5 describes ways to include user interaction 
to the context-based approach for locating related papers. Sections 6 and 7 present 
experimental setup and experimental results. Section 8 summarizes the related work, 
and section 9 concludes. 

2   Relatedness Between Two Contexts 

In this section, we present three approaches to define relatedness between two con-
texts with each approach interpreting the notion of relatedness in different ways. 

2.1   Count-Based Context Relatedness 

One measure of context-relatedness is the number of common papers between two 
contexts. “Paper-count relatedness” between contexts c1 and c2 is defined as follows: 

c1 c2
Paper_Count 1 2

c1 c2

| P P |
CC-Relatedness ( c ,c )

min(|P |,|P |)

∩
=                            (2.1) 

where Pc1 and Pc2 are paper sets of contexts c1 and c2, respectively.  
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The problem of using only the context paper sets is that two related contexts may 
not share a large number of common papers, but the papers in both contexts are nev-
ertheless related. To adjust the relatedness score, citations of a paper (“citation pa-
pers”) for each context can also be used since a paper usually cites or is cited by other 
relevant papers. However, the number of citation papers in a context can be large, and 
not all citation papers are relevant to the context. Thus, we use the following criteria 
to determine a citation paper’s relevancy to context c: (i) A citation paper that cites or 
is cited by a large number of papers in c is highly relevant to c, and (ii) A citation 
paper that cites or is cited by a paper in most of the contexts is less relevant to c. 

Based on the above criteria, the citation score of a citation paper p for context c, 
which we adapt from the notion of Term Frequency-Inverse Document Frequency 
(TF-IDF) of information retrieval [9], is defined as: 

Citation_Score(p, c) = log(CFp,c + 1) * log(ICFp)                             (2.2) 

where p is a paper that cites or is cited by a paper in context c, citation frequency 
(CFp, c) of p in c is the number of papers in c that cite or are cited by p, and inverse 
context frequency (ICFp) of p is defined as N/Np, N is the total number of contexts, 
and Np is the number of contexts containing a paper that cites or is cited by p.  

For each context, the citation score of each citation paper as defined in (2.2) is 
computed, and top-k scored citation papers are selected as context citation paper set 
of c. By combining paper and citation paper counts, we define the count-based relat-
edness between contexts c1 and c2 as: 

c1 c 2 c1 c 2 c1 c2 c1 c 2
Count 1 2

c1 c2 c1 c2 c1 c2 c1 c2

| P P | | C C | | C P | | P C |
CC-Relatedness ( c ,c ) max ,

 min(|P |,|P |)  min(|C |,|C |)  min(|C |,|P |)  min(|P |,|C |)
,,

∩ ∩ ∩ ∩
=

⎛ ⎞
⎜ ⎟
⎝ ⎠

     (2.3) 

where Cci is the context citation paper set of context ci, and Pci is the paper set of ci.  

2.2   Text-Similarity-Based Context Relatedness 

In this section, we define the relatedness between two contexts as the text similarity 
between the contexts. The simplest way is to compute the text-based similarity be-
tween the context terms representing the two contexts. However, a context term is 
represented as a short phrase, and two related contexts may not share common terms. 
One way to solve this problem is to view a context as a document containing a large 
set of selected context keywords. The relatedness between two contexts is then de-
fined as text-based similarity between two keyword vectors representing the two con-
texts. We select context keywords from papers in a context as follows. Each paper in 
a context is represented by a vector of terms, where each term is represented by the 
TF-IDF [9] score. We compute the centroid of all paper vectors in the context, and 
select terms with k highest centroid TF-IDF scores as the context keywords. The 
value of k is chosen as the average number of terms in all papers. The motivation 
behind this approach is that, in order for a term in a context to have a high centroid 
TF-IDF score, that term must appear in a number of papers in the context with high 
TF-IDF scores, and, thus, is important in characterizing the context.  

Text-similarity-based relatedness of two contexts c1 and c2 is defined as the cosine 
similarity [9] between vectors v representing c1 and w representing c2 as follows: 
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|T |
i i

i 1
Text 1 2

|T | |T|2 2
i i

i 1 i 1

f(v ) f(w )
CC-Relatedness ( c ,c )

f(v ) f(w )

=

= =

⋅
=

⋅

∑
∑ ∑

                         (2.4) 

where f() is a damping function, which may be the square-root or logarithm function, 
and |T| is the number of terms.  

2.3   Structure-Based Context Relatedness 

Since contexts are defined via a context hierarchy, structural information within the 
hierarchy is useful as a measure as to how related two contexts are. Several works 
have used the minimum path length connecting the two contexts in the context hierar-
chy to define the relatedness or the semantic similarity between them [11]. The prob-
lem with using only the path length is that all edges in the hierarchy are assumed to be 
equally important, which may negatively affect the relatedness computation [13].  

Another way to compute structure-based relatedness between two contexts is to 
utilize the information shared between the two contexts, i.e., the informativeness of 
their common ancestor contexts. If the common ancestor context is highly informa-
tive, the two contexts are considered highly related. One existing measure is the in-
formation content of a concept [10], which is computed by counting the number of 
objects that are assigned to the concept. When a concept is mapped to a large set of 
objects, it is more general and less informative. Applying the notion of information 
content to our context-based environment, we define the information content (IC) of a 
context c as follows [10]: 

IC(c) = -log(Nc / N)                                                (2.5) 

where Nc  is the number of papers in context c, and N is the total number of papers.  
Information content has been successfully used to measure the semantic similarity 

between two contexts [10, 15]. Next, we use this semantic similarity measurement to 
define the relatedness between two contexts. The simplest way to define semantic 
similarity is to compute the information content of the lowest common ancestor of the 
two contexts [10]. The problem with this approach is that any two contexts that share 
the same common ancestor receive the same semantic similarity score regardless of 
their information contents. Thus, a modification of the above approach is to scale the 
information content of the lowest common ancestor context by the individual infor-
mation contents of the two contexts [15]. This modified approach [15] can be used to 
compute the relatedness between two contexts c1 and c2, which is defined as:  

Structure 1 2
c S ( c ,c )1 2 1 2

2 IC( c )
CC Re latedness ( c ,c ) max  

IC( c ) IC( c )∈

∗
− =

+
                 (2.6) 

where S is the set of common ancestors of c1 and c2, and IC(ci) is the information 
content of context ci as defined in equation 2.5. 

3   Relatedness Between Paper and Context 

There are two natural queries regarding the relatedness between a paper and a context: 
(1) Find top-k most-related papers of a given context, and (2) Find top-k most-related 
contexts of a given paper.  



276 N. Ratprasartporn and G. Ozsoyoglu 

Since a paper in each context is assigned its prestige (context) score with respect to 
the context, a reasonable answer to the first query is to return the set of top-k papers 
with highest prestige scores within the given context.  

For the second query, we select the top-k most-related contexts of a given paper 
from the set of contexts that the paper resides in. We use the following criteria to 
determine the relatedness of context c to a given paper p: 

1. p is highly important with respect to c, i.e., the prestige score of p in c is high. 
2. c is informative and specific. Generally, contexts at the upper levels in the hierarchy 
are more general. The problem with using only the context depth is that two contexts 
at the same depth may not be equally semantically precise [13]. For example, in the 
GO hierarchy, the depths of terms “sodium channel auxiliary protein activity” and 
“cellular metabolism” are both 4, but the first term is more specific. Moreover, the 
first term is a leaf node, while the height of the subtree with the second term as the 
root of the subtree is 11. Intuitively, when a context is closer to the leaf level, as a 
term, it is generally more precise. Therefore, we use both context depth and subtree 
height with context as the root to define the specificity of context c, called context 
level specificity (LS), as follows: 

Depth(c)
LS(c)= 

Depth(c)+SubtreeHeight(c)
                                   (3.1) 

where Depth(c) is the depth of the node representing c, and SubtreeHeight(c) is the 
height of the subtree starting at c. 

In addition to the context level, a context c is more general and less informative if c 
contains a large set of papers. We define the specificity-based informativeness of 
context c by combining the context level specificity and the information content of c 
as follows: 

2

IC( c )
LS( c )

MaxICSpecificity-based_Informativeness(c)= 
+

                        (3.2) 

where LS(c) is the context level specificity of c (see equation 3.1), IC(c) is the infor-
mation content of c (see equation 2.5), and MaxIC is the maximum IC of any context. 

Finally, we define the top-k most related contexts of a given paper as a set of k 
contexts that most satisfy the above two criteria. However, criterion one is more im-
portant since it involves the prestige scores of papers based on contexts, while crite-
rion two considers only context structures. Taking the above consideration into  
account, we define the relatedness of context c to paper p as follows: 

PC-Relatedness(c,p)= Score(p,c) + Informativeness(c)α β⋅ ⋅                 (3.3) 

where Score(p, c) is a pre-computed prestige score of p in c, Informativeness (of c) is 
defined in equation 3.2, and α and β are weights of prestige and informativeness 
scores. As described above, the first criterion involving prestige scores is more impor-
tant than the second criterion; thus, we have α > β (i.e., α = 0.7 and β = 0.3).   

Given a paper p, we locate its top-k related contexts as follows. First, we select 
only contexts that the paper p resides in, say Cp. Then, we compute the relatedness 
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scores of each context in Cp with respect to p. Finally, the top-k related contexts of p 
are those k contexts with highest PC-relatedness scores.  

4   Context-Based Relatedness Between Two Papers 

As described in the introduction, the relatedness between two papers is measured by 
different approaches, where different techniques within each approach define related-
ness in different ways. In our context-based environment, a paper is represented by its 
relevant contexts. Thus, papers that are assigned to the same or related contexts are 
potentially related to each other. In this section, we define the relatedness between 
two papers using only their assigned contexts. We do not use other direct measures 
involving paper contents, authors, and citations in the relatedness computation. 

If papers were assigned to only one context, the relatedness between two papers 
could easily be computed as the relatedness between the two contexts that both papers 
are in. Since a paper may reside in multiple contexts, the problem here is how to 
compute the relatedness between two sets of contexts. One way to measure the con-
text-based relatedness between two papers is to compute the average of the related-
ness scores between every pair of contexts that both papers are in. However, the num-
ber of contexts that each paper resides in may be large, and computing the relatedness 
between every pair of contexts may be less accurate. Also, due to low specificity, 
some contexts may not be highly related to their papers as described in section 3.  

In order to eliminate contexts that are not highly relevant to a paper, we introduce 
the notion of representative contexts as a set of contexts that best characterize the 
paper. Representative contexts of a paper are selected as the top-k most-related con-
texts of the paper (as described in section 3). Note that the value of k defines a  
compromise: as the value of k gets higher, the set of representative contexts include 
contexts that are less related to the paper; on the other hand, when k is too small, 
some relevant contexts may be excluded. As a compromise, (1) k should be small 
(e.g., < 10) enough to include only relevant contexts, and (2) contexts with paper-to-
context relatedness scores higher than a given threshold t (e.g., t = 0.5 for [0, 1] score 
range) should be included to ensure that all relevant contexts are selected.  

Representative contexts are chosen as contexts that are highly related to the paper. 
Thus, if all contexts in a set of representative contexts of p1 are closely related to at 
least one of the representative contexts of p2 and vice versa, p1 and p2 should be con-
sidered closely related, and receive a high context-based relatedness score. Using the 
above reasoning, we define the context-based relatedness of papers p1 and p2 as: 

( ) ( )
1 2

2 1
1 2

1 2

( , )

( , ) ( , )

| | | |

i j i j
c C c Cj ic C c Ci j

PP-Relatedness p p

max CC-Relatedness c c max CC-Relatedness c c

C C

∈ ∈∈ ∈

=

+

+

∑ ∑
          (4.1)  

where C1  and C2 are sets of representative contexts of p1 and p2, and CC-Relatedness 
is the degree of relatedness between two contexts as described in section 2. 
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5   Context-Based Relatedness with User Interaction 

Since a paper may belong to multiple contexts, a user may only be interested in a few 
specific contexts. Therefore, it is useful to add user interaction in locating related 
papers so that the user specifies which contexts he/she is most interested in, and only 
papers that are highly related to the selected contexts are returned. Context-based 
Paper-to-Paper (PP)-relatedness is modified to incorporate user interaction as follows:  

1) From a given paper p, the list of all contexts that p resides is presented to the user. 
2) The user manually selects the set of contexts C that he/she is interested in. 
3) Context-based PP-relatedness (see equation 4.1) between p and every paper in the 

database is computed with respect to C as the set of representative contexts of p. 
For other papers, representative contexts are selected as described in section 4.  

4) Search results are ranked by PP-relatedness scores and returned to the user. 

With this new approach, we return only papers that are related to a given paper 
based on the set of manually-selected contexts. Hence, the located related papers 
highly satisfy the user’s needs. Note that this capability does not exist, and not possi-
ble to implement using the existing relatedness measures. Several examples illustrat-
ing this approach are presented in section 7.2.  

In the case that the user does not want to select contexts, default representative 
contexts (as described in section 4) are used in PP-relatedness computation. 

As a variation of the above proposed approach, step 3 can be changed from “every 
paper in the database” to “a set of interesting papers”. That is, the user may want to 
rank a set of papers based on the degree of relatedness to the selected contexts. E.g., 
given a set of citations on a citation path of length 3 starting or ending at paper p, the 
user may want to rank the citations based on their relevancy to the selected contexts 
since different citations refer to different topics and are related to p in different ways. 

6   Experimental Setup 

We downloaded, parsed, and populated a literature digital library database with in-
formation from 72,027 full-text PubMed papers [22, 23]. These papers were assigned 
to contexts using both automated and manual approaches [1, 2]. 

• Automatically-Generated Context Paper Set 
For this paper set, we utilized the Gene Ontology (GO) hierarchy as a context hierarchy 
[4, 14]. A paper was automatically assigned to its relevant GO contexts using a detailed 
(and independently verified) process [1, 2]. Briefly, a context is represented by its iden-
tifying elements (e.g., the relevant paper set, constructed phrases, etc.), and a paper is 
assigned to contexts whose identifying elements match well to the paper. More details 
about the automated context paper set construction can be found elsewhere [1, 2]. 
• Manually-Generated Context Paper Set 
In this set, a context refers to a Medical Subject Headings (MeSH) [5] term. In Pub-
Med [3], MeSH terms are assigned to each paper by expert subject analysts. If a 
MeSH term m is assigned to paper p, p is included in the paper set of the context m, 
i.e., each MeSH context’s paper set includes all papers that are marked up with that 
context term and all papers of its descendant contexts.  
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7   Experimental Results 

This section evaluates our proposed context-based approach. First, we compare the 
context-based paper-to-paper (PP-)relatedness approach to existing approaches. Then, 
we present several examples to illustrate the results when applying user interaction.  

We tested our context-based approach using both automatically- and manually- 
generated context paper sets, and experimental results for both sets were quite similar. 
Thus, we present here only the results involving the automatically-generated set.  

7.1   Comparison with Existing Approaches 

In this section, we compare the context-based PP-relatedness approach with two exist-
ing approaches: PubMed relatedness and bibliographic coupling relatedness.  

7.1.1   Comparison with PubMed Related Papers 
PubMed [3] computes the relatedness between two papers using text-based similari-
ties between paper titles, abstracts, and assigned MeSH terms [5]. Given a paper, 
PubMed provides a list of related papers with relatedness scores.  

We created two test sets as follows.  

• Highly-related PubMed paper pairs: we randomly selected 200 pairs of papers with 
very high PubMed relatedness scores (i.e., PubMed (non-normalized) scores higher 
than 90000000). For a selected paper pair (pi, pj), pi is usually ranked in the top-5 
most related papers of pj by PubMed. Thus, two papers in each selected paper pair 
in this test set are highly related in terms of the text-based relatedness approach.  

• Unrelated PubMed paper pairs: we randomly generated 200 paper pairs. For each 
pair (pi, pj) in this test set, pi is not in the PubMed related paper list of pj, i.e., a pa-
per in each paper pair is not considered related to the other paper by PubMed.  

Steps to compute the context-based PP-relatedness score of every selected pair of 
papers (pi, pj) in the experiment are as follows: 

1) Select top-k most-related contexts of pi (and pj) as well as contexts with paper-to-
context-relatedness scores (see equation 3.3) higher than a threshold t as represen-
tative contexts of pi (and pj). For the choice of k, we present only the results when 
k = 5. We tested different values of k, and the results were not significantly differ-
ent. For the threshold t, we manually verified the results and chose t = 0.5.  

2) Compute the three PP-relatedness scores between pi and pj using equation 4.1 with 
the three different CC-relatedness approaches (i.e., count-, text-similarity-, and 
structure-based approaches as described in section 2)  

Average PP-relatedness scores of all paper pairs in each test set are shown in  
figure 1. 

Observations 
• For highly-related PubMed paper pairs, the average context-based PP-relatedness 

scores are higher than 0.5 for all three CC-relatedness approaches (Figure 1). 
• The average context-based PP-relatedness scores for unrelated PubMed paper pairs 

are much lower (i.e., the difference is approximately 0.4) than highly-related Pub-
Med paper pairs for all three CC-relatedness approaches. 
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Fig. 1. Average context-based PP-
relatedness scores of highly-related Pub-
Med paper pairs (PubMed Related) versus 
unrelated PubMed paper pairs (Unrelated) 

Fig. 2. Average context-based PP-relatedness 
scores of highly-related bibliographic coupling 
paper pairs (Bibliography Related) versus  
unrelated bibliographic coupling paper pairs 
(Unrelated) 

Thus, from these experimental results, the context-based relatedness approach does 
distinguish highly-related paper pairs from unrelated paper pairs as compared to the 
PubMed text-based measurement.  

7.1.2   Comparison with Bibliographic Coupling Related Papers 
As stated in the introduction, two widely-used citation-based approaches are co-
citation [7] and bibliographic coupling [6]. Since our database contains only a subset 
of PubMed papers, information regarding papers outside of our database citing a pa-
per in the database is missing. As a result, we do not have complete citation informa-
tion for computing co-citation scores between papers for our data set. Therefore, we 
used only the bibliographic coupling approach for comparison in this section. More 
specifically, we use the following formula to compute the bibliographic coupling 
score between two papers p1 and p2 in the database. 

Bib_Coupling(p1, p2) = common citation count between p1 and p2 / MaxB       (7.1) 

where MaxB is the maximum number of common citations between any two papers. 
Similar to previous experiments, we created two paper sets: highly-related biblio-

graphic coupling and unrelated bibliographic coupling paper pairs. Highly-related 
bibliographic coupling paper pairs include only paper pairs with high bibliographic 
coupling scores (i.e., we chose scores > 0.3). Unrelated bibliographic coupling paper 
pairs were created randomly from the paper pairs with 0 or very small bibliographic 
coupling scores. An average score for each paper set is shown in figure 2. 

Observations 
• For highly-related paper pairs, the average context-based relatedness scores are 

higher than 0.5 for all three CC-relatedness approaches (Figure 2). 
• The average context-based PP-relatedness scores of the paper pairs in the highly-

related set are much higher than the average scores for unrelated paper set for all 
three CC-relatedness approaches.  

Thus, from these experimental results, the context-based relatedness approaches 
distinguish highly-related paper pairs from unrelated paper pairs as compared to bib-
liographic coupling measurement. From both experimental results in section 7.1.1 and 
in this section, we conclude that the context-based relatedness approach is accurate. 
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7.2   Results When Adding User Interaction 

As described in section 5, we refine the context-based approach by adding user inter-
action so that only related papers in contexts of interest are included. In this section, 
we give several examples to illustrate how this feature works.  

Table 1 displays all MeSH terms that are marked up with the “example paper”: “K-
ary clustering with optimal leaf ordering for gene expression data” [21] in PubMed 
service. In the context paper set, this paper is assigned to all the MeSH terms in  
Table 1 as well as their ancestor contexts (omitted here). 

Table 1. MeSH terms of the example paper 

Mesh Terms 
Algorithms, Animals, Bursa of Fabricius, 
Chickens, Cluster Analysis, Decision Trees, 
Gene Expression Profiling, Gene Expression 
Regulation, Genes, myc, Lymphoma, B-Cell, 
Oligonucleotide Array Sequence Analysis, 
Pattern Recognition, Quality Control, Se-
quence Alignment, Sequence Analysis, DNA, 
Sequence Homology, Stochastic Processes, 
User-Computer Interface 

From Table 1, the example paper belongs to various topics from computer science 
to genomics areas. When searching for related papers of this paper, a user may want 
to see a set of papers with more in-depth study in computer science-related areas (e.g., 
various clustering algorithms), or the user may want to find only papers in the genom-
ics domain (e.g., gene expression). 

Applying the approach presented in Section 5, Table 2 shows the top-5 most re-
lated papers with respect to three sets of contexts: set 1: “algorithms” and “cluster 
analysis”, set 2: “gene expression profiling”, “genes, myc”, and “sequence align-
ment”, and set 3: “animals” and “lymphoma, B-cell”. 

Observations 
• We have found that all of the results returned from Table 2 are related to the exam-

ple paper in some manner since they are all related to one or more contexts (topics) 
assigned to the example paper.  

• Related papers returned for each context set are strongly relevant to the context set. 
For example, all of the results for context set 1 are about clustering techniques in 
bioinformatics while the results for context set 3 are all strongly related to lymphoma. 

The above examples illustrate the capabilities of the context-based approach in 
ranking and classifying related papers of a given paper. By manually selecting inter-
esting contexts, the user retrieves only papers that are really relevant to what he/she is 
looking for. If the user is not satisfied with the results, he/she can modify the selected 
contexts and re-submit the revised query. Thus, we conclude that our context-based 
approach satisfactorily handles the problem of topic diffusion problem that frequently 
occurs in other approaches.  
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Table 2. Top-5 most related papers of the example paper based on context sets 1, 2, 3 

Context Set 1: “algorithms” and “cluster analysis” 
1. Strong-association-rule mining for large-scale gene-expression data analysis: a case study on 

human sage data (Becquet et al.) 
2. Excavator: a computer program for efficiently mining gene expression data (Xu et al.) 
3. Click and expander: a system for clustering and visualizing gene expression data (Sharan et al.) 
4. Kernel hierarchical gene clustering from microarray expression data (Qin et al.) 
5. Prediction of saccharomyces cerevisiae protein functional class from functional domain 

composition (Cai et al.) 

Context Set 2: “gene expression profiling”, “genes, myc”, and “sequence alignment” 
1. Rash, a rapid subtraction hybridization approach for identifying and cloning differentially 

expressed genes (Jiang et al.)  
2. Identification of c-myc as a down-stream target for pituitary tumor-transforming gene (Pei, L.) 
3. Project normal: defining normal variance in mouse gene expression (Pritchard et al.) 
4. Analysis of gene expression in the developing mouse retina (Diaz et al.) 
5. Mouse chromosome 17a3.3 contains 13 genes that encode functional tryptic-like serine 

proteases with distinct tissue and cell expression patterns (Wong et al.) 

Context Set 3: “animals” and “lymphoma, B-cell” 
1. The c-mer gene is induced by epstein-barr virus immediate-early protein brlf1 (Li et al.) 
2. Cloning and sequence analysis of an ig lambda light chain mrna expressed in the burkitt's 

lymphoma cell line eb4 (Anderson et al.) 
3. Relation of burkitt's tumor-associated herpes-ytpe virus to infectious mononucleosis (Henle et al.) 
4. Human c-myc onc gene is located on the region of chromosome 8 that is translocated in 

burkitt lymphoma cells (Dalla-Favera et al.) 
5. A mammalian dna-binding protein that contains a chromodomain and an snf2/swi2-like 

helicase domain (Delmas et al.) 

8   Related Work 

A number of existing works are proposed to measure the relatedness and/or similarity 
of two objects by using relevant information of the two objects. Many measures are 
developed using objects’ structures in a tree or graph representation. Early approaches 
used path distances between nodes [11], and assumed that two objects are highly 
semantically similar if they are close in the graph. Li et al. [12] proposed a measure of 
semantic similarity between two words in a hierarchy by using a non-linear combina-
tion of both shortest path length and subsumer depth. The notion of information con-
tent is used in information theory to measure semantic similarity between two objects 
in an “is-a” hierarchy [10, 15, 16]. Pedersen et al. [17] adapted both path length and 
information content approaches to measure the similarity and relatedness between 
concepts in the biomedical domain. The information content method was successfully 
applied to measure semantic similarity of two proteins based on their Gene Ontology 
annotations [13]. Maguitman et al. [19] adapted the information content technique to 
compute the semantic similarity between two documents stored in the Open Directory 
Project (ODP) ontology [20]. However, only one non-hierarchical link is allowed in 
the computation of Maguitman’s measure. Moreover, the algorithm is computation-
ally very expensive and not practical for large ontologies since many matrix opera-
tions are involved in the computation. Stepping Stones and Pathways (SSP) [18]  
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created a network of additionally related topics and involved documents of given two 
queries, where each query represents an endpoint topic.  

9   Conclusions 

To efficiently and effectively locate a set of related papers of a given paper and to 
solve the topic diffusion problem of returned papers, we have proposed a new con-
text-based measure to compute the degree of relatedness between two papers. A paper 
is represented by its most relevant contexts, and the relatedness between any two 
papers is computed from the relatedness between the two context sets representing the 
two papers. We also provide user interaction in our approach so that the user selects 
interesting contexts of a given paper, and only papers that are related to the selected 
contexts are returned. We show that the context-based approach efficiently and effec-
tively ranks and classifies related papers of a given paper based on all or selected 
contexts of the paper. Moreover, the context-based approach solves the problem of 
topic diffusion that occurs in other approaches. 
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Abstract. Matching users’ goals with available offers is a traditional research 
topic for electronic market places and service-oriented architectures. The new 
area of Semantic Web Services introduced the possibility of semantic matching 
between user goals and services. Authors show in the paper what kind of 
benefits semantic matching may provide for digital libraries. Various practical 
examples are given for the usefulness of semantic matching, and a novel 
algorithm is introduced for computing semantic matches. The implementation 
and operation of matching are explained using a digital document search 
scenario. 

Keywords: Semantic matchmaking, discovery. 

1   Introduction 

Libraries have a rich and old tradition of describing, cataloguing and finding content. 
Library catalogues and digital library systems traditionally use non-semantic, 
keyword-based search techniques. Current digital library systems are mostly available 
as distributed, Internet-based applications, and we think that the new technologies of 
the Semantic Web has much to offer for them as well. 

Semantic description of library content and user profiles helps the creation of new 
user interfaces and information visualization techniques, and it also enhances ways for 
personalization. Semantic description of system capabilities and service-oriented 
architecture enables the creation of more flexible and dynamic digital library systems. 
With the application of Semantic Web Services not only the content, but also the 
library services can be discovered and selected on-demand. 

Most of the previously listed use cases rely on the primitive operation of semantic 
matching or matchmaking, which associate semantically described artifacts with a 
semantically described goal or desire. This is parallel to the query and the query result 
in traditional IR systems, but it is clear that IR techniques cannot be used for semantic 
matching. Semantic matching needs new methods and new base infrastructure, which 
is currently under intensive research. In this paper we investigate the possibilities and 
benefits of semantic matchmaking within digital libraries and describe a working 
environment for semantic matching. 
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2   Semantic Matching 

Semantic matching is often used in the areas of Grid and Web Services, where 
relevant resources, hosts or services have to be found for given purposes. The Web 
Services glossary [9] gives a basic definition of service discovery: 

“The act of locating a machine-processable description of a Web service-related 
resource that may have been previously unknown and that meets certain functional 
criteria. It involves matching a set of functional and other criteria with a set of 
resource descriptions. The goal is to find an appropriate Web service-related 
resource.” 

Preist gives a profound analysis of the complex scenario when semantically 
described services have to be matched with given requirements [20]. There are 
numerous efforts for Semantic Web Service frameworks, such as OWL-S, WSMO, 
SAWSDL, and SWSF. In WSDL and OWL-S a service is most typically specified 
with inputs and outputs, where these inputs and outputs are matched to relevant 
ontology concepts. Another approach is to specify the precondition and the 
postcondition of a service, i.e. the criteria to use the service, and the expectable 
outcome. 

In our work, we use the Web Service Modeling Ontology (WSMO) framework [6], 
and we explain the meaning of semantic matching on the basis of WSMO. In WSMO 
the user specifies a goal, which is matched against services. Both goals and web 
services provide capability descriptions consisting of precondition, assumption, 
postcondition and effect in the format of Web Service Modeling Language (WSML). 
WSML is a layered logical language on the basis of Description Logics, First-Order 
Logic and Logic Programming [2]. A simple textual description of web service 
capability is given as example: 

• Precondition: the user provides a text in Hungarian language using UTF-8 
encoding and her credit card number. 

• Postcondition: the service returns a text in English language, which is the 
translation of the text provided by the user, and the price of the translation is 
charged to the given credit card. 

WSMO deliverable D5.1 [12] defines semantic matching as: 

))()((|,, xwsxgxOGW ∧∃=  

where W is the definition of the web service, G is the definition of the goal, O is a set 
of ontologies to which both descriptions refer, g(x) and ws(x) are the first-order 
formulae describing the effects of the goal and web service, respectively. The logical 
expression guarantees that there exists an outcome offered by the service, which is 
requested by the user. 

Based on this definition a classification of matches can be built: 

• Exact match: the possible outcomes of the service and the goal are equivalent; the 
service does exactly what the user desires. 
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• Subsumption match: each possible outcome of the service is accepted by the goal, 
i.e. all service offers are acceptable by the user, though there might be desires not 
covered by the service. 

• Plug-in match: each possible outcome requested by the goal can be produced by 
the service, i.e. all user requests can be satisfied by the service, although the 
service may provide additional, non-matching outcomes as well. 

• Intersection match: there is at least one service outcome accepted by the user 
(goal). 

The list of matching services and the types of match are computed by discovery 
engines, which apply reasoners such as Prolog, Fact++ or Pellet. 

It is important to distinguish logical queries and logical (semantic) matching. 
Logical queries return all solutions for a given query. This broadly corresponds to 
exact and plug-in matches. The logical matching depends on the computed possible 
common solutions, which creates a broader and different sense of match. 

2.1   Semantic Matching in Digital Libraries 

In the following, the notion of semantic matching is brought to the area of digital 
libraries. 

According to the DL conceptual model worked out by the DELOS Working Group 
on Evaluation [8], a digital library model falls into three non-orthogonal components: 
the users, the data/collection and the technology used. The joint scenario of these 
three aspects determines the fourth aspect: usage. 

Examining these aspects, one can realize that all of them contain possibilities for 
semantic matching. Matching in the area of technology can be used to find services 
with given capabilities, which returns us to the area of Semantic Web Services. 
Digital library systems built on a service-oriented architecture can incorporate various 
services, including services to find, arrange and manipulate digital objects. 

Matching of users is the basis of collaborative filtering and recommendations. User 
profiles are usually compared using statistical approaches, which leads to the 
formulation of user proximity or user clusters. If statistical user profiles are replaced 
with semantic user descriptions, it can enable more focused and thematic user queries. 

Matching can also be applied to user interfaces, which also belong to the area of 
technology in the DL model. Each user interface has certain preconditions (access 
rights, bandwidth and visibility issues, etc.) and capabilities (speed, graphic 
resolution, navigation paradigms, etc.). These can be matched semantically to the 
current environment of the user and to the capabilities of the user’s device. 

In the aspect of content, most of the currently applied matching techniques are non-
semantic and rely on text-based browsing and searching. Recently, the use of 
structured metadata, controlled vocabularies and ontologies enhance the semantics of 
catalogue entries. Metadata elements are related to each other using ontologies such 
as CIDOC CRM [5]. The Dublin Core metadata set is also described as an RDF 
schema [10], and thus DC metadata can be connected with the tools for RDF and 
OWL. The possible values for certain metadata elements (e.g. format, subject) can 
also be related to ontologies. These are important prerequisites for semantic 
interoperability of digital collections, which facilitates unified or transparent queries. 
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The traditional meaning of semantic matching can be easily converted to the task 
of searching digital content. In this case, the user’s goal describes the kind of 
document or digital object she would like to have, while the services are replaced with 
the semantic descriptions of the available digital objects. The task of semantic 
matching is to find relevant objects for the user. This seems to be the same as 
traditional IR, but IR provides non-semantic matches, and therefore it cannot exploit 
the meanings and inter-relations inside the matched objects. 

Some examples are given for queries, which are more suitable for semantic 
matching: 

• Find novels where the lead’s wife is an actress, 
• Find reviews of mobile phones with UMTS support, 
• Find a book with the short biography of Liszt, the Hungarian composer, 
• Find a book containing the proof of X mathematical theorem, 
• Find books criticizing the relativity theory, 
• Find books with illustrations copyrighted by Swiss photographers, 
• Find books which are annotated as ‘worth reading’ by my friends. 

These examples show that semantic matching provides richer facilities for 
querying. With an everyday searching experience, we feel that it would not be easy to 
find the results for such queries using keyword search, and most probably our real 
results would be hidden in a longer list of useless documents. The prerequisite of 
these benefits is that we need semantic descriptions of the searched items. In the next 
subsection, we show some solutions to obtain semantic descriptions for digital 
objects. A further problem is that the query expression also has to be in a semantic 
format. Visual axiom editors, such as the one implemented in the INFRAWEBS 
project [1], may provide easy ways in the near future for non-expert users to compile 
logical queries. 

A short overview was given on the benefits and use of semantic matching in the 
field of digital libraries. There are more key concepts of digital libraries, as for 
example collected in [13], and many of these are good targets for semantic matching. 

2.2   The Creation of Semantic Descriptions 

One possible barrier to use semantic matching in digital libraries is the lack of 
semantic descriptions and the cost of creating them. This can be viewed as three 
options: 

• Lifting existing data on the semantic level: the contents of existing SQL databases 
can be easily converted into the form of Prolog predicates or RDF graphs. 
However, with this approach, one often does not get richer descriptions than the 
original ones, and thus one cannot exceed the quality of results provided by 
traditional IR techniques. A much more futuristic method is the automatic 
conversion of textual descriptions into logical facts using NLP techniques.  

• Incorporation of emerging semantic approaches: the RDF-based annotation 
protocol of Annotea is the best example of this option [11]. There are also 
initiatives for semantic description of rights metadata (e.g. Creative Commons at 
http://creativecommons.org/). Annotations are usually collected in separate 
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databases, but connecting them to the catalogue data extends the available semantic 
information. 

• Generation of new semantic descriptions: the previously mentioned visual editors 
coupled with case-based reasoning provide a productive workbench for state-of-
the-art semantic catalogues [1]. In simpler scenarios, the metadata editor itself can 
support the creation of simple facts. 

3   Implementation of Semantic Matching 

Within the EU-funded INFRAWEBS project the authors implemented a discovery 
engine for Semantic Web Services [19]. However, we found that the engine and the 
algorithm is more general, and can be used in the previously described DL-focused 
scenarios as well. In the following, the discovery engine is described, and an example 
for semantic matching is given. 

3.1   The Two-Step Approach 

The INFRAWEBS discovery engine combines the keyword-based and the logic-based 
aspect of matching. The main reason is that current logic-based matching techniques 
are significantly slower than traditional keyword-based techniques. Therefore, in the 
first, pre-filtering step a keyword search is used to generate a smaller initial set for the 
logic-based matching. This two-step approach is in harmony with the task of 
searching in digital catalogues, where keyword-based search facilities are usually 
available. 

Initially, the goal, the capability of expressing the user’s desire is compiled. In case 
of services this can be a full-blown capability with preconditions, assumptions, 
postconditions and effects, while in case of digital objects the goal contains a single 
“postcondition” describing the desired digital object. 

In parallel or based on the goal, the keyword-based query expression is generated, 
and the query is executed. The list of results is passed on to the next step of logical 
matching, which will attempt to match the listed objects to the goal semantically. 

Although, the query generation process contains further interesting details and sets 
several problems [17], the focus of the current paper is on the next step, which is 
logical matching. 

3.2   Prolog-Based Matching 

Our solution applies the unification facility of Prolog engines. If we find matching 
terms within the goal and the digital object, we can use this information to decide on 
the matching. A schematic explanation of unification can be found in Fig. 1. Let us 
assume that we met a researcher at a conference who talked to us about a new, 
refereed publication citing him. We would like to find this paper, but we forgot the 
name of the researcher, we only remember that he was from London. This desire is 
expressed on the left side of Fig. 1, while the right side of the figure describes the 
paper we search for. The first logical terms in both columns are identical, so they 
match. The second pair of terms has the same signature, so they can be unified 
yielding X=Y where Y works for Lab Z. After these unifications, we see that the fact 
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“X is from London” became true (here we also use a knowledge base stating that Lab 
Z is in London). Then, we again unify the next terms from both sides, getting J=K. 
However, it is not known yet whether K is a refereed journal or not, because of 
missing data. The last fact in the goal generates no contradiction, and the document is 
accepted as a match for the goal. 

Goal Document

Topic is DL Topic is DL

J is refereed journal

Cites author Y

X is from London

Matching

Matching, X=Y assumed

True, if Lab Z is in London

Published in K

No contradiction

Matching, J=K assumed

Cites author X

Y works for Lab Z

Published in J

No contradiction

 

Fig. 1. Example for semantic matching of a document and the user’s goal 

It is worth to note that by using a plain logical query we would not get this 
document, because of missing data about the publishing journal. If we omitted the 
criterion for the refereed journal, we could get many irrelevant results mixed with the 
desired document. When using our matching approach, both refereed and non-
refereed publications are found, but the refereed ones are ranked higher than others. 

In the following, we describe the matching algorithm. In order to reach a 
comparable list of terms some kind of normalized form is needed, of which the 
Disjunctive Normal Form (DNF) was the most suitable. The DNF consists of clause 
sets in the form of (C11 and C12 and … ) or… (Cm1 and Cm2 and …), where Cij are 
atomic terms. We call Cij a clause, and (C11 and C12 and … C1n) a clause set. A DNF 
is true if at least one clause set is true. A DNF clause set is true if all its clauses are 
true. This means that a true clause set provides a complete solution for the matching 
in itself. 

Before any semantic matching, the matching environment has to be set up: 

• Ontologies used in semantic document descriptions are converted to Prolog. 
Special predicates are used to represent subconcept, attribute and attribute type 
relationships within concepts. Instances are converted to Prolog using the type/2 
and attr/3 predicates, which describe the concept of the instance and the 
attribute values of the instance, respectively. 

• Then all document descriptions are converted into DNF clause sets. The 
conversion process applies the usual steps found in logic handbooks: 
• Logical constructs, such as implication or equivalence, are replaced with an 

equivalent form using only conjunction, disjunction and negation, 
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• Negations are moved inwards to reach Negation Normal Form (NNF), 
• Forall and exists constructs are eliminated with the help of skolemization, 
• Disjunctions are moved to the outermost level to reach DNF. 

• DNF clause sets are converted to Prolog. Membership molecules of WSML are 
converted to type/2 predicates and attribute molecules are represented with 
attr/3 predicates. 

An excerpt of generated Prolog clauses is given for the document in Fig. 1: 

type(Paper, paper), 
attr(Paper, cites, Y), 
attr(Y, worksFor, labZ), 
attr(Paper, publishedIn, K). 

When the environment is initialized, the following steps are needed for semantic 
matching with a given goal: 

• The goal is converted first to DNF and then to Prolog clause sets the same way 
as semantic document descriptions, 

• The clause sets are optimized for the matching (e.g. order of clauses is changed), 
• The matching algorithm is run: an attempt is made to match each document with 

the goal, 
• The result is a list of matching documents with ranking. 

As part of the matching algorithm, we need to find a matching between the DNF 
clause sets representing the goal and a digital object. The steps to be performed for 
each pair of clause sets (one from the goal and one from the digital object) are: 

• Unification of clauses in the clause sets: two clauses are unified if they have the 
same signature, then corresponding variables in the two clauses are unified, 

• Labeling each clause: matched, failed or ignored, 
• Decision of match or failure. 

The detailed description of the matching algorithm is given in [14], here only a 
summary of the algorithm is given. First, all possible unifications are made. Second, 
the algorithm has to examine all clauses in the clause set with the effects of 
unifications made. During this examination, all clauses are labeled with one of the 
labels: ‘matched’, ‘ignored’, and ‘failed’. The label ‘failed’ means that a contradiction 
arose, which prohibits the match between the goal and the digital object. The label 
‘matched’ means that the clause yields true in this match, which means that the fact 
represented by that clause is fulfilled. The label ‘ignored’ means that the clause did 
not match, but it does not create any contradiction, so it can be silently ignored in the 
matching process. 

Finally, the algorithm has to decide whether the goal and the digital object match 
with each other. If there is a failed clause, it means a disagreement of the goal and 
service, so there is no match. If there are only matched and ignored clauses, then 
further heuristics are needed to decide about the match. We implemented two types of 
heuristics for our experiments: 
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• A rough heuristics says there is a match if the number of matched clauses is 
greater than the number of ignored clauses. 

• A more elaborate heuristics automatically distinguishes features that are 
required by the user and features that are optional, based on special marking 
applied in the underlying ontologies. In this case, all required features must 
match, while any number of optional features may be ignored. 

We demonstrate the outcome of the algorithm based on the example of Fig. 1. After 
the unifications shown in the figure are made, it is seen that no contradictions were 
found. The number of matched clauses is 4, both in the goal and in the document. The 
number of ignored clauses in the goal is 1 (refereed journal), and this number in the 
document is also 1 (has date 2007). Based on these numbers, the algorithm declares 
the match. The result of the matching algorithm is given in a summary, where each 
fact is followed by its matching label: 
 

Goal: Document: 
P has topic DL (M) D has topic DL (M) 
P cites X (M) D cites Y (M) 
X is from London (M) Y works for Lab Z (M) 
P was published in J (M) D was published in K (M) 
J is a refereed journal (I) D has date 2007 (I) 

 
The main advantage of the algorithm is finding intersection matches. Finding 

intersection matches is equally problematic when using traditional logical querying or 
Description Logic. Another benefit of the algorithm is that the goal may be composed 
somewhat superfluously. If these extra clauses cannot be matched against the 
documents because the semantic descriptions contain no such details, then they will 
be silently ignored. If there is such information in the semantic descriptions, then the 
user will get a more accurate answer. 

In addition to that, the matching process has exact knowledge about the cause of 
each match or non-match. During the matching, the clauses labeled as failed in the 
goal provide an explanation why the document could not be matched. In case of a 
match, the clauses labeled as ignored may explain the difference or added value of the 
matched document. 

The ability to ignore some clauses may lead to an overhead of matches. This is 
compensated with the ranking of the result list. The algorithm provides a new 
possibility to rank matched objects based on the available simple metrics: 

• Number of clauses matched in the object 
• Number of clauses matched in the goal 
• Number of clauses ignored in the object 
• Number of clauses ignored in the goal 

Based on these metrics various rank orders can be implemented. A higher number 
of matched clauses in the goal in general mean a more precise fulfillment of user 
desires. A practical approach for example is to rank matches first by the number of 
matched clauses in the goal (in descending order), and then by the number of ignored 
clauses in the document (in ascending order). 
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3.3   Implementation of the Matching Engine 

The matching algorithm was implemented in Prolog, and was tested with SWI-Prolog. 
The matching engine is written in Java, which initializes the Prolog implementation 
and feeds the WSML descriptions for ontologies and digital objects into it. Then, for 
each discovery request only the goal is converted into Prolog and the matching 
algorithm is run. 

The use of WSML is not restricting: the algorithm is also able to work with 
semantic descriptions in OWL or RDF. The WSML-DL variant is very close to OWL, 
and a partial mapping from OWL to WSML exists [2]. Furthermore, RDF can be 
directly converted into Prolog terms by SWI-Prolog. 

The matching algorithm has the following costs for each step (where goal has L 
clauses and the object has M clauses): 

• Unification of clauses: at most L*M operations, 
• Checking each clause: L+M operations, 
• Decision of match or failure: constant number of operations. 

So the matching of one goal clause set with one service clause set takes 
approximately (L+1)*(M+1) operations. If we assume that the number of clauses for 
a service or goal has an upper limit in the system (an upper limit for L and M), we get 
the estimation that the order of complexity of the discovery algorithm is linear with 
respect to the number of services in the system. 

For our internal experiments and performance tests we created 25 different book 
descriptions about food based on basic food ontology. Unfortunately, we did not find 
any collection of digital objects with semantic descriptions available and suitable for 
our tests. In order to get more digital objects for the tests, multiple copies were 
generated from each book description. 

The Prolog matcher on a 1.6 GHz P4 desktop PC provided the following response 
times: 

 250 objects: 1.82s (.00728s/object) 
 1000 objects: 7.47s (.00747s/object) 
 4000 objects: 32.94s (.00823s/object)  
 8000 objects:  65.63s  (.00820s/object)  

The tests therefore verify the linearity of the algorithm. This is naturally worse than 
the cost of some keyword-based query techniques, but as we saw the expressive 
power of semantic matching may compensate for the slower response. In general, we 
believe that the two techniques of querying should be used together. 

4   Related Work 

In the previous sections, we have shown how the presented semantic matching 
algorithm works for digital documents. In [14] and [17], we have shown that the same 
algorithm works for the matchmaking of Semantic Web Services. 

While the last years produced several results in the area of Semantic Web Service 
discovery, these results have not found their ways into the field of digital library 
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systems yet. We would refer to [16] as one of the most influential general papers in 
this area. 

In the field of digital libraries, the thorough application of semantic descriptions 
and semantic search is infrequent. JeromeDL [15] is one example, which uses 
Semantic Web technologies. JeromeDL is an open-source digital library system, 
which applies semantic description of resources and integrates remote semantic 
metadata such as RDF annotations and FOAF into its database. Based on this 
architecture, JeromeDL can improve the text-based queries using semantically 
enabled query expansion and extrapolating user profiles. 

The Semantic Content Organization and Retrieval Engine (SCORE) extracts 
ontology-driven metadata from structured and semi-structured content [21]. The 
aggregated information goes through the steps of metadata extraction, semantic 
normalization and semantic association or clustering. By using SCORE it is possible 
to search for typed entities (e.g. director Redford), and it can automatically collect 
documents in given topics. 

Probabilistic queries, such as probabilistic Datalog, were studied in the IR 
community. For example, the DOLORES system [7] is able to perform logical queries 
in databases where the stored documents are described also with uncertain 
information, characterized with probability values. The result of such queries can be 
ranked according to their matching probability, which can be similar to the result of 
our approach. However, processing “overspecified” queries and the possibility of 
ignoring facts in the matching process is supported more clearly in our approach. 

Research on semantic methods in digital libraries so far focused mostly on 
supporting unified search across collections with different metadata schemas [3,3]. 
This usually means that text-based query mechanisms are enriched with semantics. 
Usually, queries are automatically translated to different metadata schemas, or the 
queries are enhanced with synonyms and other related keyword terms. However, in 
our suggestion, the query is performed on the semantic level, and therefore the match 
itself has different meaning.  

The advantage of the suggested approach is revealed only when sufficiently 
sophisticated semantic descriptions of digital objects are available. The lack of 
semantic test data was a significant difficulty in this research. In order to reach better 
results with this approach, a sufficient knowledge base is required and several levels 
of depth in the chains of terms of type “X has property Y”. The traditional object 
descriptions containing facts in the form of “metadata element has value X” may be 
queried efficiently using OPAC-style keyword search.  

5   Conclusion 

It was shown in this paper that semantic matching has much to offer in the area of 
digital libraries. Semantic matching can be applied not only to DL services, but also to 
digital objects and users. Semantic matching has greater costs than IR techniques, but 
the examples in the paper demonstrate that it can perform queries that are very hard to 
implement using text-based information retrieval. 

A semantic matching algorithm was introduced in the paper using a novel 
technique based on Prolog-style unification of terms. This approach has linear cost 
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and it provides possibilities to compare, rank and explain semantic matches (or non-
matches). The presented working implementation of a semantic matching engine may 
accelerate the application of semantic matching techniques in digital library systems. 

References 

1. Agre, G., Kormushev, P., Dilov, I.: INFRAWEBS Axiom Editor - A Graphical Ontology-
Driven Tool for Creating Complex Logical Expressions. International Journal Information 
Theories and Applications 13(2), 169–178 

2. de Bruijn, J., Lausen, H., Krummenacher, H., Polleres, A., Predoiu, L., Kifer, M., Fensel, 
D.: The Web Service Modeling Language WSML. WSML Deliverable D16.1v0.2, 
http://www.wsmo.org/TR/d16/d16.1/v0.2/ 

3. Cinque, L., Malizia, A., Navigli, R.: A Semantic-Based System for Querying Personal 
Digital Libraries. In: Marinai, S., Dengel, A. (eds.) DAS 2004. LNCS, vol. 3163, pp. 8–10. 
Springer, Heidelberg (2004) 

4. Ding, H., Solvberg, I.T., Lin, Y.: A Vision on Semantic Retrieval in P2P Network. In: 18th 
International Conference on Advanced Information Networking and Applications 
(AINA’04), March 29-31 2004, Fukuoka, Japan, vol. 1, p. 177 (2004) 

5. Doerr, M., Hunter, J., Lagoze, C.: Towards a Core Ontology for Information Integration. 
Journal of Digital Information 4(1) (April 2003),  
http://journals.tdl.org/jodi/article/view/jodi-109/91 

6. Feier, C., Domingue, J.: WSMO Primer. WSMO Deliverable D3.1v0.1 (April 2005), 
http://www.wsmo.org/TR/d3/d3.1/v0.1/ 

7. Fuhr, N., Gövert, N., Rölleke, Th.: DOLORES: A System for Logic-Based Retrieval of 
Multimedia Objects. In: Proceedings of the 21st Annual International ACM SIGIR 
Conference on Research and Development in Information Retrieval, pp. 257–265 

8. Fuhr, N., Hansen, P., Mabe, M., Micsik, A., Sølvberg, I.: Digital Libraries: A Generic 
Classification and Evaluation Scheme. In: Constantopoulos, P., Sølvberg, I.T. (eds.) ECDL 
2001. LNCS, vol. 2163, pp. 187–199. Springer, Heidelberg (2001) 

9. Haas, H., Brown, A. (eds.): Web Services Glossary. W3C Working Group Note (February 
11, 2004), http://www.w3.org/TR/ws-gloss/ 

10. Heery, R., Johnston, P., Fülöp, Cs., Micsik, A.: Metadata schema registries in the partially 
Semantic Web: the CORES experience. In: 2003 Dublin Core Conference, DC-2003, 
September 28 - October 2, 2003, Seattle, Washington USA (2003) 

11. Kahan, J., Koivunen, M-R., Prud’Hommeaux, E., Swick, R.R.: Annotea: An Open RDF 
Infrastructure for Shared Web Annotations. In: Proceedings of the WWW10 International 
Conference, Hong Kong (May 2001) 

12. Keller, U., Lara, R., Polleres, A. (eds.): WSMO Web Service Discovery. WSMO 
deliverable D5.1 version 0.1 (2004), http://www.wsmo.org/, /d5/d5.1/v0.1/ 

13. Kovács, L., Micsik, A.: An Ontology-Based Model of Digital Libraries. In: Fox, E.A., 
Neuhold, E.J., Premsmit, P., Wuwongse, V. (eds.) ICADL 2005. LNCS, vol. 3815, pp. 38–
43. Springer, Heidelberg (2005) 

14. Kovács, L., Micsik, A., Pallinger, P.: Two-phase Semantic Web Service Discovery 
Method for Finding Intersection Matches using Logic Programming. In: Workshop on 
Semantics for Web Services (SemWS’06) in conjunction with ECOWS’06, Zurich, 
Switzerland (December 4-6, 2006) 



296 L. Kovács and A. Micsik 

15. Kruk, S.R., Decker, S., Zieborak, L.: JeromeDL - Adding Semantic Web Technologies to 
Digital Libraries. In: Andersen, K.V., Debenham, J., Wagner, R. (eds.) DEXA 2005. 
LNCS, vol. 3588, pp. 716–725. Springer, Heidelberg (2005) 

16. Li, L., Horrocks, I.: A software framework for matchmaking based on semantic web 
technology. In: Proceedings of the 12th International Conference on the World Wide Web, 
Budapest, Hungary (May 2003) 

17. Micsik, A., Kovács, L., Tóth, Z., Pallinger, P., Scicluna, J.: INFRAWEBS Deliverable 
D6.2.2 – Specification & Realisation of the Discovery Component, Available at 
http://www.infrawebs.eu 

18. Nern, H.J.: INFRAWEBS - Open development platform for web service applications. In: 
FRCSS 2006, 1st International EASST-EU Workshop on Future Research Challenges for 
Software and Services, Vienna, Austria (2006) 

19. Nern, H.J., Atanasova, T., Agre, G., Micsik, A., Kovacs, L., Saarela, J.: Semantic Web 
Service Development on the Base of Knowledge Management Layer - INFRAWEBS 
Approach. In: i.TECH, Third International Conference Information Research, Applications 
and Education, Varna, Bulgaria (June 27-30, 2005) ISBN 954-16-0034-4, 217-223 

20. Preist, C.: A conceptual architecture for semantic web services. In: McIlraith, S.A., 
Plexousakis, D., van Harmelen, F. (eds.) ISWC 2004. LNCS, vol. 3298, Springer, 
Heidelberg (2004) 

21. Sheth, A., Bertram, C., Avant, D., Hammond, B., Kochut, K., Warke, Y.: Managing 
semantic content for the Web. IEEE Internet Computing 6(4), 80–87 



L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 297–308, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Towards a Unified Approach Based on Affinity Graph  
to Various Multi-document Summarizations 

Xiaojun Wan and Jianguo Xiao 

Institute of Computer Science and Technology, 
Peking University, Beijing 100871, China 

{wanxiaojun, xiaojianguo}@icst.pku.edu.cn 

Abstract. This paper proposes a unified extractive approach based on affinity 
graph to both generic and topic-focused multi-document summarizations. By 
using an asymmetric similarity measure, the relationships between sentences 
are reflected in a directed affinity graph for generic summarization. For topic-
focused summarization, the topic information is incorporated into the affinity 
graph using a topic-sensitive affinity measure. Based on the affinity graph, the 
information richness of sentences is computed by the graph-ranking algorithm 
on differentiated intra-document links and inter-document links between sen-
tences. Lastly, the greedy algorithm is employed to impose diversity penalty on 
sentences and the sentences with both high information richness and high in-
formation novelty are chosen into the summary. Experimental results on the 
tasks of DUC 2002-2005 demonstrate the excellent performances of the pro-
posed approaches to both generic and topic-focused multi-document summari-
zation tasks. 

1   Introduction 

Generic multi-document summarization aims to produce a summary delivering the 
majority of information content from a set of documents about an explicit or implicit 
main topic. Given a specified topic description (i.e. user profile, user query), topic-
focused multi-document summarization aims to create from the documents a sum-
mary which either answers the information need expressed in the topic or explains the 
topic. Generic multi-document summary can be used to concisely describe the infor-
mation contained in a cluster of documents and facilitate the users to understand the 
document cluster (e.g. Google News and NewsBlaster). Topic-focused summary can 
be used to provide personalized services for users after the user profiles are created 
manually or automatically. In the communities of natural language processing and 
information retrieval, a series of workshops and conferences on automatic text sum-
marization (e.g. NTCIR, DUC), special topic sessions in ACL, COLING, and SIGIR 
have advanced the summarization techniques and produced a couple of experimental 
online systems.  

A particular challenge for multi-document summarization is that a document set 
might contain much information unrelated to the main topic, and hence we need  
effective summarization methods to analyze the information stored in different  
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documents and extract the globally important information to reflect the main topic. 
Another challenge for multi-document summarization is that the information stored in 
different documents inevitably overlaps with each other, and hence we need effective 
summarization methods to merge information stored in different documents, and if 
possible, contrast their differences. In one word, a good summary is expected to pre-
serve the globally important information in the documents as much as possible, and at 
the same time keep the information as novel as possible. For topic-focused multi-
document summarization, a particular challenge is that the information in the sum-
mary needs to be both globally important over the document set and biased to the 
given topic. 

The graph-ranking based methods [5, 15, 16] have recently been proposed for 
multi-document summarization based on sentence relationships. All these methods 
make use of the relationships between sentences and select sentences according to the 
“votes” or “recommendations” from their neighboring sentences, which is similar to 
PageRank [2] and HITS [12].  In this study, we propose a unified extractive approach 
based on affinity graph to both generic and topic-focused multi-document summariza-
tions by extending previous graph-ranking algorithms by 1) using asymmetric similar-
ity measures to build directed affinity graphs in order to further measure the  
significance of the similarity between each sentence pair; 2) incorporating the topic 
information in the affinity graph for topic-focused multi-document summarization in 
order to extract both generic and topic-focused summaries in a unified way; 3) differ-
entiating the intra-document links and inter-document links between sentences in the 
graph-ranking algorithm in order to attach more importance to inter-document links; 
4) integrating the diversity penalty process based on the affinity graph in order to 
remove redundancy.  

Intensive experiments have been performed on the tasks of DUC 2002-2005 and 
the results show that the proposed approach can much outperform the top performing 
systems and the baseline systems for both generic and topic-focused multi-document 
summarizations. 

The rest of this paper is organized as follows: Section 2 briefly introduces the re-
lated works about extractive multi-document summarization. The unified approach 
based on affinity graph is proposed in Section 3. In Section 4, we describe the  
experiments and results on DUC tasks. Lastly we conclude this paper in Section 5. 

2   Related Works 

A variety of multi-document summarization methods have been developed recently. 
Generally speaking, those methods can be either extractive summarization or abstrac-
tive summarization. Extractive summarization is a simple but robust method for text 
summarization and it involves assigning salience scores to some units (e.g. sentences, 
paragraphs) of the documents and extracting those with highest scores, while abstrac-
tive summarization (e.g. NewsBlaster) usually needs information fusion, sentence 
compression and reformulation. In this study, we focus on extractive summarization.  

The centroid-based method [19] is one of the most popular extractive summariza-
tion methods. MEAD [18] is an implementation of the centroid-based method that 
scores sentences based on sentence-level and inter-sentence features, including cluster 
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centroids, position, TF*IDF, etc. NeATS [14] uses sentence position, term frequency, 
topic signature and term clustering to select important content, and use MMR [9] to 
remove redundancy. XDoX [11] is a cross document summarizer designed specifi-
cally to summarize large document sets by identifying the most salient themes within 
the set by passage clustering and then composes an extraction summary, which re-
flects these main themes. The passages are clustered based on n-gram matching. 
Much other work also explores to find topic themes in the documents for summariza-
tion, e.g. Harabagiu and Lacatusu [10] investigate five different topic representations 
and introduce a novel representation of topics based on topic themes.  

Most recently, the graph-ranking based methods have been proposed to rank sen-
tences or passages based on the “votes” or “recommendations” between each other. 
Websumm [15] uses a graph-connectivity model and operates under the assumption 
that nodes which are connected to many other nodes are likely to carry salient infor-
mation. LexPageRank [5] is an approach for computing sentence importance based on 
the concept of eigenvector centrality. It constructs a sentence connectivity matrix and 
computes sentence importance based on an algorithm similar to PageRank. Mihalcea 
and Tarau [16] also propose a similar algorithm based on PageRank and HITS to 
compute sentence importance for single document summarization, and for multi-
document summarization, they use a meta-summarization process to summarize the 
meta-document produced by assembling all the single summary of each document. 
Our work in this study extends the above graph-ranking methods from four aspects as 
mentioned in Section 1 and the unified approach can be applied to both generic and 
topic-focused multi-document summarizations. More related works can be found on 
DUC 2002 and DUC 2004 publications. 

Most methods for topic-focused document summarization incorporate the informa-
tion of the given topic or query into generic summarizers and extracts sentences suit-
ing the user’s information need. In [20], a simple query-based scorer by computing 
the similarity value between each sentence and the query is incorporated into a ge-
neric summarizer to produce the query-based summary. The query words and named 
entities in the topic description are investigated in [8] and CLASSY [3] for event-
focused/query-based multi-document summarization. CATS [6] is a topic-oriented 
multi-document summarizer which first performs a thematic analysis of the docu-
ments, and then matches these themes with the ones identified in the topic. BAYESUM 
[4] is proposed to extract sentences by comparing query models against sentence models the 
language modeling for IR framework.  More related work can be found on DUC 2003 and 
DUC 2005 publications. To the best of our knowledge, there are few works on using 
the graph-ranking based methods for topic-focused multi-document summarization. 

3   The Unified Summarization Approach 

The unified summarization approach consists of the following three steps: (1) A di-
rected affinity graph is built to reflect the relationships between the sentences in the 
document set to be summarized. For topic-focused summarization, the edges (links) in 
the graph are topic-sensitive (i.e. topic-oriented, topic-based); (2) The information 
richness of each sentence is computed based on the affinity graph; (3) Based on the 
affinity graph and the information richness scores, the diversity penalty is imposed on 
each sentence and the affinity rank score of each sentence is obtained to reflect both 
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the information richness and the information novelty of the sentence. The sentences 
with high affinity rank scores are chosen into the summary. The aim of the proposed 
approach is to include the sentences with both high information richness and high 
information novelty in the summary, and the included sentences need to be relevant to 
or biased towards the given topic for topic-focused summarization. 

3.1   Affinity Graph Building 

In the proposed approach, the affinity graphs for generic and topic-focused multi-
document summarizations need to be built using different similarity measures in order 
to make use of different information, which are presented respectively as follows. 

3.1.1   Generic Affinity Graph Building 
Given a sentence collection S={si | 1≤i≤n}, according to the vector space model, each 
sentence si  can be represented by an vector is

r
 containing a number of terms with 

associated weights. The weight associated with term t is calculated with the tft*isft 
formula, where tft is the frequency of term t in sentence si and isft is the inverse sen-
tence frequency of term t, i.e. 1+log(N/nt), where N is the total number of the sen-
tences in a background corpus and nt is the number of the sentences containing term t. 
Then the affinity weight between a sentence pair of si and sj can be calculated using 
the following affinity measure: 

i

ji
ji s

ss
,ssaff r

rr ⋅
=)(  (1) 

Note that the above affinity measure is asymmetric and usually we have aff(si, 
sj)≠aff(sj,si). We adopt this measure instead of the standard Cosine measure [1] in order 
to further measure the significance of the similarity between each sentence pair by 
taking into account the length normalization of each sentence separately, as in [22].  

If sentences are considered as nodes, the sentence collection can be modeled as a 
directed graph by generating a link between two sentences if the corresponding affin-
ity weight exceeds 0, i.e. a directed link from si to sj (i≠j) is created if aff(si,sj)>0; 
otherwise no link is constructed. 

Thus, we construct a directed graph G reflecting the affinity relationship between 
the sentences according to their affinity values. The graph is called as Affinity Graph, 
and because it is built for generic summarization, we call it as Generic Affinity Graph. 

3.1.2   Topic-Focused Affinity Graph Building 
The main difference between topic-focused summarization and generic summariza-
tion lies in that topic-focused summarization is tailored to suit the user’s information 
need in a specified topic, so we adopt a topic-sensitive affinity measure to exhibit the 
inherent similarity dictated by the given topic itself for topic-focused summarization. 
The topic-sensitive affinity measure biases inter-sentence relationships towards pairs 
of sentences that jointly possess attributes (i.e. terms) that are expressed in the given 
topic. In this way, the topic description is considered to be salient features that define 
the context under which the affinity of any two sentences is judged. Similar to [21], 
the topic-sensitive affinity measure is given as follows: 
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where q is the given topic. jssc iij
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. The above affinity measure is a linear 

combination of two sources: the original sentence affinity and the topic-biased affin-
ity. θ1 and θ2 are parameters specifying different weights to the two sources and we 
haveθ1+θ2 =1. 

In addition to the linear combination, we can also use a product combination of the 
two sources as follows: 
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where p>0 is a parameter specifying different weights to the two sources in the left 
hand of the equation.  

With the above topic-sensitive affinity measures, the affinity graph can be con-
structed in the same way as the generic affinity graph building. The affinity graph 
built for topic-focused summarization is called as Topic-Focused Affinity graph. The 
two topic-sensitive affinity measures will be investigated in the experiments. 

3.2   Information Richness Computation 

The computation of the information richness of sentences is based on the following 
three intuitions: 1) The more neighbors a sentence has, the more informative it is; 2) 
The more informative a sentence’s neighbors are, the more informative it is; 3) The 
more heavily a sentence is linked to by other informative sentences, the more infor-
mative it is. Based on the above intuitions, we apply the graph-ranking algorithm to 
compute the information richness for each node in the affinity graph. The proposed 
algorithm is similar to PageRank [2]. First, we use an affinity matrix M to describe 
the affinity graph with each entry corresponding to the weight of an edge in the graph. 
M = (Mi,j)n×n is defined as follows: 
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Note that Mi,,j ≠ Mj,i. Then M is normalized as follows to make the sum of each row 
equal to 1: 
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Based on the normalized affinity matrix
nni,jM ×= )

~
(

~
M , the information richness 

score InfoRich(si) for sentence si can be deduced from those of all other nodes linked 
to it and it can be formulated in a recursive form as follows: 

∑
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And the matrix form is: 
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where 
1)]([ ×= nisInfoRichλ

r
is the vector containing the information richness of all the 

sentences. e
r

 is a unit vector with all elements equaling to 1. d is the damping factor 
set to 0.85.  

In the context of multi-document summarization, the links in the affinity graph can 
be classified into the following two categories: intra-document link and inter-
document link. Given a link from sentence si to sentence sj, if si and sj come from the 
same document, the link is an intra-document link; if si and sj come from different 
documents, the link is an inter-document link. We believe that the intra-document 
links and the inter-document links have unequal contributions for the computation of 
the information richness. In order to investigate this intuition, different weights are 
specified to the two kinds of links respectively. The recursive computation form is 
then as follows: 
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where α, β are parameters for specifying different contribution weights to the intra-
document links and the inter-document links, respectively. In the experiments, we let 
0≤α, β≤1. In Equation (8), doc(j)=doc(i) means that the link from sj to si is an intra-
document link and doc(j)≠doc(i) means that the link from sj to si is an inter-document 
link.  

And the matrix form is: 
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where intra

~
M is the affinity matrix containing only the intra-document links (the en-

tries of inter-document links are set to 0) and inter

~
M  is the affinity matrix containing 

only the inter-document links (the entries of intra-document links are set to 0). Note 
that if α=β=1, Equations (8) and (9) reduce to Equations (6) and (7). 

3.3   Diversity Penalty Imposition  

Based on the affinity graph and the information richness scores, the greedy algorithm 
is applied to impose the diversity penalty and compute the final affinity rank scores of 
the sentences. The algorithm goes as follows [22]: 
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1. Initialize two sets A= φ , B={si | i=1,2,…,n}, and each sentence’s affinity rank 

score is initialized to its information richness score, i.e. ARScore(si) = In-
foRich(si), i=1,2,…n. 

2. Sort the sentences in B by their current affinity rank scores in descending order. 
3. Suppose si is the highest ranked sentence, i.e. the first sentence in the ranked list. 

Move the sentence si from B to A, and then the diversity penalty is imposed on 
the affinity rank score of each sentence linked with si as follows:  

For each sentence sj in B, j≠i 

)(
~

)()( ij,ijj sInfoRichMωsARScoresARScore ⋅⋅−=  

Where ω>0 is the penalty degree factor. The larger ω is, the greater penalty is 
imposed on the affinity rank score. If ω=0, no diversity penalty is imposed at all. 

4. Go to step 2 and iterate until B=φ  or the iteration count reaches a predefined 

maximum number. 

In the above algorithm, the third step is the crucial step and its basic idea is to de-
crease the affinity rank score of less informative sentences by the part conveyed from 
the most informative one. After the affinity rank scores are obtained for all the sen-
tences, several sentences with highest affinity rank scores are chosen to produce the 
summary according to the summary length limit. 

In contrast to the MMR [9] for removing redundancy, the above algorithm is based 
on the affinity graph and can be seamlessly and conveniently integrated in the pro-
posed approach.  

4   Experiments and Results 

4.1   Experimental Setup 

Generic multi-document summarization has been evaluated on task 2 of DUC 2001, 
task 2 of DUC 2002 and task 2 of DUC 2004, and topic-focused multi-document 
summarization has been evaluated on tasks 2 and 3 of DUC 2003 and the only task of 
DUC 2005. We use task 2 of DUC 2001 and task 2 of DUC 2003 for training and 
parameter tuning, and use other DUC tasks for test. Note that the topic representations 
of the three topic-focused summarization tasks are different: task 2 of DUC 2003 is to 
produce summaries focused by events; task 3 of DUC 2003 is to produce summaries 
focused by viewpoints; the task of DUC 2005 is to produce summaries focused by 
DUC Topics. Table 1 gives a short summary of the test sets.  

As a preprocessing step, the dialog sentences (sentences in quotation marks) have 
been removed. In the process of affinity graph building, the stop words are removed 
and Porter’s stemmer [17] is used for word stemming. 

Table 1. Summary of data sets  

Generic summarization Topic-focused summarization  
DUC 2002 DUC 2004 DUC 2003 DUC 2005 

Task Task  2 Task 2 Task 3 the only task 
Number of clusters 60 50 30 50 
Data source TREC-9 TDT-2 TREC TREC 
Summary length 100 words 665 bytes 100 words 250 words 
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We use the ROUGE [13] toolkit 1.4.2 (http://haydn.isi.edu/ROUGE/) for evalua-
tion, which has been widely adopted by DUC for automatic summarization evaluation. 
It measures summary quality by counting overlapping units such as the n-gram, word 
sequences and word pairs between the candidate summary and the reference summary.  

ROUGE toolkit reports separate scores for 1, 2, 3 and 4-gram, and also for longest 
common subsequence co-occurrences. Among these different scores, unigram-based 
ROUGE score (ROUGE-1) has been shown to agree with human judgment most [13]. 
We show three of the ROUGE metrics in the experimental results: ROUGE-1 (uni-
gram-based), ROUGE-2 (bigram-based), and ROUGE-W (based on weighted longest 
common subsequence, weight=1.2). Note that we mainly show the ROUGE-1 results 
due to page limit.  

In order to truncate summaries longer than length limit, we use the “-l” or “-b” op-
tion in ROUGE toolkit and we also use the “-m” option for word stemming. 

4.2   Experimental Results 

4.2.1   Generic Multi-document Summarization 
The systems based on the proposed approach are compared with top three performing 
systems and two baseline systems on task 2 of DUC 2002 and task 2 of DUC 2004 
respectively. The top three systems are the performing systems with highest ROUGE 
scores, shown in the tables as S26, S19, etc. The lead baseline and the coverage base-
line are two baselines employed in the multi-document summarization tasks of DUC. 
Tables 2 and 3 show the system comparison results on the two tasks respectively. The 
AffinityRank is based on the proposed approach using the affinity measure in Equation 
(1). Instead of the asymmetric affinity measure in Equation (1), the SimRank uses the 
standard Cosine measure to build an undirected affinity graph. The performances of 
the AffinityRank and the SimRank in the tables are achieved when the parameters are 
set as follows: ω=10, α=0.3 and β=1.  

Seen from Tables 2 and 3, the proposed systems, including the AffinityRank and 
the SimRank, outperform the top performing systems and the baseline systems on both 
tasks over ROUGE-1 and ROUGE-W1. The AffinityRank outperforms the SimRank on 
task 2 of DUC 2002 and has a trivially different performance with the SimRank on 
task 2 of DUC 2004. These observations demonstrate that the proposed summariza-
tion approach is robust for both the asymmetric affinity measure and the symmetric  
 

Table 2. System comparison on Task 2 of 
DUC 2002  

Table 3. System comparison on Task 2 of 
DUC 2004 

System ROUGE-
1

ROUGE-
2

ROUGE-
W

AffinityRank 0.38111 0.08163 0.12292
SimRank 0.37721 0.08183 0.12250 
S26 0.35151 0.07642 0.11448
S19 0.34504 0.07936 0.11332
S28 0.34355 0.07521 0.10956
Coverage 0.32894 0.07148 0.10847
Lead 0.28684 0.05283 0.09525

System ROUGE-
1

ROUGE-
2

ROUGE-
W

SimRank 0.40026 0.09080 0.12303 
AffinityRank 0.39926 0.08793 0.12228
S65 0.38232 0.09219 0.11528
S104 0.37436 0.08544 0.11305
S35 0.37427 0.08364 0.11561
Coverage 0.34882 0.07189 0.10622
Lead 0.32420 0.06409 0.09905  

                                                           
1 The flag indicates that the difference is significant at the 95% confidence level. 
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Cosine measure. We report only the detailed experimental results of the AffnityRank 
in this section and similar trends and conclusions for the SimRank have been obtained 
in our study.   

The parameters of the proposed AffinityRank are investigated and the results on the 
tasks of DUC 2002 and DUC 2004 are shown in Figures 1 and 2. 

Figure 1 demonstrates the influence of the penalty factor ω when α=0.3 and β=1. ω 
varies from 0 to 20. We can see that on both tasks the performances are the worst 
when no diversity penalty is imposed (i.e. ω=0).  

Figure 2 demonstrates the influence of the intra-document and inter-document link 
differentiation weights α and β when ω=10. α and β range from 0 to 1 and α: β de-
notes the real values α and β are set to. It is observed that when more importance is 
attached to the intra-document links (i.e. α=1 and β<0.7), the performances decrease 
sharply on both tasks. It is the worst case when the inter-document links are not taken 
into account (i.e. α: β=1:0), while the performances are still very well when the intra-
document links are not taken into account (i.e. α: β=0:1). This demonstrates that the 
inter-document links are much more important than the intra-document links for sen-
tence “recommendation” in the graph-ranking algorithm.  
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Fig. 1. Generic summarization performance 
vs. ω 

Fig. 2. Generic summarization performance 
vs. α:β 

4.2.2   Topic-Focused Multi-document Summarization 
Similarly, the systems based on the proposed approach are compared with top three 
performing systems, shown in the tables as S12, S13, etc., and two baseline systems 
(i.e. the lead baseline and the coverage baseline) on tasks 3 of DUC 2003 and the only 
task of DUC 2005 respectively. Tables 4 and 5 show the comparison results on the 
two tasks respectively. The TopicAffinityRank1 is based on the proposed approach 
using the linear form of the topic-sensitive affinity measure in Equation (2); the Topi-
cAffinityRank2 uses the product form of the topic-sensitive affinity measure in Equa-
tion (3), and the TopicSimRank1 and TopicSimRank2 use the following symmetric 
topic-sensitive measures based on the Cosine metric respectively: 
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The performances of the proposed systems are achieved when the parameters are 
set as follows: ω=10, α=0.3 and β=1, θ1=0.75, θ2=0.25 (i.e. θ1: θ2 =3:1) and p=1.  

Table 4. System comparison on Task 3 of 
DUC 2003 

Table 5. System comparison on the task of 
DUC 2005 

System ROUGE-
1

ROUGE-
2

ROUGE-
W

TopicAffin-
ityRank1 0.36187 0.07114 0.11464
TopicSim-
Rank1 0.36011 0.07141 0.11311 
TopicAffin-
ityRank2 0.35311 0.06897 0.11282 
TopicSim-
Rank2 0.35282 0.06885 0.11482 
S16 0.35001 0.07305 0.10969
S13 0.31986 0.05831 0.10016
S17 0.31809 0.04981 0.09887
Coverage 0.30290 0.05968 0.09678
Lead 0.28200 0.04468 0.09077

System ROUGE
-1 

ROUGE
-2 

ROUGE
-W 

TopicAffin-
ityRank1 0.38354 0.07069 0.10080
TopicSim-
Rank1 0.38101 0.07103 0.09884 
S4 0.37396 0.06842 0.09867
S15 0.37383 0.07244 0.09842
S17 0.36901 0.07165 0.09751
TopicAffin-
ityRank2 0.36284 0.06082 0.09547 
TopicSim-
Rank2 0.35329 0.05576 0.09466 
Coverage 0.34568 0.05915 0.09103
Lead 0.30470 0.04764 0.08084  

Seen from Tables 4 and 5, the TopicAffinityRank1 and TopicSimRank1 outperform 
the top performing systems and baseline systems on both tasks over ROUGE-1* and 
ROUGE-W*. The TopicAffinityRank2 and TopicSimRank2 do not perform well on the 
task of DUC 2005. The TopicAffiniyRank1 performs better than the TopicSimRank1 
over ROUGE-1 and ROUGE-W, which demonstrates the advantage of the asymmet-
ric topic-sensitive affinity measure in Equation (2) over the symmetric topic-sensitive 
measure in Equation (10). We can also see that the linear forms of the topic-sensitive 
measures in Equations (2) and (10) always perform better than the corresponding 
product forms in Equations (3) and (11). In next section, we report only the detailed 
experimental results of the TopicAffinityRank1. 

The penalty factor ω, the link differentiation weights α and β of the TopicAffin-
ityRank1 are investigated and the results are shown in Figures 3-4 respectively. 

Figure 3 demonstrates the influence of the penalty factor ω when α=0.3 and β=1, 
θ1:θ2 =3:1. We can see that no diversity penalty and too much diversity penalty will 
both deteriorate the summarization performances.  

Figure 4 demonstrates the influence of the intra-document and inter-document link 
differentiation weights α and β when ω=10 and θ1:θ2 =3:1. It is also observed that 
when more importance is attached to the intra-document links (i.e. α=1 and β<0.7), 
the performances decrease sharply on all the three tasks. It is the worst case when the 
inter-document links are not taken into account (i.e. α: β=1:0), however, when the 
intra-document links are not taken into account (i.e. α: β=0:1), the performances are 
still very well, which also demonstrates that the inter-document links are much more 
important than the intra-document links for topic-focused summarization. 
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Fig. 3. Topic-focused summarization perform-
ance vs. ω 

Fig. 4. Topic-focused summarization perform-
ance vs. α:β 

The experimental results demonstrate the great importance of the inter-document 
links between sentences for both generic and topic-focused multi-document summari-
zations. We explain the results with the essence of multi-document summarization. The 
aim of multi-document summarization is to extract important information form the 
whole document set, in other words, the information in the summary should be glob-
ally important on the whole document set. So the information contained in a globally 
informative sentence will be also expressed in the sentences of other documents and 
the votes or recommendations of neighbors nodes in other documents are more impor-
tant than the votes or recommendations of neighbors in the same document.  

5   Conclusion and Future Work 

In this paper we propose a unified approach based on affinity graph for both generic 
and topic-focused multi-document summarizations. The idea is to extract the sen-
tences with both high information richness and information novelty based on affinity 
graph. Experimental results on DUC tasks demonstrate the excellent performances of 
the proposed approach. 

In future work, we will incorporate the semantic relationship between words into 
the affinity graph to better reflect the true semantics between sentences. In current 
approaches, words are assumed to be independent with each other, however, different 
words have weak or strong semantic relationships with each other, as shown in 
WordNet [7]. We believe that the appropriate incorporation of the semantic relation-
ships between words into the affinity graph will benefit the summarization tasks.  
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Abstract. The State and University Library of Denmark is developing
an integrated search system called Summa, and as part of the Summa
project a clustering module and a facet module. Simple clusters have been
created for a collection of more than six and a half million library meta-
data records using a linear clustering algorithm. The created clusters are
used to enrich the metadata records, and search results are presented to
the user using a faceted browsing interface alongside a ranked result list.
The most frequent tags in the different facets in the search result can be
calculated and presented at a rate of approximately three million records
per second per machine.

Keywords: Library Metadata, Large Data Sets, Clustering, Categori-
sation, Faceted Browsing.

1 Introduction

The State and University Library of Denmark is currently developing an in-
tegrated search system called Summa [9]. The Summa system simultaneously
searches across metadata records from a number of different library databases
and other relevant data sources. Integrating a number of different data sources
into one index inevitably leads to a larger set of data and to larger search results.
Larger as well as more heterogeneous search results suggest increased focus on a
clear and well-arranged presentation of the results, which also means increased
focus on good ranking and on some kind of similarity grouping. The ranking
is an important part of the Summa search module, and similarity grouping is
handled by the two modules described in this paper.

Similarity grouping is usually a choice between classifications and clustering.
Given the heterogeneous data in the Summa index, we have chosen to use both.
We have records which contain different classifications and records which contain
abstracts or descriptions but no classifications. We have chosen to create (non-
exclusive) clusters both to introduce groups to the items without classifications
and to introduce groups across the data from different sources. We have chosen
to use faceted browsing [3] to utilise all the groups in the data and present them
in a well-arranged manner. When presenting a search result, we present a number

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 309–320, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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of chosen facets including authors, material types, a number of classifications and
the created clusters. In each facet the tags, such as Orhan Pamuk or Sound on
DVD, occurring most frequently in the search result are presented as links to
limiting the search to this group.

The cluster module is responsible for creating clusters offline, and the created
clusters are used to enrich the index. The module currently offers three cluster-
ing or grouping methods, which are all linear, but only the simple categorisation
method scales to the size of the current index.1 The simple method takes descrip-
tive words from existing classifications and for each word joins records containing
this word in large clusters. The simple method can create clusters and enrich
the index in approximately four hours on an office pc for an index of six and a
half million library metadata records.

The facet module handles calculation of the present tags in all the differ-
ent facets in a search result. This module is the necessary source for providing
a faceted browsing interface. Given a query with a result set of three million
records, the facet module calculates a complete facet and tag result in a second
on a single pc. A facet and tag result is a list of facets, where each facet contains
a list of tags present in the result set. A complete facet and tag result means
that all tags in the result set are counted. The list of tags can either be a list of
the most popular tags, i.e. the tags occurring most frequently in the result, or
an alphabetical list of tags present in the result.

1.1 Related Work

Little has been written about clustering large library metadata databases or
other large structured data sets. Some work has been done on clustering full-
text documents [1,12], but few report results on large collections, and even fewer
aim for non-hierarchical and non-exclusive clusters. The American West Project2

have determined a topic decomposition of 360000 metadata records using prob-
abilistic latent semantic analysis [15,10]. Franke and Geyer-Schulz [5] worked
on clustering large collections based on usage histories. They report that some
million documents can be clustered on a standard pc.

Complete facet result calculation used for faceted browsing is done by for
instance Scopus (www.scopus.com) [8]. The facet result is presented under the
heading Refine Results. Scopus and probably most other faceted browsing library
sites use the facets inherent in their data sources. The Scopus data set contains
hundreds of millions of records, but their facet calculation method has not been
published.

1.2 Outline

The basic Summa system is described in section 2. The data collection used in
the Summa project is described in section 3. The cluster module is described in
1 The index of the 19th of February (2007) contained 6572841 records.
2 Project homepage: www.cdlib.org/inside/projects/amwest/

www.scopus.com
www.cdlib.org/inside/projects/amwest/
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section 4 and the facet module in section 5. Results are discussed in section 6
and further work in section 7.

2 Summa

The Summa search system consists of a set of independent modules all devel-
oped in Java. The Summa architecture overview is presented in figure 1. The
heart of the search system is the indexing module, which builds the Summa
index (based on Lucene [7]) and the search module, which provides the search
functionality. The indexing module depends on access to a storage, and it uses
the DICE (DIstributed Computing Environment) module, which is a simplified
implementation of the MapReduce model [2].

Fig. 1. The Summa architecture is basically modular as illustrated by this figure from
the Summa presentation [13] given at Göttingen State and University Library in Jan-
uary 2007 by Hans Lund, Summa project manager
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The storage can be developed separately, but Summa also includes storage
modules3 and an ingest module, which can ingest data from multiple sources. A
website can be developed using the search module services directly. Summa also
includes a website module build on top of the search functionality.

The Summa search system is currently used as the primary search func-
tionality offered by the State and University Library of Denmark. The sys-
tem can be tested at www.statsbiblioteket.dk/search/ and a list of Summa
features is available at www.statsbiblioteket.dk/summa/summa english.jsp.
The Summa search system is being stabilised and distributed to a number of
Danish libraries in 2007 and is planned to be open sourced in 2008.

3 Data

A digital bibliographic item or library metadata element or record usually con-
tains authors, title, a number of classifications, location, language and perhaps
abstract or description or other fields. We assume that all records have a unique
record id. Once indexed into the Lucene index, the record is usually referred to
as a document, and Lucene provides the document with a document id.

The data collection used in the Summa project consists of local records from
the State and University Library catalogue, records from five University of
Aarhus institute library catalogues, a large number of oai records4, some ’field
expert librarian records’ (the record tells you which librarian can give you the
best advise within a certain field) and records from a danish commercial-film
database. The data collection of the 19th of February (2007) contains more than
six and a half million very diverse records.

3.1 Document Vectors

A document is basically a set of fields, each with a set of terms. Terms are the
vocabulary of the index, i.e. the words, numbers, abbreviations and in some
cases word pairs determined by an analyser when first indexing the documents.
We ignore the fields and define a simple document vector or term frequency
vector [16,12]. Given a document, define the document vector

a = [a1a2 · · ·am] ∈ Nm, (1)

where m is the number of terms. An entry ai in the document vector is the
number of occurrences (the frequency) of term i in the document.

The current index used in the Summa project contains more than six and a
half million documents and more than 70 million (70093009) terms. We however
use a limited vocabulary, i.e. instead of using the 70 million terms occurring in
3 Summa offers a storage module implemented against a JDBC database, a storage

module implemented against a standard file system and a storage module imple-
mented against a local Fedora [4] DOMS (Digital Object Management System).

4 Open Archives Initiative records harvested from a large number of selected sites.

www.statsbiblioteket.dk/search/
www.statsbiblioteket.dk/summa/summa_english.jsp
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the index, we restrict the vocabulary to terms occurring in certain fields and
we filter out stop words.5 This means that we have just less than ten million
(9996835) rather than 70 million terms in our further calculations.

Our implementation of sparse document vectors optimises object size and
includes a possibility for normalisation. Currently we use Euclidean distance
when comparing document vectors, but Cosine similarity has been reported to
be more appropriate for text documents (e.g. in the survey by Berry [6]), and
this is certainly something we will look at.

4 Clustering and Index Enrichment

The clustering methods developed for Summa were developed ad hoc, and in
some aspects the methods are better described as categorisation methods. We
note that many library metadata records already contain good classifications,
and the facet module can retrieve these as well as the new clusters. One reason for
creating new clusters is that many of the records in our data set contain abstracts
but not classifications. Another reason is uniting existing classifications.

The clustering and index enrichment is done in two steps. The first step is
creating the clusters using one of the three methods described below. We note
that the created clusters are non-exclusive, non-exhaustive and non-hierarchical,
i.e. a record can belong to two clusters or to none, and all the clusters are on
the same level. The second step is enriching the index. This is currently done by
building a parallel cluster index, which can be read by the search module.

4.1 Grouping Methods

We have implemented three clustering or grouping methods: a simple search
based method, a search and centroid based method and a distance based method.
Each of these methods have been tested, but only the simple method scales to the
current index size. The Summa stabilisation work will include work on scalability
and optimisation of clustering methods and possibly developing new methods.

In all three methods, we start by finding terms, which can be used in a search
and provide search results which are good candidates for initial clusters. A good
cluster candidate is defined by a candidate term, which occurs in a reasonable
number of records and in different fields. The terms occurring in the index can be
obtained from an index reader, and a reasonable number is provided as minimum
and maximum occurrence properties. As we are aiming for topic clusters, some
fields do not contain suitable terms, and the initial set of fields in which to look
as well as a set of stop words are also provided as properties. This initial step is
linear in the number of terms in the index and determines the number of clusters,
which the documents can be assigned to in the following steps. Currently the
number of clusters used for the full index is only 2775; this number can be
regulated by regulating the above mentioned properties.
5 Stop words are non-descriptive words such as the, in, of and in our implementation

numbers are also removed.
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Simple Search Based Method. In the simple search based method, the found
terms are simply used in a new search in an extended set of fields (also supplied
as a property). The search results are saved in a cluster map from document ids
to sets of cluster names using the search terms as cluster names.

We have tested the simple method on an index of six and a half million records
with the number of clusters restricted to less than 3000. The size of the cluster
map kept in memory during this test is over one gigabyte. This means that even
the simple method needs a scalability update.

The result of the simple method is basically collecting documents containing
the same word. Documents classified using different classifications and docu-
ments with descriptive title words or notes are joined. This means that the qual-
ity of the clusters (and the names of the clusters) are more or less guarantied
by the data quality. It however also means that no new information is discov-
ered; thus the method is hardly a clustering method, but rather a categorisation
method.

Search Based Method Using Centroids. In this method we start by finding
the candidate terms, and for each term, a search is performed and a cluster
candidate retrieved as above. Given such a cluster candidate, which is a set of
documents, we retrieve the document vectors from the set of documents and
treat the vectors as a set of points in m-dimensional space. We then build a
centroid incrementally.

We define a centroid or a mean for a set of points (a definition also used for
the k-means and many other algorithms [14,16]). Given a set S of points, the
centroid of the set is

c =
1

|S|
∑

x∈S

x . (2)

In our module the calculation of the centroid is done incrementally, but leaving
division till the end. Our implementation of the incremental centroid also allows
for trimming [1], i.e. removing the least significant entries. This is a reasonable
approximation in itself, but we also allow trimming along the way which is not a
nice approximation as the order in which the points are added influences which
dimensions are removed, however given the amount of data, we decided to allow
this option.

We now have a set of centroid candidates, which can be used as a seed selec-
tion [12] for any clustering algorithm. In this search based method we use the
centroids to create new queries. The queries are created using the most signifi-
cant centroid dimensions weighted with the dimension coordinates. The queries
are then used in a new search, and the top search results are saved as clusters
in a cluster map using the original search terms as cluster names. This method
does not scale to the size of the current index at present.

Distance Based Method. In this method initial cluster candidates are re-
trieved and centroids are build as above. Close clusters are joined based on
proximity of centroids, as done by the Join refinement operator in the Scat-
ter/Gather approach [1]. Then every document in the index is translated to a
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document vector and for each document vector the distance to each centroid is
calculated to determine which clusters this document belongs to. The last part of
this method is basically equivalent to the final step of the k-means algorithm by
MacQueen [14] or to the Centroid-based Classification Algorithm by Park, Jeon
and Rosen [16] with the exception that the documents are allowed to belong to
any number of close clusters rather than only the closest one. Again the result
is saved in a cluster map using the original search terms as cluster names. This
method also does not scale to the size of the index currently used by Summa.

4.2 Building the Parallel Cluster Index

Both a cluster map (with around six and a half million entries) and an index
writer (with the same number of additions) use a lot of memory. To reduce
memory requirements, we divide the map into smaller maps and save the small
maps before building the new index. The small maps can then be loaded one at
a time when building the parallel cluster index. This further makes it possible
to resume building the index, if the work should be interrupted.

The parallel cluster index contains only one field, which is the cluster field.
The index is built by looping through all document ids in the original index, and
for each id looking up the clusters in the cluster map, and adding a document
with this id and a cluster field with the looked up clusters to the new index.
Now we can use a parallel reader to look up records across the two indexes.

Building the parallel index is linear in the number of documents in index,
which means that all three methods are linear in the number of terms plus the
number of documents.

5 Facet Calculation

Ranganathan [11] introduced the idea of faceted subject classification, and today
faceted browsing is becoming increasingly popular. Out of all the fields occurring
in the document set, we choose the facets, which we wish to retrieve information
from. In the facet context we call the terms occurring in these fields tags (facets
are also sometimes called grouped tags).

The facet module offers an online service, which given a query, retrieves a
result set and counts the number of occurrences of all tags in the specified facets.
The service returns either the tags occurring most frequently or an alphabetical
list of tags. The service can calculate the 15 most popular tags in each of 20
facets in one second on a single pc for a search result of three million records.
The fields to use as facets as well as the number of top tags to return are provided
as properties.

5.1 Facet Internal Data Structure

The trick to fast calculation is preprocessing and memory. Our module first
creates an internal facet map or facet data structure for the look-up operations



316 B.A. Madsen

to avoid expensive online read operations from the index. To facilitate fast look-
ups the facet map is kept in memory. This means that we do not want any
redundant information and we do not want any more object memory overhead
than necessary.

Fig. 2. The facet data structure consists of a number of integer arrays

The facet map is constructed as a number of integer arrays and a tag pool as
shown in figure 2. We use the nice property that the document ids in an optimised
Lucene index are consecutive integers from zero to the number of documents in
the index. The first (left most) integer array has an entry for each document id,
and this entry is simply a position in the second values integer array. The values
of the document can be found in the second array from the given position to the
position of the next document id. The values are a list of integers, which can
each be divided into two positions: one for the facet and one for the tag. If the
number of facets or tags exceeds the available space in integers, the values array
is not integer, but long.

Then we have a two-dimensional integer hits array. For each possible tag in
each facet the array contains a position, and this position is used to count the
number of occurrences of this tag in this facet in a given search result.

Finally we have a (two-dimensional) tag pool. The pool can either be a string
pool, which is the fastest but also the most memory expensive solution, or it
can be another integer array, which holds the addresses to the strings in the disc
space string pool.

The positions of the values array are valid both in the hits arrays and in
the pool array. The data structure is build in a preprocessing step by running
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through all the documents in the index. The data structure is probably best
understood through an example of its use.

5.2 Given a Query

Given a query, the facet module first retrieves a slim search result from the
Summa index. The slim result is basically a list of document ids and we use it
to update the hits arrays with the tag counts of this result as follows:

for each document id
read values position
for each value
split value into facet array position and tag position
look up facet array
in this array increment counter at tag position by one

When we have counted the total number of tags occurring in the search result,
we need to construct the facet and tag result. In the current website we ask for
the most popular tags. These are found by for each facet running through the
hits array and collecting the top tag counts or rather the positions of the top
tag counts. These positions are the same in the tag pool and the actual tags
can be looked up. Finally the result is transformed into a nice xml version and
returned. The hits array is reset to zero in a separate thread. By ensuring that
the strings in the pool are sorted alphanumerically when the map is build, it is
possible to return alphanumerically sorted tags instead without a performance
hit.

6 Performance

The two clustering methods using document vectors and centroids do not scale
to the size of the current index and we will not present tests for these methods
(they currently scale to a three million document (13 GB) test index).

The simple categorisation method has been tested using different size indexes.
The categorisation can currently be done in a few hours on an office pc. The test
results are shown in table 1. Most of the time spent by the method is spent on
building the new parallel index rather than on creating clusters. In the test with
the largest index of 27 GB, the extra disc space used to store the new parallel
index is 334 MB, which is not much compared to the size of the original index
(the space used to save the cluster map temporarily is even less).

Note that there is quite a jump in time from the 13 GB index to the 27 GB
index. The time complexity is linear, and the unexpected increase is caused by
the memory complexity, which is also linear. The pc used for testing has only
1.5 gigabytes of memory, which means swapping was necessary in the test of the
largest index, and this caused the jump. We are working on saving the cluster
map or parts of the map at regular intervals (based on the size of the map).
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Table 1. Simple method time and space. The tests were run on a 2 processor, 3 GHz,
1.5 GB RAM pc. The memory used by the method is roughly linear as is the time if
we leave aside the result for the largest index. The reason for this seemingly long time
for the largest index is that the memory use exceeds the available RAM and swapping
is necessary.

Index Size 906 MB 1.8 GB 3.5 GB 7 GB 13 GB 27 GB
# docs 205402 410803 821606 1643211 3286421 6572841
# terms 4252133 7434324 13026680 22854818 40084960 70093009

Time 2 min. 5 min. 12 min. 27 min. 1 hour, 6 min. 4 hours, 4 min.

Memory 103 MB 242 MB 348 MB 458 MB 817 MB 1808 MB

This should limit the memory complexity to a constant (the space complexity
will of course still be linear), and the time complexity should then remain linear
regardless of available RAM.

Building the internal data structure for the facet module is a linear time algo-
rithm and one million documents can be added to the structure in approximately
ten minutes. The space usage is also linear, and the structure is currently build
in memory and holds one million documents in approximately 0.5 GB RAM on
a 64-bit pc. This means that the structure can be built for the current index
of approximately six million documents in an hour and requires approximately
three gigabytes of random access memory.

For now, we require 0.5GB per million documents for building the map. If
we want a build-algorithm which uses less memory, it is not a problem to build
the map with a disc-based pool. The performance is however a challenge as we
for each tag occurrence have to determine whether this tag is in the pool by
searching for the string (tag) rather than look it up in a map. For the facet and
tag calculation service, we can then either keep the string pool on disc or read
the pool into memory if wanted, but again we have to look at performance.

Table 2. The facet and tag calculation times in this table include search time. The
test runs were performed on a hyper-threaded dual-CPU, 64-bit pc with four gigabytes
parallel access RAM using two concurrent threads. The index used in these tests was
a 6281659 document index from October 2006.

Search Result Size 6281659 docs 3771901 docs 1928047 docs 1 document

Time 1 second, 356 ms 790 ms 533 ms 73 ms

Keeping the string pool on disc reduces the memory used to around 50 MB
per million documents, but adds around 300 ms to the calculation time. Calcu-
lation times have been measured for the version with the string pool in memory
for different result set sizes and are shown in table 2. We note that facet and
tag calculation is near-trivial to run in parallel between different machines, with
expected near-perfect increase in performance. The bottleneck for facet and tag
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calculation is memory speed, which means that multiple CPUs but shared mem-
ory does not give much performance increase.

7 Conclusion and Further Work

It is possible to calculate full facet and tag information for a query with a three
million document result set in less than one second. This makes faceted browsing
a possibility, and we certainly consider the facet module a success. The facet
and tag structure is used at the current State and University Library website
www.statsbiblioteket.dk/search/ to facilitate exploratory searching.

It is possible to create simple clusters for a data set of more than six and
a half million library metadata elements within a few hours. To create better
clusters or better clustering algorithms, we need better scaling. We want our
clustering algorithms to scale to datasets of hundreds of millions of elements.
We also want to investigate lexical analysis, stemming and dimension reduction
to improve cluster quality and avoid an explosion in the number of dimensions.

Currently indexing into Summa is distributed, but the actual index is cen-
tralised. The Summa stabilisation work includes introducing a distributed index
and an incremental update work flow. The cluster module will be changed to fit
into the new environment. We will create clusters based on the full distributed
index, and we will develop a new cluster data structure, which can be used in
an incremental update work flow.

Besides the general and continuing improvement to the indexing work flow and
to the clusters themselves, the perceived quality of the clusters and the faceted
browsing is of major importance. A large part of this is the visual presentation
on a web page, concretely on the webpage of the State and University Library.
A large-scale Summa user study is planned in 2007. This will hopefully give us
some input on the quality of the clusters and the facet and tag structure.
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Abstract. Annotations are an important part in today’s digital libraries
and Web information systems as an instrument for interactive knowledge
creation. Annotation-based document retrieval aims at exploiting anno-
tations as a rich source of evidence for document search. The POLAR
framework supports annotation-based document search by translating
POLAR programs into four-valued probabilistic datalog and applying a
retrieval strategy called knowledge augmentation, where the content of a
document is augmented with the content of its attached annotations. In
order to evaluate this approach and POLAR’s performance in document
search, we set up a test collection based on a snapshot of ZDNet News,
containing IT-related articles and attached discussion threads. Our eval-
uation shows that knowledge augmentation has the potential to increase
retrieval effectiveness when applied in a moderate way.

1 Introduction

In today’s digital libraries and Web information systems, annotations are an
important instrument for interactive knowledge sharing. By annotating a docu-
ment, users change their role from passive readers to active content providers.
Annotations can be used to establish annotation-based collaborative discussion
when they can be annotated again, or they can appear as private notes or re-
marks. Depending on their role as content-level or meta-level annotations [2],
they are an extension to the document content or convey interesting informa-
tion about documents. In any case, annotations are an important adjunct to
the primary material a digital library deals with [11]. Examples for annotation-
based discussion can be found in newswire systems on the Web like ZDNet News
(http://news.zdnet.com/), where users can write comments to the published
articles, which in turn can be commented again. We also find annotation-based
discussion in several digital libraries (see, e.g., [6]). Annotations are an impor-
tant source for satisfying users’ information needs, which is the reason why we
evaluated some annotation-based discussion search approaches recently [7]. But
annotations can also play an important part in document search as an addi-
tional source of evidence for the decision whether a document is relevant w.r.t.
a query or not. It is thus a straightforward step to seek for effective methods for
annotation-based document retrieval.

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 321–332, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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While classical retrieval tools enable us to search for documents as an atomic
unit without any context, systems like POOL [14] are able to model and ex-
ploit the document structure and nested documents. But in order to consider
the special nature of annotations for retrieval, we proposed POLAR (Proba-
bilistic Object-oriented Logics for Annotation-based Retrieval) as a framework
for annotation-based document retrieval and discussion search [8]. POLAR can-
not only cope with structured documents like POOL, but also with annotations
to help satisfying various information needs in an annotation environment. Al-
though some of the POLAR concepts like knowledge and relevance augmentation
with so-called context and highlight quotations were already evaluated for dis-
cussion search [7], there has been no evaluation of annotation-based document
search so far. In this paper, we are thus going to present the results of further
experiments applying knowledge augmentation for document search with a pro-
totype of the POLAR system. We start with a brief description of POLAR and
its implementation before discussing our test collection and the evaluation.

2 POLAR

POLAR is a framework targeted at annotation-based retrieval, i.e. document,
annotation and discussion search [8]. With POLAR, developers of digital libraries
can integrate methods for document search (exploiting annotations), annotation
search and discussion search (considering the structural context in threads) into
their systems. It supports annotation types and is able to distinguish between
annotations made on the content- or meta-level. In this paper, we assume that
our collection consists of main documents and, attached to them, annotation
threads establishing a discussion about their corresponding root document. This
is the typical annotation scenario we find on the Web and in many digital libraries
(e.g., [6] and many others).

In POLAR, documents, annotations and their content, categorisations, at-
tributes and relationships are modeled as probabilistic propositions in a given
context. A context, in our case, is a document or an annotation. Figure 1 shows
an example knowledge base modeled in POLAR. Line 1 describes the document
d as a context. d is indexed with the terms ‘information’ and ‘retrieval’; their
term weights are the probabilities of the corresponding term propositions and
can be derived, e.g., based on their term frequency within the given context. d
is annotated by the content annotation a (also described as a context), which

1 d[ 0.5 information 0.6 retrieval 0.6 *a ]
2 a[ 0.7 search 0.7 *b ] b[...]
3 document(d). annotation(a). annotation(b)
4 0.5 ◦search 0.4 ◦information

Fig. 1. An example POLAR knowledge base



Annotation-Based Document Retrieval with Probabilistic Logics 323

contains the term ‘search’ (l. 2). a in turn is annotated by b. Line 3 categorises
d, a and b as documents and annotations, respectively. If a context c1 relates
to another context c2 (e.g. if c2 annotates c1), we define the access probability
that c2 is entered from c1. As an example, b is accessed from a with probabil-
ity 0.7. Access probabilities can be given directly, for example as a global value
valid for all contexts accessed by other contexts, or individually for every entered
context. They can also be derived via rules, e.g. to reflect users’ preferences for
or against certain authors of annotations. In our experiments in Section 4.2, we
assume global values for access probabilities and provide these values directly.
Line 4 shows some global term probabilities for ’search’ and ’information’; these
probabilities can be based on, e.g. the inverse document frequency. To allow for
annotation-based retrieval, POLAR supports rules and queries like

rel(D) :- D^q[search]
rel(D) :- D^q[information]
?- rel(D) & document(D)

which return all documents relevant to a query q = “information OR search”
(capital letters denote variables).

The core concept of annotation-based retrieval in POLAR is augmentation
[7]. Augmentation in our scenario means that we extend a context with its cor-
responding annotation (sub-)threads. In radius-1 augmentation, each context
is augmented only with its direct annotations, whereas in full augmentation,
it is augmented with the whole annotation (sub-)threads. Figure 2 shows the
augmented context for document d in our example. The solid line shows the
augmented context d(a) for radius-1 augmentation, whereas the dotted line
shows the augmented context d(a(b)) of d when applying full augmentation. In
the latter case, a and b are subcontexts of the supercontext d(a(b)), whereas
in radius-1 augmentation, only a is a subcontext of d(a). It is clear that full
augmentation, where we traverse whole annotation threads, is more resource-
consuming than radius-1 augmentation where we only consider direct comments.
We recently proposed two basic augmentation strategies for annotation-based

Fig. 2. Augmented contexts for radius-1 and full knowledge augmentation

retrieval: knowledge augmentation, where the knowledge contained in contexts
is propagated to its corresponding supercontext, and relevance augmentation,
where we propagate relevance probabilities (see [7] for a further discussion). We
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focus on knowledge augmentation only. Without augmentation, the above PO-
LAR query would calculate a retrieval status value (RSV) of 0.5 · 0.4 = 0.2 for
d, based on the term ‘information’ alone (its weight within the context d and
the global term probability), since d does not know about ‘search’. The POLAR
program

rel(D) :- //D^q[search]
rel(D) :- //D^q[information]
?- rel(D) & document(D)

applies knowledge augmentation (indicated by the ‘//’ prefix). The term ‘search’
is propagated from a to d according to the access probability of 0.6 and thus has
the term weight 0.6 · 0.7 = 0.42 in the augmented context d(a). For d, the RSV
is 0.368 now, based on both terms ’information’ and ’search’ in the augmented
context d(a) (the calculation of this value is explained in the following section).
Note that POLAR not only supports the augmentation of term propositions, but
also, like POOL [14], of classifications and attributes. We focus our further con-
siderations on term augmentation as this is applied in our experiments reported
later.

3 POLAR Implementation and Translation into FVPD

POLAR is implemented on top of four-valued probabilistic Datalog (FVPD)
[9] by translating POLAR programs into FVPD ones and executing these with
an FVPD engine. FVPD allows for dealing with inconsistent and contradict-
ing knowledge and the open world assumption, which are important features
for annotation-based discussion or semantic annotation where annotators might
have different opinions about things or how to tag a document. After being
parsed and translated into FVPD, each POLAR program is executed by Hyspirit1

[9], a probabilistic Datalog implementation. Besides translation methods, the im-
plemented POLAR prototype offers classes for creating an index for the required
datastructures.

Our prototype realises certain translation methods which we call trans here,
to translate POLAR propositions, rules and queries into FVPD. As an example,
trans("rel(D) :- D^q[search]") creates the FVPD rule

instance_of(D,rel,this) :- term(search,D) & termspace(search)

(this denotes the global database context) with, e.g.,

trans("a[0.7 search]") = "0.7 term(search,a)"
trans("0.5 ◦search") = "0.5 termspace(search)".

as a translation of probabilistic POLAR propositions into FVPD ones. For knowl-
edge augmentation, the POLAR rule rel(D) :- //D^q[search] is translated
into
1 http://qmir.dcs.qmul.ac.uk/hyspirit.php

http://qmir.dcs.qmul.ac.uk/hyspirit.php
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term_augm(T,D) :- term(T,D)
!term_augm(T,D) :- !term(T,D)
term_augm(T,D) :- acc_contentanno(D,A) & term_augm(T,A)
!term_augm(T,D) :- acc_contentanno(D,A) & !term_augm(T,A)
instance_of(D,rel,this) :- term_augm(search,D) &

termspace(search)

if full knowledge augmentation is applied; for radius-1 knowledge augmentation,
the third and fourth term_augm rules are non-recursive and formulated as

term_augm(T,D) :- acc_contentanno(D,A) & term(T,A).
!term_augm(T,D) :- acc_contentanno(D,A) & !term(T,A).

It is, e.g., trans("d[0.6 *a]") = "0.6 acc_contentanno(d,a)".
To execute the translated knowledge augmentation rules in Section 2, the

FVPD engine combines the probabilistic evidence using the inclusion-exclusion
formula. If e1, . . . , en are joint independent probabilistic events, the engine
computes

P (e1 ∧ . . . ∧ en) = P (e1) · . . . · P (en)

P (e1 ∨ . . . ∨ en) =
n∑

i=1

(−1)i−1

⎛

⎜
⎝

∑

1≤j1<
...<ji≤n

P (ej1 ∧ . . . ∧ eji)

⎞

⎟
⎠

In our example, this yields

P (term_augm(search,d)) = P (acc_contentanno(d,a)∧ term(search,a))
= 0.6 · 0.7 = 0.42

P (term_augm(information,d)) = P (term(information,d)) = 0.5
P (instance_of(d,rel,this) = P ((term_augm(search,d)∧

termspace(search)) ∨
(term_augm(information,d)∧
termspace(information)))

= 0.42 · 0.5 + 0.5 · 0.4 − 0.42 · 0.5 · 0.5 · 0.4
= 0.368

4 Evaluation

Previous experiments showed that knowledge augmentation using context and
highlight quotations can be beneficial for discussion search [7]. In contrast to
these experiments, we are now going to show the effectiveness of our full and
radius-1 knowledge augmentation approaches on document search. Another dif-
ference to the experiments in [7] is that we do not consider any highlight or
context quotations for augmentation when determining the RSV of an anno-
tated object, but propagate the content of its annotations instead. As many
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content providers on the Web let users comment delivered articles in order to
discuss their content, we apply this scenario in our experiments as well: we are
searching for documents and augment our knowledge about their content with
the discussion threads attached to them. As far as we know, no such experiment
has been performed before, so we had to create a suitable test collection first.

4.1 Test Collection Creation

We downloaded a snapshot of ZDNet News and set up a testbed for our experi-
ments based on this collection. ZDNet News provides news and some background
information about developments in information technology (IT). Figure 3 shows
an example thread of comments belonging to an article. Our ZDNet snapshot

Fig. 3. ZDNet article and discussion thread

consists of 4,704 articles and 91,617 annotations, from which 26,107 are direct
comments to the articles. The collection was harvested from December 2004 to
July 2005. We categorise all comments as being content-level annotations to
the object they refer to, although some of them might be better regarded as
meta-level annotations.

To create our testbed, we defined 20 topics and queries2 Since relevance as-
sessments could not be achieved within an evaluation initiative like INEX or
TREC, we only had limited resources for the assessments – we asked colleagues,
students and IT experts outside our institute to assess the topics. As our asses-
sors volunteered for working on the topics in their spare time, we asked them
to assess 150 documents (articles) per topic. To create an initial ranking we
applied a simple approach for annotation-based document search: articles and
2 We plan to make the testbed available on the POLAR web site,
http://www.is.inf.uni-due.de/projects/polar/index.html.en

http://www.is.inf.uni-due.de/projects/polar/index.html.en
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their direct annotations were merged and regarded as one atomic document3. We
defined a 3-tier ranking system. The assessment procedure was as follows: after
reading an article, the assessor looks if it is relevant w.r.t. the given topic. If so,
it is judged like that. If not, the assessor looks at the direct annotations to see
if there are relevant comments. If the assessor finds any relevant comment, the
article is judged as being not relevant but having relevant annotations. If there
are no relevant comments, the article is judged as not relevant. Non-relevant arti-
cles might nevertheless be interesting to users when there are annotations which
contain the information the users seek (and the system is able to point them
to these). From all documents judged, our accessors classified 679 documents as
being relevant and 113 as not relevant but having relevant annotations.

4.2 Experiments and Results

Our experiments targeted the following questions: can knowledge augmentation,
where the content of an article is augmented with the content of the connected
discussion threads, enhance retrieval effectiveness? Furthermore, do we need to
consider all comments in the discussion threads or is it sufficient to consider the
direct comments only for knowledge augmentation? When annotating, annota-
tors might use a different vocabulary to express the same issues as found in the
annotated object. This would possibly increase recall as the searcher might use
a vocabulary which is closer to the one used by the annotator than to the one
used by the author of the annotated object. On the other hand, if an annotator
uses the same terms as in the annotated object, we might conclude with higher
certainty that these terms, found both in annotations and the annotated object,
can be used to index the latter. This might have a positive effect on precision
(which is the main target of our evaluation).

We indexed all articles and annotations in our testbed by applying stemming
and stopword elimination and calculated the probabilities of tuples in our term
relation as

P (term(t,d)) =
tf(t, d)

avgtf(d) + tf(t, d)
(1)

with tf(t, d) as the frequency of term t in article or annotation d and avgtf(d)
as the average term frequency of d, calculated as avgtf(d) =

∑
t∈dT tf(t, d)/|dT |

and dT being the set of terms occurring in document d. For a term t, we cal-
culate P (termspace(t)) = idf(t)/maxidf with idf(t) = − log (df(t)/numdoc),
df(t) as the number of documents in which t appears and numdoc as the number
of documents in the collection, and maxidf being the maximum inverse docu-
ment frequency. For a topic T , let qterm_1, ..., qterm_n be the corresponding
query terms. For our baseline run (denoted baseline), where no augmentation
is applied, we created the following POLAR program
3 Since our POLAR prototype was not available to the date the assessments started,

we did not apply a pooling procedure. The initial ranking was produced directly
with HySpirit.
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rel(D) :- D[qterm_1] ... rel(D) :- D[qterm_n]
?- rel(D) & document(D)

to express the query“qterm_1 OR ... OR qterm_n”. We made experiments with
both full and radius-1 knowledge augmentation and different global access prob-
abilities ranging from 0.1 to 1 in 0.1 steps. The experiments with full knowledge
augmentation are denoted knowlaug-<accProb> with accProb being the ac-
cess probability (e.g, knowlaug-0.1 means full knowledge augmentation with
P (acc_contentanno(o1,o2)) = 0.1 for two objects o1 and o2 and o1 accesses
o2). Similarly, we tested radius-1 knowledge augmentation with the same dif-
ferent access probabilities as above (denoted knowlaug-r1-<accProb>). For all
knowledge augmentation runs, we executed the POLAR program

rel(D) :- //D[qterm_1] ... rel(D) :- //D[qterm_n]
?- rel(D) & document(D)

providing different POLAR translations for full and radius-1 knowledge augmen-
tation (as discussed in Section 3). The simple approach described in Section 4.1
is called merged.

Table 1 shows the results4 of some selected runs where we assumed an ar-
ticle as being relevant only if it was actually judged as relevant. In contrast,
for the results in Table 2 we assumed an article as being relevant if it was ac-
tually judged relevant or had relevant annotations. Listed are the result of the
experiments which gained better results than the baseline. In the other exper-
iments (not listed here) we noticed that performance decreases with increasing
access probabilities, leading to the conclusion that the bias coming from the
discussion thread should not be too strong. But we also see that a slight bias,
when the access probability is 0.1, is beneficial w.r.t. retrieval effectiveness. We
also discover that the difference between performing full knowledge augmenta-
tion vs. radius-1 knowledge augmentation is only marginal, so it seems fine to
apply radius-1 knowledge augmentation instead of traversing whole annotation
threads. In fact, as we can see in the recall-precision graph in Figure 4, for high
access probabilities full knowledge augmentation has a more destructive effect.
This can be explained by topic changes occurring in a discussion thread. If the
terms describing a new topic after a topic change are propagated with a high
access probability to the root document, the algorithm assumes this document
to be relevant to the new topic, which it is most probably not. With low access
probability, this effect vanishes, and with radius-1 knowledge augmentation, the
probability of a topic change is small as we regard only direct annotations here.

Table 2 shows the results of selected runs where we assume a document to
be relevant when it itself is judged relevant or has relevant annotations. We can
see an even bigger gain in retrieval effectiveness w.r.t. the baseline for access
probabilities 0.1 and 0.2, and the merged run. This is of course not a big sur-
prise, as our baseline run does not consider the additional knowledge coming

4 All results were generated with the TREC tool trec_eval; t-tests with confidence
p ≤ 0.05 were applied for determining statistical significance [15].
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Table 1. Mean average precision (MAP) and precision at 5, 10, 15, 20 and 30 doc-
uments retrieved for some selected runs. Best results are printed in bold, ‘*‘ denotes
statistical significance (compared to the baseline).

Run MAP P@5 P@10 P@15 P@20 P@30
baseline 0.5609 0.77 0.7 0.66 0.615 0.5467
merged 0.5511 0.77 0.66 0.59 0.5625* 0.51

knowlaug-0.1 0.5773 0.78 0.705 0.6867 0.63 0.5517
knowlaug-0.2 0.5627 0.74 0.705 0.67 0.62 0.5383

knowlaug-r1-0.1 0.5768 0.78 0.71 0.6867 0.6275 0.5517
knowlaug-r1-0.2 0.567 0.75 0.705 0.6733 0.6275 0.5417
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Fig. 4. Interpolated recall-precision graph of selected runs

from (relevant) annotations. We also observe the tendency to worse results with
increasing access probabilities (Fig. 5).

In our experiments, we regarded documents as relevant only if they were
judged so in one case, and additionally when they had relevant annotations in
another case. What difference this makes can be observed in one certain topic
about “Firefox security”. Here, the difference between the baseline MAP and
the knowlaug-0.1 MAP is 0.09 in the first case and -0.14 in the second, so
knowledge augmentation performed much better in the second and worse in
the first case. In this particular topic, many non-relevant articles are judged
as having relevant annotations. As an example, in an article about Microsoft’s
Internet Explorer (IE) being divorced from Windows, also some Firefox security
issues were mentioned in the annotations (in fact, in this particular article, many
discussions arose about Firefox vs. IE in general, which led this article to be
ranked 2nd place for the query about Firefox security). Topics like this, having
many documents with relevant annotations, thus benefit from our knowledge
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Table 2. Mean average precision (MAP) and precision at 5, 10, 15, 20 and 30 doc-
uments retrieved for some selected runs. Relevant articles are relevant itself or have
relevant annotations. Best results are printed in bold, ‘*‘ denotes statistical significance
(compared to the baseline).

Run MAP P@5 P@10 P@15 P@20 P@30
baseline 0.5257 0.78 0.71 0.6667 0.6225 0.555
merged 0.5828 0.81 0.71 0.64 0.6075 0.56

knowlaug-0.1 0.5605* 0.81 0.72 0.7* 0.645 0.5667
knowlaug-0.2 0.5596* 0.77 0.725 0.69 0.6375 0.565

knowlaug-r1-0.1 0.5595* 0.81 0.725 0.7033* 0.6425 0.5683*
knowlaug-r1-0.2 0.5616* 0.78 0.725 0.69 0.645 0.5683
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Fig. 5. Interpolated recall-precision graph of selected runs. Relevant articles are rele-
vant itself or have relevant annotations.

augmentation as well as from the merged approach. This is again no big surprise
as the baseline does not consider annotations at all.

We are aware that, due to our limited resources, our testbed with 20 topics
and 150 documents judged per topic, and the fact that some results are not sta-
tistically significant has an effect on the reliability of our results [15]. However,
we conclude that in essence there is an improvement in retrieval effectiveness
for the given settings by applying knowledge augmentation in a very moderate
way (global access probabilities around 0.1 and 0.2), especially in cases where
it is sufficient that non-relevant articles have relevant annotations (many of our
results are significant here). But we have to keep in mind that the ZDNet col-
lection contains a very special kind of annotation, namely user comments and
discussion about articles. While we find such annotations in various news por-
tals on the web, we cannot necessarily expect that our results are valid for other
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kinds of annotations (like personal notes or annotations in scholar environments
or humanities) or subject areas, as the type and quality of annotations might
differ. Further experiments certainly need to be performed to learn if and how
the types and subject areas of annotations affect results.

5 Related Work

Related and important work for our annotation-based retrieval approach has
many different sources. Marshall et al. thoroughly studied annotations in the
context of digital libraries (see, e.g., [12,13]). Annotation-based document search
is used by Golovchinsky et al. in a relevance feedback approach where only high-
lighted terms instead of whole documents are considered [10]. Another
annotation-based document retrieval method is introduced by Agosti and Ferro
in [1], where the evidence coming from a document and its attached annotation
threads is combined using data fusioning. This interesting approach was never
evaluated yet, due to the lack of a suitable test collection (like the ZDNet snap-
shot) so far. The idea of using the thread structure as a context for retrieval
is also applied in several discussion search approaches [16,17]. Other related ar-
eas, especially when it comes to exploiting the link context of a document, are
hypertext IR (see, e.g., [3]) and topic distillation [5]. The idea of knowledge
augmentation has its roots in structured document retrieval and is discussed
thoroughly by Rölleke in [14].

6 Conclusion

After giving an outline of the POLAR framework, we discussed full and radius-
1 knowledge augmentation. POLAR programs are translated into FVPD ones
and executed by an FVPD engine. To evaluate the integrated knowledge aug-
mentation approach for document search, we set up a test collection based on
ZDNet News. The results show that applying knowledge augmentation with a
low global access probability can be beneficial for retrieval effectiveness. Future
work will concentrate on enhancing the POLAR prototype in order to perform
further experiments for document and discussion search, and on the integration
of POLAR into an existing digital library system supporting annotations.
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Abstract. The task of searching for documents is becoming more challenging 
as the volumes of data stored continues to increase, and retrieval systems 
produce longer results list. Graphical visualisations can assist users to more 
efficiently and effectively understand large volumes of information. This work 
investigates the use of multiple visualisations in a desktop search tool. These 
visualisations include a List View, Tree View, Map View, Bubble View, Tile 
View and Cloud View. A preliminary evaluation was undertaken by 94 
participants to gauge its potential usefulness and to detect usability issues with 
its interface and graphical presentations. The evaluation results show that these 
visualisations made it easier and quicker for them to find relevant documents. 
All of the evaluators found at least one of the visualisations useful and over half 
of them found at least three of the visualisations to be useful. The evaluation 
results support the research premise that a combination of integrated 
visualisations will result in a more effective search tool. The next stage of work 
is to improve the current views in light of the evaluation findings in preparation 
for the scalability and longitudinal tests for a series of increasingly larger result 
sets of documents. 

Keywords: Query result processing, query reformulation, tree view, map view, 
bubble view, tile view, cloud view, evaluation, search engine, user interface. 

1   Introduction 

The worldwide explosion in digital information due to rapidly increasing computer 
usage and the development of the Internet has been widely noted and documented [1]. 
As the volume of information stored electronically has grown, so has the need to be 
able to search this information resource in order to be able to answer individual 
information needs [2]. This has led to the dramatic increase in the development of 
search tools to meet the growing demand to locate information more easily. 

The dramatic growth in web search technology, pioneered since 1998 by Google, 
has led to the widespread use of such tools by most computer users. Mainstream 
development to-date has concentrated on providing tools for searching the World 
Wide Web. Desktop search tools, for searching documents held on local computers 
hard drives, have been slower to develop. It is notable that these tools are now being 
incorporated into the latest desktop Operating Systems - Spotlight in Apple’s OSX 
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and Microsoft’s Vista also incorporates similar functionality. Therefore, these desktop 
tools are starting to reach a much larger user base. 

In a classic search engine, the users enter their search terms and then request the 
system to search for matching results. These are then returned as a list of resources 
that best matches the users’ queries. Typically, a large text-based list of ranked results 
is returned to the users who scan through them to identify deemed relevant 
documents, and read through the contents to extract information to satisfy their 
information needs. As the volumes of data to be searched increase and result lists 
becomes increasingly longer, the challenge is now to maintain the efficiency and 
effectiveness of the search and result selection process. 

Well-presented graphical views can convey large amounts of complex information 
in a simple and easy to understand manner [3]. It is, therefore, not surprising that 
graphical visualisations have been employed in search engines to assist users in the 
searching process. 

2   Related Work 

Much research in Information Retrieval Systems (IRS) has been focused on the 
algorithms used for searching and relevance ranking. This includes work on 
augmenting search results by the use of metadata such as thesauri for aggregating 
results. However, most of the deployed systems (including search engines) are based 
on returning textual list of results for users to review.   

Some graphical tools have been developed to visually assist the user in formulating 
their query. These include the use of Venn Diagrams, Filter-Flow Visualisations and 
Block Orientated Visualisations, which have been documented elsewhere.  

However, the principal area where visualisation techniques have been applied is in 
the results review process. Here a visualisation is used to replace or augment the 
results list and/or the document preview functions. A number of tools have been 
created that use a variety of 2D and 3D graphical visualisations in order to allow the 
user to explore and understand the results of their query. 

In order to support query reformulation visualisations usually present terms that are 
related to the query terms being used. These related terms often come from a 
controlled dictionary, thesaurus or other metadata held in the system. The user can 
review these new terms and use them to modify their query. One such tool is the 
AquaBrowser Library [4] which shows a visual word cloud that suggests words 
similar or related to the users query terms.  

Established online search engines such as Google have a very traditional user 
interface. While the search and ranking algorithms behind these search engines are 
very sophisticated their interfaces have remained traditional and text based. However, 
a number of new online search engines have started to offer more graphical interfaces 
to assist users. Grokker and Ujiko are examples of visualisations being used to present 
the results of web searches. 

Whilst some evaluation studies have reported mixed results [5] many have found 
positive support that the visualisations have aided user performance [6, 7]. Even in 
cases where performance has not improved users often report better satisfaction with 
tools incorporating visualisations [8]. Visualisations seem to be particularly effective 
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where the complexity of the task and volumes of data are at their highest [9, 10]. They 
also seem to work well when they are kept as simple as possible [11]. 

3   Design 

A Java based lightweight desktop search engine was developed that could index and 
search content on a desktop computer. The indexing and searching sub-systems were 
designed based on traditional IRS principles and incorporates stop word removal, 
stemming and is based on Boolean logic.  

The design of the user interface was based on the following research premises: - 

• Visualisations can assist users to search for documents [7, 10] 
• Different visualisations can be used to support different elements of the 

searching process (results review and query reformulation)  
• Different graphical techniques can be used to assist users to visualise 

different kinds of information 
• Visualisations work best when they are kept simple [11]. 

The search engine GUI has a plug-in view architecture that allows different views 
to be created independent of the searching mechanism. Six views were constructed for 
use and evaluation. While most of the individual views have been used elsewhere as 
standalone views in different forms of IRS, the novelty in our work lies in the bubble 
view, and the provision of a suite of related views thereby providing synergy through 
flexibility to switch views to visualise, infer and process the result sets differently.  

3.1   List View 

The List View (see Fig 1) is the classic search results view. It contains a list of files 
that, based on Boolean logic, match the users query. Each file name is shown along 
with the number of “hits” from the query. A hit is defined as one occurrence of one 
query term in the file contents. The files are listed in descending order of the total 
number of hits found.  

 

Fig. 1. List View 
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This view also contains a File Viewer window. This window will display the 
textual contents of a selected file in order to allow quick review of the file contents. 
Any non-textual content, such as images etc. in a Word or PDF document, are not 
displayed. Similarly, some of the source document formatting will be lost as only line 
and paragraph breaks are preserved in the text extraction process. 

3.2   Tree View 

The Tree View is similar to the List View (see Fig 2). The files are organised based 
on their underlying folder structure. For each file in the results list, all of its parent 
folders are added to the folder hierarchy (avoiding duplicates). The Result files are 
then added into the tree at the appropriate folder for their physical location.  

 

Fig. 2. Tree View 

This view is very similar to the Microsoft Windows Explorer view. However, only 
files that match the query string are displayed and only the parent folders of these files 
are included in the tree.  

The purpose of this view is to use the physical file structure as part of the results 
display. If users have taken the time to organise their documents into meaningful 
folders and hierarchies then this information may be useful when reviewing results. 
This view is particularly suited for thesaurus or taxonomy based folder organisations 
where documents are stored in the respective nodes of this organisation scheme. 

3.3   Map View 

The Map View (see Fig 3) provides an overview of the relationship between the 
query terms and the result files. Each query term is depicted as a blue rectangle and 
each result file as a green ellipse. Lines link related query terms and results files. 
These are annotated (in red) with the number of occurrences of the query term in the 
result file. 

The view can be zoomed and rotated and individual shapes can be moved around 
on screen. In addition, the shapes can be reduced to mini icons if the display is 
overcrowded. 
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Fig. 3. Map View 

The purpose of this view is to provide an overview of the query and how the 
individual query terms are influencing the results. Therefore, this bird’s eye view can 
be used to detect problems in the query specification if the required results are not as 
expected. It will clearly show the relative influence of each query term in producing 
the result files and therefore help the user in deciding whether the query needs to be 
reformulated and how to do so.  

3.4   Bubble View 

Boolean logic systems make it difficult to judge the relevance of a result file. The 
total number of hits may not be a good guide to relevance especially when document 
length is taken into consideration. Therefore, it is desirable to normalise this measure 
to take into account document size. In this work, this is done by calculating a hit 
density for each result file expressed as the number of hits per 1,000 searchable terms 
(non stopwords) in the document. 

The intention of the Bubble View (see Fig 4) is to help the user better assess the 
relevance of different documents. The axes of the graph are the number of hits and the  
 

 

Fig. 4. Bubble View 
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calculated hit density. These measures are used to distribute the documents along each 
axis as they provide good document discrimination in order to achieve a better 
visualisation. The diameter of the bubble is determined by the number of query terms 
present in the result file – more query terms found results in a larger bubble diameter. 

Quadrant 1 is expected to contain the most relevant documents as both the number 
and density of hits is greatest. Correspondingly, quadrant 4 will be expected to 
contain the least relevant documents, as both the hit count and density are smallest. 

The Bubble View provides an overview of document relevance for a given query 
and aids the review of documents most likely to be relevant to the query. 

3.5   Tile View 

The Tile View (see Fig 5) presents each result file as a coloured tile using a Treemap. 
A Treemap is “a space-constrained visualization of hierarchical structures” [12]. The 
size of each tile is determined by a measure such as Total Number of Hits, File Size, 
and Hit Density (Hits per 1,000 searchable terms). Using the control panel the user 
can change the measure used to determine the size of a tile.  

In addition, the colour of a tile is determined by its file type. The display can be 
restricted to certain file types or all can be shown.  

The Tile View can optionally include the folder hierarchy of the results files. In 
this variant, all the result files in a specific folder are grouped together in a “super 
tile”. Each folder is enclosed within a tile representing its parent so that the entire 
folder structure of the results files can be displayed. 

The purpose of the Tile View is to allow users to review the results visually and 
judge their relevance based on different criteria with larger tiles denoting the most 
relevant documents. They can then decide which files to review in detail by looking at 
their contents. 

 

Fig. 5. Tile View 

3.6   Cloud View 

The Cloud View (see Figure 6) is adapted from the Tag Clouds popular on social 
networking sites such as Flickr [13]. A Tag Cloud is a weighted list which contains 
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the most popular tags used on that site and the relative popularity of each tag is 
indicated by changing its font. It is thus easy to see the most popular tags. 

The Cloud View creates a Word Cloud based on the (indexable) content of the 
result files. The contents of these files are examined and stop words and non-
indexable terms are removed. The words are then stemmed and a simple term count 
made of all the terms in the documents. The top 300 terms are then displayed in a 
Word Cloud as they represent the most common indexable terms in the documents.  

Only files selected in the Results List (in the left hand window) have their contents 
included in the Word Cloud. If the user changes the selection of files, the Word Cloud 
is dynamically refreshed with information based on the new selection of files. 

 

Fig. 6. Cloud View 

When the user clicks on a word in the Word Cloud a popup menu appears offering 
the choice to expand, restrict or exclude the word from the current query or to create a 
new search using the selected word.  

The purpose of the Cloud View is to help users to reformulate their queries based 
on the searchable terms found in the results documents. This could be used to expand 
or restrict the search in order to better refine the results set. 

4   Evaluation 

The next stage was to undertake a preliminary system evaluation in order to 
determine the usefulness of the views in the system. The principal aim was to 
determine if the availability of such visualisations was useful and which of them 
would be worth developing further. As such, the work reported in this study is 
mainly intended as a proof of concept and to have a first gauge of usability and 
usefulness of the views. 

The evaluation was carried out through a user survey based on the questionnaire 
technique. A questionnaire comprising 51 questions was developed to gather user 
opinion about the visualisations and their usefulness. The evaluation was split into 
five tasks – each task required the user to perform a search in support of a given 
information need and the participants worked through these in sequence. For each 
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task they were given five minutes to interact with an interface to find the most 
relevant documents to satisfy the information need.  Following this, they were asked 
to complete a series of questions pertaining to the interface used.  

Prior to the evaluation, a handout describing the search engine and views was 
provided to the evaluators, followed by a briefing and demonstration. Evaluators were 
also invited to download the search engine to familiarise themselves with it and the 
various views. Each evaluator had a minimum of one week of familiarity prior to the 
evaluation, and each spent 45 to 60 minutes in completing the evaluation.    

Since the purpose of this evaluation was to review the visualisation aspects of the 
search tool, it was important to remove other factors that could influence user 
responses. Therefore, for each task the search terms to be used were pre-specified. 

The evaluation system was based on a small collection of 30 documents since this 
was a preliminary evaluation to test the proof of concept of these visualisations. At 
the same time, the search engine has the provision for users to define and show the 
top n documents. This filtering system effectively restricts the volume of results 
displayed to the user, so even if a larger collection were used for indexing, the user 
would only see a controlled subset of documents when reviewing the results. Based 
on the results of this evaluation, we expect future evaluations to be more 
comprehensive and extended to test for scalability to larger document collections. 

The documents covered topics on information retrieval systems, the World Wide 
Web, indexing and programming languages and a portion of the ERIC thesaurus was 
used to create a hierarchical folder structure. The sample documents were then stored 
into the folders based upon their categorisation in ERIC. 

The students of the Nanyang Technological University M.Sc. Information Studies 
class of 2006/07 participated in the evaluation. There were a total of 94 participants – 
57% were female and 43% were male. 

4.1   List View Results 

This is the classic search engine results view with no additional visualisation. The 
responses received (see Table 1) showed strong support that the List View is both 
easy to use and useful in reviewing the results. These results confirm that the basic 
design and operation of the desktop search engine is effective and useful. 

Table 1. List View Results 

# Question % Who Agree / Strongly Agree 
1 The List View was easy to use. 89% 
2 The List View was useful in reviewing my results. 86% 

4.2   Tree View Results 

The results strongly indicate that the Tree View (see Table 2) was easy to use and 
useful in reviewing the results. The results are very similar to those of the List View. 
As would be expected from these results a large majority (93%) of the evaluators 
found the function of the Tree View clear and obvious.  

The evaluators also indicated that they organise and structure their own folders so 
most of them could potentially benefit from a search engine that uses the folder 
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structure to present search results. This confirms the design premise that the user’s 
folder structure would be a useful aid to presenting the results documents as well as a 
means to logically organise information in thesaurus/taxonomy-like structures that 
can support browsing as well as searching in this instance. 

Table 2. Tree View Results 

# Question % Agree / 
Strongly Agree 

6 The function of the Tree View in the left hand window was clear and obvious. 93% 
7 The Tree View was easy to use. 91% 
8 The Tree View was useful in reviewing my results. 85% 
9 I organise my documents logically in folders so this view would be useful to me. 87% 

4.3   Map View Results 

The evaluation results for the Map View (see Table 3) showed that slightly over half 
of the evaluators (51%) agreed or strongly agreed that the Map View was useful in 
reviewing their query results and reformulating their query. The distribution of 
responses for ease of use and usefulness are very similar. 

Table 3. Map View Results 

# Question % Agree / Strongly Agree 
13 The Map View was easy to understand. 53% 
14 The popup windows were useful. 75% 
15 The Map View was easy to use. 58% 
16 The Map View was useful in reviewing my query results and 

reformulating my query. 
51% 

Comment analysis indicated that the most useful aspect noted by the evaluators 
(33) was the ability to see an overview of the relationship between the query terms 
and the results files. This was the design premise for the Map View – to provide a 
clear overview of the query. However, the view can become very crowded when a 
large number of items are displayed resulting in overlapping of the graphic objects. A 
significant number of evaluators (34) indicated that this caused confusion.  

4.4   Bubble View Results 

The evaluation results for the Bubble View (see Table 4) show that around half the 
evaluators (46%) found this view useful in reviewing their query results. The majority 
of evaluators found the position (65%) and size (59%) of the bubbles gave them 
useful information, which supports the concept of this view as a means to convey 
several dimensions about the relevance of the results documents.  

The comments analysis showed that useful features were the ability to get a quick 
and easy overview of the relevancy of the results and the ability to see the hit density. 

The major confusion factors reported were related to the display of a large number 
of result documents. In this case, the document titles overlap and become unreadable 
and the evaluators found the display to be very cluttered and messy. Some evaluators 
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(10) did not understand that the size of the bubble related to the number of different 
query terms found in the result document.  

Table 4. Bubble View Results 

# Question % Agree / Strongly Agree 
20 The position of a Bubble on the Chart gave me useful information. 65% 
21 The different sizes of the Bubbles made sense and was useful. 59% 
22 The Bubble View was easy to use. 51% 
23 The Bubble View was useful in reviewing my query results. 46% 

4.5   Tile View Results 

The results of the evaluation of the Tile View (see Table 5) show over half the 
evaluators (59%) agreed or strongly agreed that the Tile View was useful in reviewing 
their results. Over two thirds found the tiles to be obvious and easy to understand 
(68%) and the ability to use different criteria to control their sizing was found to be 
useful (69%). This supports the design objective for this view to easily support the use 
of different criteria for judging the relevance of the results documents. 

The ability to group files by folders also received strong support with 75% of 
evaluators agreeing or strongly agreeing that this was useful. 

The comments analysis indicated that useful features were the ability to change tile 
size based on different criteria, the ability to group files by folder and the use of 
colour to distinguish file types. 

Table 5. Tile View Results 

# Question % Agree / Strongly Agree 
27 The purpose of the Tiles and the Information they display was 

obvious and easy to understand. 
68% 

28 The ability to change Tile Size based on different criteria was useful. 69% 
29 The ability to group files by Folders was useful. 75% 
30 The Tile View was useful in reviewing my query results. 59% 

4.6   Cloud View Results 

The results for the Cloud View (see Table 6) showed that nearly two thirds of the 
evaluators found the Cloud View useful in reformulating their query (63%) and easy 
to use (61%). However, the distribution profile for question 37 (usefulness of Cloud 
View) is different– it has a bi-polar distribution, with a peak for disagree and agree.  
This implies that the evaluators were split into two groups.  

A review of the comments strongly supported this conclusion. Those evaluators 
who scored the usefulness of the Cloud View very low (strongly disagree or disagree) 
reported a lot of confusion as to the contents of the Cloud. In other words, they did 
not find the view useful because they did not understand what it does.  

In order to support this conclusion, the responses to question 34 (about 
understanding the contents of the view) were compared to those of question 37 
(usefulness of the view). Of those who found the view difficult to understand 
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(disagree or strongly disagree with Q34) only 29% found it useful. However, 85% of 
those who found the view easy to understand (agree or strongly agree with question 
34) found it useful. Therefore, it is reasonable to conclude that the reported usefulness 
of the Cloud View would increase if the users better understood what it does. The 
comments imply that some users had not seen this type of visualisation before. 

Table 6. Cloud View Results 

# Question % Agree/ 
Strongly Agree 

34 The contents of the Word Cloud were obvious to me and easy to understand. 56% 
35 The popup menu on the Word Cloud was easy to use. 66% 
36 The Cloud View made it easy to reformulate my query. 61% 
37 The Cloud View was useful in reformulating my query results. 63% 

4.7   General Results  

After evaluating each of the views, the evaluators were asked for feedback that was 
more general about the search engine and its visualisations. There was strong support 
that they made it easier (83%) and quicker (86%) to find relevant documents. 

4.8   Limitations of Evaluation 

As this was intended to be a preliminary evaluation, we did not address the issue of 
scalability in terms of document collection sizes (hence result list sizes), as the main 
aim was to obtain a first set of evaluation results to validate the ease of use and 
usefulness of the various views to display and aid users to effectively use the search 
results.  As such, we have left the testing of scalability for future evaluation.  Along 
with this, we expect to carry out a series of longitudinal studies as research has found 
that complex interfaces summarising lots of data in comparison with simple interfaces 
will invariably fall short of users’ satisfaction metrics initially but stand to have the 
potential to be gradually accepted when used for longer periods of time [14]. Another 
potential limitation is in the form of learning effects in using a small document set in 
the evaluation.  In order to minimise this, we have used different scenarios in each of 
the 5 tasks with different queries resulting in different relevant documents.  With 
hindsight, we might have used a larger set of documents in different domains for the 
evaluation to ensure that this effect is eliminated.  Nonetheless, we do not view this as 
a serious limitation due to the context of our current evaluation objectives. 

5   Conclusion 

The results of the evaluation indicate that overall the users found the visualisations 
useful and easy to use. They also felt that it would help them find their desired results 
quicker. In particular, the Tree View and Cloud View were rated highly by the 
evaluators. The Tree View takes advantage of the users own defined hierarchies (their 
folder structures) to present the search results in a format that significant numbers of 
the evaluators found useful. 
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The Cloud View is a much more novel interface and some of the evaluators had 
difficulty understanding its principle of operation. A large majority of those users who 
understood the concept found the view to be very useful. 

In conclusion, this work has shown that the inclusion of multiple visualisations 
would be likely to increase the usefulness and ease of use of a search tool and that 
different visualisations can be integrated together to provide support for different 
elements of the search process.  
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Abstract. We report on a study of the practices people employ to organize 
resources for their activities on their computers. Today the computer is the main 
working environment for many people. People use computers to do an 
increasing number of tasks. We observed different patterns of organization of 
resources across the desktop and the folder structure. We describe several 
strategies that people employ to customize the environment in order to easily 
perform their activities, access their resources, and overview their current tasks. 

Keywords: PIM, Document Management, Project Management. 

1   Introduction 

The computer is the primary work environment for a lot of people. People perform an 
increasing number of activities on their computer, and at the same time they 
accumulate an increasing number of documents. While the literature reports many 
studies on how people organize documents on their computers, the number of studies 
on how people organize resources and set the environment for their activities is 
limited. 

The resources needed to accomplish tasks or projects include not only documents 
but also applications. People need an environment in which to organize those 
resources in ways that support their projects and activities. Today’s computer systems 
offer an environment mainly based on a file storage paradigm. The hierarchical 
directories of the file system were developed for storing and retrieving files and not 
really as an environment for carrying out activities.  

This paper presents a study on how people organize resources on their computer in 
order to accomplish tasks. We observed how people structured their environment, 
how they made use of the desktop, of the folder structure, and of the other 
characteristics and tools that computer systems offer. We observed how and where 
they gather resources for projects, how they access them, and which type of resources 
and structures are common among several projects and people. These insights will 
inform the development of digital library systems that integrate the organizational 
strategies that people use. 
The next section describes prior studies of file and resource organization as well as 
system designs for better supporting people’s work practices. After this is the 
description of the study method and its results. This is followed by a presentation and 
discussion of the results. 
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2   Previous Work 

A number of previous studies have analyzed how people organize paper [4; 14; 16] 
and electronic [1; 3; 9; 10; 15] documents. The focus of prior research was on 
strategies used for archiving and organizing, on the type of classification or 
categorization of documents, on retrieval strategies, on relationships among job and 
type of organization, and on the influence of context. Other strands of research 
focused on the integration between document management and email management.  

Malone [14] studied how people organize paper documents in their office. He 
distinguished between two organization strategies: files and piles. He wrote that a 
very important role of the desk organization is to remind users of things to do, not just 
to help users find desired information. Bondarenko [4] finds that document 
management is strongly related to task management and that context is a very 
important aspect of information handling. Whittaker [16] observed paper handling 
strategies and in particular user habits in filing and piling and the reasons why people 
keep documents and duplication of documents on private and group collections. 
Barreau and Nardi [1] studied document organization in electronic systems. They 
distinguished among three types of information: ephemeral, working, and archived. 
Boardman et al. [3] tracked personal information handling across different type of 
data: files, email, and bookmarks. Ravasio et al. [15] detailed practices of document 
classification and retrieval. They analyzed average age of archival documents, 
number of files in folder, details of the hierarchical structures etc.  

Different solutions to the management of documents have also been proposed. 
Karger et al. [12; 13] propose to unify different kinds of information, such as files and 
emails, in a single structure. Dumais et al. [6] propose a search interface, SIS (Stuff 
I’ve Seen) as a tool to integrate different data that has been previously viewed. 
Bellotti et al. [2] propose to use email as the center for organizing personal 
information.  

Much of the above research indicates that how people organize information is 
heavily influenced by their current activities. There are a few studies of environment 
organization in computer systems aimed at understanding its relation to task 
accomplishment or project management. Jones [9] explored the way people organize 
information in support of projects. He wrote that folders frequently reflect basic 
problem decomposition or a plan for project completion. Kaptelinin [10] studied 
strategies people use in customizing their workspace and the typical problems people 
encounter in creating and using their virtual workspace.  

The connection between activities and resource management has motivated the 
development of tools for supporting projects. ROOMS [7] was an early tool to 
manage windows. The Universal Labeler (UL) [8] unites different types of 
information in a common project outline structure. UMEA [11] collects interaction 
histories that it uses to automatically add resources to a project space. 

This study focuses on resources and workspace organization in relation to people’s 
activities. This study observes broader system use in creating a project space. This 
broader context includes the use of shortcuts, the desktop, the taskbar, and the start 
menu and the role of applications (e.g. Excel or MathLab) in project organization.  
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3   Study 

This study looks at the strategies people use to set up their personal environment. Our 
main focus is in how documents and the environment are configured in relation to 
users’ activities. Which strategies do users apply regarding document management in 
order to accomplish their tasks? We are interested in seeing what characteristics of the 
file system and operating system interface people use to organize resources around 
tasks and projects. The study also investigates users’ motivations behind their 
resource organization. Several studies [2] highlighted the importance of emails to 
organize tasks and to-do lists. In this study the focus is on the organization of 
documents and tasks outside of the email environment. 

3.1   Participants 

30 people took part in the study. They were faculty, staff, and Ph.D. Students  
at a USA university. They belonged to different disciplines ranging across computer 
science, engineering, horticulture and the humanities. They included 12 women  
and 18 men. They all had more than 5 years experience with computers, with 26 of 
them having more than 10 years of experience. There were 3 Mac OS X, 4 Linux 
and 23 Windows XP users. Among the people willing to participate in the study we 
gave preference to people that dealt with several different activities so that they 
faced more complex resource organization. We were also interested in people  
with several years of experience since we wanted to record strategies established 
with time. 

3.2   Method 

The study took place either at the participant’s office or, in case he or she worked 
on a laptop, at the place of choice of the participant. We asked each participant to 
walk us through the file organization on their computer. The beginning of the walk 
through was guided by questions such as: 1) Which kind of activities do you do on 
your computer? 2) Can you show us where you keep all of your documents? The 
interview proceeded with more questions according to the way each participant was 
dealing with the documents. The study included the common questions 3) Can you 
tell us about those files on your the desktop? 4) Is there a special organization for 
files and why? 5) How do you access your documents? 6) How would you like to 
organize your documents differently? While the questions focused on documents 
and their organization, participants’ rationales and follow up questions provided 
information about how participants accomplished their tasks within this context. As 
the study progressed, we noticed the importance of some aspects and we began to 
ask more detailed questions regarding those aspects, such as taking notes and 
organization relative to projects. Each study lasted between 20 and 60 minutes. The 
interviews were recorded using a video camera pointed towards the screen. 
Analyzing the videos we identified several characteristics of workspace 
organization.  
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4   Results 

Today’s operating systems offer a rich environment that users can customize in order 
to work and organize their resources. We observed how participants put together 
various elements to create their own personal work environment.  

We first identify participants’ main work space. Then, we characterize their use of 
the desktop. We then look at the way they set access to their documents and 
applications. Next we describe the use of resources and the setting of the environment 
while working on a task. These include details of the role of temporary organization, 
file names and metadata, and notes. 

4.1   Work Environment / Portal 

Each participant had a preferred place used as the starting point for his activities. 
Using a web nomenclature we can call it the portal or home. For 50% of the 
participants this place was the desktop, for the others it was a folder or a directory.  

One participant used the desktop as her main work environment. She put items 
related to current activities in the center of the desktop and items related to next day 
tasks in the top left corner: “Every time I switch on my laptop I check the top left 
corner. Like in a book the left top corner is the first spot I would look at.” 

When participants used folders as their main context, those were either “My 
Documents” or the equivalent folder in Mac or Linux, a home directory created under 
the local “C:\” disk, or a folder on a network drive. Many considered their main folder 
as their own personal environment. They complained that applications create folders 
inside “My Documents” or in the Linux “Home” directory. They regarded it as an 
intrusion of the system in their own space. Some, to avoid this intrusion, created their 
main folder under the root directory “C:\”. 

In the following paragraphs we describe how the participants used the desktop and 
the folder structure as their work environment. 

4.2   Desktop Use 

87% of the participants used the desktop to some extent. They placed documents and 
shortcuts on it for either a short (few days) or long term and gave it a structure.  

Most of the participants (80%) used the desktop as a temporary place for 
documents before moving them into the folder structure, or to get them ready to 
transfer to another device (for example to a PDA), or to send as an attachment by 
email. While only one participant used the desktop exclusively for transient files, all 
others also used it to organize more long term resources. We can characterize the use 
of the desktop according to the following classification. 

1) Information Workspace. A group of users (50%) used the desktop as an 
information workspace with actual files and folders, not only shortcuts. For example, 
one researcher kept the files that she was currently working on at the center of the 
screen. On the left of the screen she had a couple of folders related to projects she has 
been working on during the last two months. When she completes this work, she will 
archive the files into “My Documents”. Another professor had a similar strategy. He 
kept several clusters of documents on his desktop: one cluster related to the classes he 
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was teaching, one related to the proposals he was writing, one for papers, and another 
cluster for documents that he would like to read eventually. All of the documents in 
the clusters will be either thrown away or archived once processed. In particular he 
cleaned up the desktop at the end of every academic semester. Another participant 
cleaned up the desktop regularly at the end of every day. 

2) Dashboard. One group (13%) had a lot of shortcuts to applications and folders, 
but not the real files. They often put some effort in creating an organization for those 
shortcuts on the desktop. They also used the desktop as a temporary space for 
documents that they did not intend to put into their folder structure but that they 
eventually wanted to take a look at. The position of those documents on the desktop 
also served as a reminder that they eventually wanted to take a look at them. One user 
in this group said he didn’t want to place files that he intended to keep on the desktop 
because he could not back up the desktop easily. Another user put shortcuts to folders 
that she was using frequently and that were deep in the tree structure of her network 
drive. She had about 40 shortcuts to applications and folders. 

3) Minimum. A group of participant (20%) used the desktop only for a few basic 
shortcuts to applications and folders. One participant only had links to “My 
Documents”, Internet Explorer and MS Word. He said he liked to have a clean 
desktop. He used those links to access his main work environment that was the folder 
“My Documents”. 

Four participants did not use the desktop at all. Three Linux users didn’t use the 
desktop because they used the command line to invoke applications on files (Emacs 
or MatLab for example); for them the graphic environment was useless. A XP user 
didn’t like to have the files on desktop always covered by open windows. 

4.3   Resources Access 

Participants expressed the importance of having the resources currently used on hand. 
Besides arranging shortcuts and documents on the desktop and in the folder structure, 
participants also customized the XP start menu, the XP quick launch bar, or the Mac 
OS X dock. They used the menu bar and the launch bar not only for applications, but 
also for shortcuts to the most frequently used folders. 

33% of participants added application and folder shortcuts to the quick launch bar. 
One professor used a green arrow icon for the folder containing the material of the 
class that he was currently teaching. He added this icon to the quick launch bar. A 
student had an icon on the quick launch bar with the image of a gear pointing to the 
folder for an engineering class. 

13% of participants modified the XP start menu to find frequently used 
applications more easily. They grouped similar programs, added shortcuts, or changed 
the names of the shortcuts. One participant modified the organization of links in the 
XP startup button menu “All programs”. Another participant created folders on the 
top left column of the XP start menu. He grouped similar applications such as MS 
office programs, graphics applications, or internet applications. A couple of users 
preferred to place their list of shortcuts to applications in a folder on the desktop.  
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4.4   File Identification 

Participants employed a variety of strategies to aid their identification of files inside 
folders and to make the files they are interested in stand out. They often used the 
system’s sorting capabilities to locate files. In addition participants used naming 
schemes, color, and modified icons to support identification. They extended file 
names with comments about the content of the file. 

Most participants had a preferred type of sorting inside a directory, most often 
alphabetical or by date. 50% left the default sorting, i.e. the alphabetical one. At least 
33% switch sorting methods, such as between by “last modified” and by name, when 
looking for a file. One user preferred sorting by type in folders containing her papers 
so she could visually isolate the pictures from the text. Another user used sorting by 
type on the desktop to separate real files from links. 

33% of participants occasionally used a date in the name of the file in order to 
force a chronological sort. For example a professor called the folders with classes 
taught with names such as “2005_CPSC333 (HCI)” using date, class name, and class 
title in the same filename. The date was the order he wanted his files to appear. This 
order doesn’t depend by the date the file was last modified or created. The same user 
created folders for classes that he will teach in two years.  

Only one participant used a spatial layout inside a directory. She was writing a 
book and she had a file for each chapter. She had to correct all the chapters. Therefore 
she put on the left of the window all the chapters that she had already corrected, and 
on the right side the ones she still had to process. 

13% of the participants, one Mac and three XP users, changed the icons for the 
most frequently accessed folders. One participant said, “I used it [the modified icon] 
to distinguish between folders that I tend to use a lot. It gives me a better idea of what 
is going on with them.” Another participant was not satisfied with the standard icons 
provided by her system, and so she created new ones using the graphic program Paint. 
For example, she used the image of an airplane for her travel folder.  

One Mac user colorized files to make them distinguishable. She used red or green 
for important documents. 

Occasionally participants added comments to file names indicating the document 
characteristics. One participant used the following convention for paper names, 
“Paper-name, version, date, collaborators, notes”. She had comments such as “No 
images”, and so on. An example name is “genetic 5-15 gb lb mj no_images” where gb 
and the following initials are people who contributed to that version of the paper. 

4.5   Temporary Organization 

There are files that are neither archived in the folder structure; neither do they belong 
to current activities. Participants may want to do something with them, but for lack of 
time or other reasons they put them aside. 

These files may be divided in three categories:  

1. To Process. Files they intend to look at and then throw away. They will throw 
them away anyway if they do not get to them for long time. 

2. To Keep. Files they need to file away in an archival structure. 
3. To Throw. Files they need to throw away but they have not got to them yet. They 

may never get to them. 
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Different participants had different strategies for dealing with potentially 
temporary documents. Some kept “To Process” files on the desktop, either scattered 
on the desktop surface or in a folder. Others used a temporary directory in the folder 
structure. One user had a “temp” directory on every network and local disks she was 
working on “I’m a big fan of the temp directory. I use it a lot but nothing there is 
really important. Everything in the temp directory can be deleted.”  

“To Keep” files were either files that participants didn’t know where to file or files 
that had not been filed yet due to time constraints or for other reasons. A Mac user 
kept all the documents that she didn’t know where to file on the desktop in a folder 
called “Untitled”. Other users kept them in the main folder outside of other 
subfolders. A user said, “You have to have a mess somewhere, right? A fundamental 
rule of organizing things is you have to have one place where you put things that 
don’t fit anywhere else. In my computer it is the desktop. There is no inherent 
structure on the desktop. The structure is in My Document.” 

“To Throw” files were often kept in the root of the main folder, for example in My 
Documents. One user kept all temporary documents under “My documents”. He had 
30 folders under My Documents and hundreds of loose files: “The folders are what is 
really important, but the documents under the root directory are not. They end up 
there and I don’t use them anymore.” Others users had a similar organization: they 
dumped everything in the root directory and then forgot about them.  

“To Keep” and “To Throw” documents often were mixed together. Users said that 
that among the tens of files to throw away in their main directory there were files they 
intended to keep, but they didn’t want to spend time sifting them out. 

4.6   Notes 

People working on projects or tasks typically maintain notes or to-do lists. We 
therefore observed our participants’ practices regarding notes. They took notes in 
either paper or electronic form. They had both general notes and notes specific to 
projects. The note files were often given the same name, “notes” for example, across 
different locations. 

30% of the participants reported writing notes on paper. One user sometimes wrote 
a to-do list in an email that she then sent to herself, but she prefered to write them on 
paper so that when she completes an item she feels satisfied as she marks it off. 

67% of the participants used an electronic form of notes at some time. One Mac 
user used sticky notes in a dashboard (a Mac application), an XP user uses MS 
OneNote, and others wrote them in text files or Word. Many participants reported 
using two types of files for notes: one general, that contains a to do list, and that is 
maintained in their main directory, often on the desktop, and other note files that are 
relative to projects and are maintained in the folder relative to the project. One user 
kept a file called “notes” in every project directory. One user kept a sort of diary that 
he called “log” on the desktop in Word format. He organized the notes by date, and 
at the top of the document there was the list of items to do. Another user wrote note 
on paper, then she scanned them and stores them in PDF format in project 
directories. 
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4.7   Project Context and Work Environment 

Previously we observed that each user has a portal, we described how participants use 
the desktop and how they personalize the start menu and launch bar. We now step 
back and present an overview of how all those ingredients combine to form a working 
environment. It is useful to distinguish between the organization of resources around a 
single project (project context) and the organization of groups of projects (work 
environment.)  

The work environment is the general space that participants use to carry out 
activities, to work and manage their projects and other tasks. The work environment is 
the place that users personalize in order to work on their current projects. It is also the 
place where the user gets an overview of all the activities in which they are involved. 
The desktop is an example of a work environment. 

Project Contexts are elements of a work environment which provide context for 
individual projects or tasks. A folder or a cluster of documents on the desktop are 
examples of project spaces. Kaptelinin [11] writes that “To carry out a higher-level 
task (or project) the user typically has to set up and manage a project-specific work 
context, that is, organize necessary resources to make them readily available when 
working on the project”. 

The standard environments used by our participants (Windows XP, Mac OS X, and 
Linux) offer little support for managing individual projects or groups of projects. 
Users may gather resources related to a single project inside a folder or may cluster 
them in an area of the desktop. Beyond surveying the desktop or user’s main 
directory, there are no facilities that provide an overview of the user’s projects. 

There are systems dedicated to the management of projects. Kaptelinin [11] 
surveys systems that provide specific support for high-level user activities. Among 
them he includes Personal Information Management systems (PIM) such as Microsoft 
Outlook alongside dedicated project spaces such as ROOMS [7], the X Windows 
Manager, and non hierarchical file systems such as Presto [5]. 

None of our participants used any dedicated software for managing resources. 
Some of our Windows XP users made use of Outlook. Applications such as Outlook 
provide elements useful for supporting activities, such as calendars, address books, to-
do lists, and notepads; but they do not provide any support for the management of the 
resources related to those activities.  

The following explores how our participants set up their resources and 
environment to keep track of their projects’ activities. 

4.8   Practices for Project Context … 

The project context is achieved by organizing resources and by creating the space that 
is used as the working space. Typically participants collected the resources needed in 
a folder, or in a cluster of documents on the desktop. Besides collecting resources, 
people also set the space by facilitating access to some resources and by creating an 
organization functional to the project. 

Our participants used various strategies to create a context. For some participants 
the project context was a folder. For others it was a cluster of documents on the 
screen. For others it was a specific location on the desktop. For one participant the 
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current project was in the center space of the desktop while for another it was in the 
right area of the desktop.  

For participants using Linux, the context was often represented by a Linux 
workspace. Linux has the possibility to create multiple workspaces; it shows a map of 
them in the taskbar from where it is possible to select the workspace to make current. 
Participants used different workspaces for different contexts. One professor kept one 
workspace for her research and one to work with students. One student used a 
workspace for emails, and a workspace for each network machine he was working on. 

For other participants the context was the set of open programs and documents. 
Some participants, in order to keep the current context, never switched off their 
computer. One Mac Laptop user said she switched it off a couple of times in the last 
three years. She wanted to keep open all the documents she was working on.  

For a participant a system based on projects instead of folders better characterizes 
her working practices. “When I save a file, I would like the system to ask me not the 
folder but the name of the project. Then the system should file the document using the 
convention for that project.”  

A substantial number of documents do not fit in any particular project. Examples 
among the study participants were media files, such as music and photos. General 
purpose documents such as to-do lists, frequently used forms, and department phone 
lists also did not fit the participants’ project specific organizations. These files often 
ended up on the desktop, or loose in the user’s main directory. It is difficult for users 
to find an appropriate location to archive these files as they do not belong to any 
projects but are part of the general working environment. 

4.9   … and Work Environment 

The borders between project context and work environment are often blurred. Since 
current systems do not offer projects facilities, it is difficult sometimes to distinguish 
between the setting of a project context and of a work environment. Spaces can be 
shared between the current project and the set of all projects. People place resources 
belonging to separate projects along with general resources on the desktop and in the 
quick launch bar.  

In setting the environment participants looked for ways to overview all projects, to 
highlight the current project among all the others, to show a priority among projects. 

For a technical assistant in an engineering department the desktop was both his 
work environment and the space for his current project. He worked on tasks assigned 
to him by a pool of twenty professors. He kept folders relative to tasks on the desktop. 
He named the folders with the date followed by the professor name. He said that this 
convention helped him “keep the context”. If he were to create a folder with a 
professor name and inside it subfolders with the date for each task, or vice versa, he 
would loose the context when he had to move subfolders to other locations. For him 
the professor name and date represented the task context. The set of all tasks on the 
desktop represented the work environment. He kept the tasks he was currently 
working on and those he recently worked on the desktop. He moved folders off the 
desktop and to an archival location under “My Documents” only when the desktop 
was ¾ full. He always kept ¼ of the desktop free to drag the folder for the current task 
to that location. That was the place to work on his current task. 
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The blurring between project and environment was problematic for some people. 
One professor used two screens and both were completely covered by icons. 
Documents belonging to different projects were mixed together on the desktop. “All 
my documents are organized by activities. On the desktop I use a chronological order, 
but then different activities overlap and it is a problem.”  

The overview of multiple tasks and their priorities is an important part of the 
context. One user had folders on the desktop called “Burning” and “In progress” to 
visualize priorities. 

The setting of the work environment shows an interesting characterization of areas 
on the computer. 46% of the participants distinguished file locations on their 
computer as working context and archival. The working context being the desktop or 
the root of the main directory, while the archive the deeper folder structure. 
Interestingly though, the others 54% do not separate locations between current and 
archival: they keep all their documents in the same folder structure, but they create 
access to the current context by using shortcuts on the desktop. Therefore archived 
and current documents are all mixed together in the same location. What distinguishes 
archival and current documents is not the location but the structures people build to 
access them. For example, a professor with one folder for each class taught had about 
20 folders in a subdirectory called “Classes” under “My Documents” folder. Present, 
past and even future classes were in the same location, in the same structure. But he 
had a shortcut on the desktop and in the launch bar to the folder with the class that he 
was currently teaching. Those shortcuts made current working folders and documents 
easily accessible.  

Users that separated archival and working files express the geographical concept  
of “close” location. They filed archival documents in the directory structure and 
placed current documents in a “closer” position. The close position was the desktop, 
the root of the main directory, or the upper folder structure. For example, one user  
had three levels: the desktop for current files, the folder structure for archival 
documents, such as “Home\classes\HCI\2004”, and an intermediate location, the 
folder “Home\classes\HCI”, for the documents related to the most recently taught 
HCI class. Another user kept all current and recently completed tasks on the desktop, 
and moved them in the archival section only when the desktop was too full. 

To summarize, users construct an environment using a combination of document 
organization and access features. Some users rely heavily on access features while 
others use different locations. 

4.10   Issues or Motives 

It is normal to think that people organize resource on their own computer in order to 
work with them efficiently. But several of our participants reported that they chose a 
particular organization in order to deal with a technical issue.  

54% of participants indicated that backup influenced their document organization. 
A couple of users put all documents in a single folder structure under “C:\”, so they 
could backup them with a single mouse click. One user was very concerned with the 
backup. He kept all files in a directory under “C:\” and he would frequently back it 
up. He wouldn’t trust the standard folder “My Documents” because “all applications 
know about the existence of that folder and who knows what they may do”. Other 
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participants avoided putting documents on the desktop because they considered the 
desktop as a path difficult to reach and that meant extra steps for backup. Conversely 
other users avoided putting files where they were automatically backed up. They 
created two parallel structures: a set of files that they wanted to back up under “My 
Documents” and another set of files outside of the area designated for automatic 
backup. The main reason for these behaviors was either space or time. Some reported 
that the backup was to a disk with limited storage and they did not want to cause a 
problem with lots of media files. 

Another common technical issue (33%) influencing resource organization was 
synchronization with other computers, either with a laptop, a home desktop, or a 
network disk. A couple of users used versioning software (CVS). Others organized 
documents in such a way to make synchronization with other computers easier. A few 
users solved the problem by keeping all their files on a machine accessible both by 
home and by the office, usually a network disk. 

4.11   Changing Practices (or Not) 

Participants reported that the way they organized their files was not necessarily the 
best one or an optimized one. Sometimes the organization had a long history. A 
couple of users said they have been using the same file structure for more than 10 
years and had become used to it. “It is organized [tree structure] in a way that I have 
gotten used to over the years”. They knew where to put and find everything. 

Other people started organizing resources in a certain way and after a while they 
changed their strategy. One participant initially saved all the attachments she received 
by email in folders with the name of the sender. After a while she realized that the 
documents of some users belonged to different projects and, at the same time, the 
documents related to one project were spread in different folders. She changed 
strategies and began to organize everything by project.  

Other users were not happy with their organization but they simply had not thought 
about changing it or were avoiding the effort of converting their organization. 

5   Conclusion 

When talking about a computer environment there is much more entailed than just 
document organization. The customization of a work environment includes 
organization of documents and applications and the creation of ways to easily access 
these resources.  

The focus of this study was on customization of the personal computer 
environment in order to work and to perform tasks. Our participants used a variety of 
strategies to set up their working environment, to highlight current projects, to let 
stand out currently used documents, to overview the whole set of activities, and to 
visualize the different phases of a project. This study looked at people’s strategies for 
resources organization for working on a computer. The study helps in understanding 
people’s needs for a working environment that supports activities as opposed to an 
archival environment. Understanding these strategies will help in the design of digital 
library systems that support the strategies people actually employ. 
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Abstract. Digitized scientific documents should be marked up according to 
domain-specific XML schemas, to make maximum use of their content. Such 
markup allows for advanced, semantics-based access to the document 
collection. Many NLP applications have been developed to support automated 
annotation. But NLP results often are not accurate enough; and manual 
corrections are indispensable. We therefore have developed the GoldenGATE 
editor, a tool that integrates NLP applications and assistance features for 
manual XML editing. Plain XML editors do not feature such a tight integration: 
Users have to create the markup manually or move the documents back and 
forth between the editor and (mostly command line) NLP tools. This paper 
features the first empirical evaluation of how users benefit from such a tight 
integration when creating semantically rich digital libraries. We have conducted 
experiments with humans who had to perform markup tasks on a document 
collection from a generic domain. The results show clearly that markup editing 
assistance in tight combination with NLP functionality significantly reduces the 
user effort in annotating documents. 

1   Introduction 

The digitization of printed literature currently makes significant progress. The Google 
Libraries Project, for instance, aims at creating digital representations of the entire 
printed inventory of libraries. Other initiatives specialize on the legacy literature of 
specific domains, such as medicine, engineering, or biology. While some projects 
only aim at creating digital versions of the text documents, domain-specific efforts 
often have more ambitious goals: To make maximum use of the content, text 
documents are annotated according to domain-specific XML schemas. The XML 
markup is necessary to access the document collection with techniques that are more 
sophisticated than keyword search and provide richer semantics. It enables fine-
grained searching via XPath or XQuery, mining the document content, and linking the 
documents. 
                                                           
* Work partially supported by grant BIB47 of the DFG. 
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Manually creating markup for digitized documents is a cumbersome task. While 
the advances in NLP (Natural Language Processing) help automate the markup 
process, fully automated markup solely relying on NLP is not feasible, for several 
reasons: First, if markup quality is a hard requirement, the accuracy of 95-98% 
provided by up-to-date NLP applications [1] tends to be insufficient. Second, NLP 
accuracy decreases heavily if the data is noisy [2]. However, noise is common in raw 
OCR output. Third, if the markup process involves more than one NLP application, 
errors add up. When five NLP components arranged in serial order build on the output 
of each other, the overall estimated accuracy is 98%5 ≈ 90% at best. Only 
intermediate manual corrections can mitigate this effect. To date, no existing NLP 
toolkit allows manual editing of the documents. To achieve high markup quality, a 
user has to save the document after each NLP step and correct it in an XML editor, 
then apply the next NLP step, and so on. This back and forth incurs considerable 
effort. In addition, many NLP components do not produce XML, but other formats. 
Such output becomes editable only after expensive conversions. These problems call 
for tools that allow users to deploy NLP components and edit NLP output manually. 
To this end, we have developed the GoldenGATE editor [3]. It provides a slim API 
for the seamless integration of NLP components, such as automated taggers for 
locations or taxonomic names [4]. GoldenGATE offers useful features for editing 
markup that is the output of NLP, e.g., annotating all occurrences of a given phrase in 
one step. It also provides functions for cleaning up OCR artifacts and for restoring the 
structure of the original document. 

To quantify the benefit of editing assistance and NLP integration, we conducted a 
controlled experiment [5, 6] in which participants were asked to annotate generic 
documents using GoldenGATE or XMLSpy, a standard pure XML editor. We 
measured the task completion times and performed a statistical analysis of the time 
differences between the editors. The experiment shows that a tight integration of 
editing assistance and NLP reduces the effort for marking up documents. This finding 
is of interest to a broader audience: In almost any application domain, large document 
collections need to be digitized and enhanced with semantic annotations. 

Paper outline: Section 2 discusses XML editors and relevant NLP tools. Section 3 
describes the features and design of GoldenGATE. Section 4 presents the setup and 
results of our experiment. Section 5 concludes. 

2   Related Work 

General-purpose text editors like UltraEdit [7] or Emacs provide little XML-specific 
support, e.g., for inserting tags. Specialized XML editors, like Oxygen [8] or 
XMLSpy [9], are tailored to handling XML data. They include document validation 
against DTDs and XML schemas, interpreters for the XPath and XQuery query 
languages and XSLT, etc. They also alleviate the creation of markup to some extent, 
but do not give way to any automation. They are not designed to integrate NLP 
applications either, since NLP has not been a usual part of XML data handling so far. 

The OpenNLP [10] project encompasses a multitude of mostly open-source projects 
concerned with the development of NLP tools, which are heterogeneous regarding 
purpose, programming platform, and quality. LingPipe [11] is a professional NLP 
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library. Except for the rule-based tokenization, the analysis functions apply statistical 
models such as Hidden Markov Models [12]. While its functionality is powerful, 
LingPipe lacks a user interface: It has to be integrated in other programs to be 
accessible in ways other than the command line. 

The NLP framework GATE [13] offers functionality comparable to OpenNLP, but 
allows for more complex applications and is capable of producing XML output. It 
includes Apache Lucene [14] for information retrieval and a GUI for visualization. It 
is relatively easy to extend with additional components. GATE is dedicated to NLP 
research and evaluation, rather than document markup and management: It provides 
functions for assessing markup results obtained with test corpora, but lacks any 
facility for manual correction of text or markup. Applications similar to GATE are 
WordFreak [15] and Knowtator [16]. 

3   The GoldenGATE Editor 

In this section, we describe the GoldenGATE editor, which we have designed and 
built to support annotating text documents. This includes assistance for manual 
editing (Section 3.1) as well as the seamless integration of NLP components and 
functionality for correcting NLP output manually (Section 3.2). The development of 
GoldenGATE is part of a research effort which aims at creating a digital library of 
biosystematics literature by scanning and marking up the huge body of legacy articles 
from this domain. 

3.1   The Document Editor 

In GoldenGATE, a document is displayed and edited in its own document editor 
(Figure 1), which is a tab in the main window. The editor provides all the 
functionality required for manually editing both text and markup. 

Controlled XML Syntax Generation: If the user has to handle the XML syntax 
manually – character-wise – this is unnecessarily cumbersome and gives way to 
syntax errors. Thus, the document editor only allows editing the tag content (i.e., the 
XML element name, and the names and values of attributes). It generates the syntax 
(e.g., the angle brackets) automatically and shields it from manual editing. It arranges 
the tags automatically to enforce wellformedness. 

Markup Creation: To mark up a sequence of words with an XML tag, the user can 
simply select the words in the document and use the Annotate function in the context 
menu. The editor then prompts for the element name and does the rest automatically. 
To reduce the editing effort further, the context menu pro-vides the most recent 
element names for instant reuse. Changing the name of an element works similarly, 
the user does not need to modify start and end tag separately. The same is true for 
removing the markup around some text, or removing a marked up document 
fragment, i.e., both the tags and the text enclosed. 

Global Markup Editing: Creating, modifying, and removing XML tags often applies 
to all elements of a certain type. The editor offers support for this, e.g., renaming all 
XML tags with a certain name, or removing them with or without the text enclosed. 
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For instance, this is useful for removing the font tags from HTML-formatted OCR 
output. Only when marking up a piece of text with an XML tag, the functionality is 
slightly different: The user can choose to mark up all occurrences of the selected 
phrase throughout the document instead of just one. This facilitates marking up, say, 
all the mentions of a person or location in a document with just a single action. 

 

Fig. 1. The annotation editor 

Advanced Search Functionality: In many situations, a user needs to access just 
certain XML elements, which are spread out over the document. With existing 
editors, this requires a search for each element. In order to simplify this form of 
element-specific access, the document editor allows displaying and editing elements 
with a certain name only. This is useful for, say, checking if the section titles in a 
document are in the correct case. 

Flexible Document Display: If the number of tags becomes too large, the document 
will not be concise any more, and readability is reduced. Thus, the presentation of the 
document in the editor is flexible to provide the appropriate level of detail for the 
current editing activity. In the display control (see Figure 1, to the right of the 
document), a user may choose to highlight text enclosed by certain tags instead of 
displaying the tags, or not to show the markup at all. 

OCR Cleanup: OCR output documents often contain artifacts that were recog-
nized correctly, but do not belong to the text itself. They rather originate from the 
print layout, like page numbers and titles. Another problem are line breaks that do 
not mark the end of a paragraph, but also originate from the print layout. Related to 
the latter are hyphenated words. These artifacts may compromise NLP result quality 
se-verely, and removing them manually is cumbersome. Therefore, the document 
editor provides a function for resolving hyphenation and removing erroneous line 
breaks. In particular, resolving hyphenation automatically is far from trivial, since 
one has to pay attention not to destroy enumerations that use pre- or postfixes as 
abbreviations. 
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3.2   Integration of NLP Tools and NLP Correction 

As mentioned in Section 2, powerful NLP tools exist. A major difficulty when 
implementing such a tool is that XML editors work on characters, while NLP 
components usually work at the word level: NLP regards text as a sequence of tokens, 
which are atomic units. This results in data models of different granularities, and the 
mapping between these models is complex. GoldenGATE hardly includes any hard 
coded NLP functionality, but lets users add arbitrary NLP functionality without 
difficulty. We have paid much attention to ensuring that the interface to the NLP 
components is slim. 

To facilitate correction of NLP errors, the editor provides specific views on the 
NLP results. In particular, it can display a list of all XML elements of a certain name. 
The user can then review all these annotations without having to search them. He can 
choose which ones to keep, and which ones to remove. This facilitates finding parts of 
a text that have erroneously been marked as locations by a Named Entity Recognition 
component, for instance. On the other hand, if the component failed to recognize 
some location names, one can easily correct this using the function for annotating all 
occurrences of a phrase at once. 

Another type of markup error is that two distinct entities have been marked  
as one, e.g., <loc>Jamaica and Haiti</loc>, or vice versa, e.g., 
<loc>Trinidad</loc> and <loc>Tobago</loc>. For correcting this type 
of error and similar ones at the structure level, e.g., paragraphs, the document editor 
includes functions for both splitting an XML element at a position between its tags 
and for merging XML elements of the same name. Within this step, attributes are 
copied or coalesced, respectively. 

3.3   Further Functionality 

The GoldenGATE editor natively provides basic NLP functionality like gazetteer 
Lists and Regular Expression patterns. Both can be applied for annotating a text 
document automatically. This is to overcome the need for integrating heavyweight 
external components for lightweight markup tasks. 

All facilities for automated markup can be configured to be one-click accessible in 
the editor. This saves time when accessing the functions most important for the 
current task. Besides the ones named here, GoldenGATE pro-vides various further 
features, which we cannot describe here due to space limitations. New features 
integrate easily through a resource manager interface. 

4   Controlled Experiment 

To find out empirically whether GoldenGATE supports document mark-up tasks 
better than existing XML editors, we conducted a controlled experiment. In the 
experiment, participants were asked to annotate documents according to some XML 
schema (see 4.5). The independent variable ("experimental condition") was the editor 
in use, either GoldenGATE configured with certain custom functions (see 4.5), or 
XMLSpy. The measured, dependent variable was the completion time for the mark-up 
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task. All other variables which might affect the mark-up performance had to be 
controlled by experimental techniques. 

4.1   Experimental Design 

To achieve sufficient statistical power (see 4.6), we needed about 10 data points for 
each editor. We expected to attract no more than 15 volunteers for the experiment; 
experience shows, though, that not all volunteers actually show up. Hence, it was 
necessary to choose an experimental design in which every participant would 
contribute two data points, one for each editor. 

In our experiment, every participant worked on two different tasks, using XMLSpy 
for one task and GoldenGATE for the other. We made sure that the tasks were 
equivalent (see 4.5). When exposing each participant to both experimental conditions 
(i.e., usage of both editors), there is a general risk that an observed effect is not caused 
by the variation of the independent variable alone, but also by the order in which the 
conditions were applied (sequencing effect). Two important sequencing effects might 
affect our experiment: An increased familiarity with the mark-up task, the structure of 
the documents, and the experimental environment after completing the first task 
might have a positive impact on the performance in the second task (learning effect). 
Being asked to use the "old" XMLSpy editor in the second task after using the "more 
comfortable" GoldenGATE editor in the first task might have a negative impact on 
motivation and performance (motivation effect). 

 

Fig. 2. Counterbalanced experimental design 

To make sure that conclusions about performance advantages of the GoldenGATE 
editor are valid, selecting a proper design which controls for sequencing effects is 
mandatory. We applied a counterbalanced design [18]: half of the participants used 
XMLSpy for the first task and GoldenGATE for the second one (Group A); the other 
participants used the editors in the opposite order (Group B), see Figure 2. To even 
out differences in individual abilities of participants we randomized the assignment of 
participants to groups. 

4.2   Pilot Study 

A pilot study serves the purpose of validating the experimental material and 
environment. A pilot study also helps to estimate the size of the effect to be observed 
in the experiment, a number which is needed to determine the number of data points 
required for the experiment (see 4.6). In February, we conducted a pilot study with 
about half a dozen student volunteers as participants. We used excerpts from 
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biosystematics documents (3, 4) in the tasks for the pilot study. A half-day tutorial 
was offered the day before the pilot study. It covered the features of XMLSpy and 
GoldenGATE, but also the structure of biosystematics documents. The emphasis in 
the tutorial was on hands-on work with the editors. 

In the experimental tasks, some participants used XMLSpy to mark up their 
document, others used GoldenGATE. The pilot study revealed several problems with 
setup and material. Despite the training, the participants showed a lack of proficiency 
using the more advanced features of Golden-GATE. They did not have sufficient 
domain knowledge regarding the structure and contents of the biosystematics articles; 
hence, they needed considerable time to recognize the relevant parts of the 
documents. Finally, the experimental tasks were too long, and participants became 
tired before the tasks were finished. As a consequence, we adjusted the tutorial 
contents and the material for the main experiment. 

4.3   Tutorial 

In March, we offered an extended tutorial on one day and carried out the experiment 
on the next day. Given the insights from the pilot study, we included more and longer 
practical exercises covering the features of the GoldenGATE editor in the tutorial. We 
still covered XMLSpy to make sure that the participants had the same degree of 
familiarity with both editors. 

For the tutorial and experimental tasks, we let go of the biosystematics documents 
and used documents from generic domains which are immediately understood by 
everyone, such as sports news and recipes for Italian dishes. We held a "competition" 
at the end of the tutorial where the participants had to mark up a document as quickly 
as possible using GoldenGATE. The rationale was to see how individuals use the 
tools when working under pressure. The competition showed that the participants 
were sufficiently familiar with GoldenGATE. 

4.4   Participants 

12 graduate students in computer science volunteered for the tutorial and experiment. 
We had 2 no-shows who attended the tutorial, but did not show up for the experiment, 
and 1 dropout who gave up after having worked on the first task for more than 2.5 
hours. Therefore, we had a total of 9 participants in the experiment. The majority of 
these students were in their 7th semester; the others were more senior, up to their 13th 
semester. All of them had taken a graduate level database class this semester, which 
also covered XML. 

At the beginning of the tutorial, we handed out a pre-test questionnaire that asked 
for the students' knowledge of XML, their practical experience with editing XML 
documents using an XML editor, and their practical experience with correcting errors 
in digitized documents by hand. Except for two students who had used XMLSpy on 
and off in the past, the pre-test did not reveal any capabilities of the participants 
relevant for the experiment. 
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4.5   Tasks 

For the experimental tasks, we used sets of recipes as documents, mainly pasta dishes. 
We made sure that the two documents had about the same length (12 pages), number 
of recipes (20), and difficulty. The participants easily understood the structure and 
contents of the recipes. This was important as we wanted to measure the speed 
advantages resulting from the features of GoldenGATE and not the time needed to 
understand the problem domain or document content.  

The descriptions of the two experimental tasks were identical, except for the name 
of the document and editor to use. The participants were asked to add suitable tags to 
structure the document in recipes, preparation sections, and preparation steps. They 
had to mark up recipe titles, ingredient lists, individual ingredients, and cooking tools. 
In addition, the participants had to correct errors which are typical left-overs from a 
previous OCR phase, including extra page titles, incorrect line and page breaks, and 
misspelled words. This last requirement is particularly tedious when using XMLSpy, 
hence it was relaxed during the experiment for the XMLSpy users. 

 

Fig. 3. XML schema for the experiment 

XMLSpy users were given a schema (Figure 3) to help them with the markup. The 
only NLP functionality that was part of the GoldenGATE configuration used in the 
experiment was an ingredient tagger and a function for normalizing paragraphs. Thus, 
if GoldenGATE is superior in this current setup already, we can expect it to be better 
in ‘real’ settings with more NLP functionality as well. Other GoldenGATE features 
that we expected to be particularly useful for the experimental task are the list of most 
recently used annotations and the function for global annotations. 

4.6   Sample Size 

When planning the experiment, we performed a power analysis [17] to estimate the 
number of data points required to achieve statistically meaningful results. We first 
chose a significance level of 5 per cent and a desired power [17] of 80 per cent. Then 
we estimated the effect size for a t-test by considering the expected overlap of the 
completion time distributions for XMLSpy and GoldenGATE. Based on the data from 
the pilot study, we expected a large performance advantage of GoldenGATE; hence, 
we assumed a small overlap of the time distributions of just 10 per cent. This 
expected overlap maps to an effect size [17] of 1.3 for the t-test. Given a significance 
level of 5 per cent and an effect size of 1.3, a power of 80 per cent maps to a 
requirement of 8.3 data points in each experimental condition (i.e., for each editor) for 
a one-sided t-test [17]. Similarly, the desired power maps to a requirement of 9.6 data 
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points for each editor for a one-sided Wilcoxon test. As a result, we needed to collect 
between 8 and 10 data points for each editor in the experiment. 

4.7   Document Quality 

When measuring task completion times as the dependent variable, it is important to 
make sure that the output of the experimental tasks has a uniform (and minimum) 
quality; otherwise, short completion times might simply correlate with low or even 
unacceptable output quality. We defined thresholds for the correctness of the final 
document: We required 100% correct structural mark-up (recipe, title, ingredientList, 
preparation, step) and 85% correctness of the semantic markup (ingredients, tools). 

We installed a test server in the local intranet which compares the quality of 
uploaded documents against “gold documents.” As testing had very low overhead, we 
encouraged the participants to upload their intermediate documents to the test server 
for acceptance testing at will during the experiment. Participants were finished with 
their task only after having passed the full acceptance test. This required meeting all 
thresholds and implied having worked on all parts of the task successfully. 

4.8   Results 

We have 9 valid data points for each editor. For all but one participant, the  
task completion time when using GoldenGATE was significantly smaller than the 
task completion time when using XMLSpy (Figure 4). The mean of the XMLSpy task 
completion times is 107 minutes; the mean for GoldenGATE is 77 minutes. The 
average relative speed-up was 25 per cent with GoldenGATE. 

The performance advantage of GoldenGATE over XMLSpy is statistically 
significant at the 2 per cent level, with a p-value < 0.013 for the paired t-test and a  
p-value < 0.004 for the paired Wilcoxon test. Our experiment provides strong 
empirical evidence that the GoldenGATE editor supports document mark-up tasks 
better than a standard XML editor, such as XMLSpy. 

On average, the time needed to complete the first task (102 minutes) was longer 
than for the second task (82 minutes). Obviously, there was a learning effect between 
the two tasks. This effect does not invalidate our findings, though, because the 
learning effect applied uniformly to both editors: For XMLSpy, the mean task 
completion time decreased from 117 (Group A) to 97 (Group B) minutes between the 
two tasks; for GoldenGATE, it decreased from 84 (Group B) to 72 (Group A) 
minutes. (These differences were visible, but not statistically significant, with  
p-values larger than 0.11 and 0.19, respectively). Note that this analysis would not 
have been possible without a counterbalanced design. 

When comparing XMLSpy with GoldenGATE for the first task only, the 
performance difference is significant at the 6 per cent level; similarly, when 
comparing the editors for the second task only, the difference is significant at the 2 
per cent level. Hence, the performance advantage of GoldenGATE over XMLSpy is 
independent of the order in which the editors were used. 
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Fig. 4. Boxplot of the completion time distributions 

In one exceptional case, the participant was slightly faster using XMLSpy than 
using GoldenGATE. As a possible explanation, this participant stated in the pre-test 
questionnaire that he had used XMLSpy on and off prior to the tutorial. In addition, 
he used GoldenGATE in the first task; hence, the learning effect between the two 
tasks is likely to have aggravated the observed effect. 

From the means and variances of the completion time distributions, we compute 
[17] an observed effect size of 1.43. Given a significance level of 5 per cent, the 
experiment has a post-hoc power of 89 per cent for the t-test and of 77 per cent for the 
Wilcoxon test. Thus, even with fewer data points than originally planned our 
experiment had a satisfactory power. 

5   Conclusions 

Integrating assisted manual XML editing and automated markup via NLP applications 
is promising to efficiently create semantically rich digital libraries. We have 
implemented this integration in the GoldenGATE editor. In this paper, we have 
reported on a thorough empirical assessment of this approach. Our study provides 
strong evidence that a user can perform markup tasks much faster when he can 
conveniently use NLP functions and does not have to pay attention to the XML 
syntax, as he would have to in a conventional XML editor. GoldenGATE shows a 
strong performance because of its easy-to-integrate task-specific NLP functions and 
its sophisticated assistance for manual XML editing. Users do not need to worry 
about the wellformedness of the markup because the editor enforces it with each 
editing step. 

In our controlled experiment, the performance advantage of GoldenGATE 
configured with moderate NLP-functionality was 25% over XMLSpy. When fully 
customized for a class of documents, NLP can automate the annotation task to a large 
degree. Thus, we expect a much larger performance advantage of GoldenGATE in 
domains where the documents have a richer semantic structure, for instance, in 
biosystematics legacy literature. 

The current version of GoldenGATE is available for download at 
http://idaho.ipd.uka.de/GoldenGATE/. 
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Abstract. In this paper, we describe a system to perform Document
Image Retrieval in Digital Libraries. The system allows users to retrieve
digitized pages on the basis of layout similarities and to make textual
searches on the documents without relying on OCR. The system is dis-
cussed in the context of recent applications of document image retrieval
in the field of Digital Libraries. We present the different techniques in a
single framework in which the emphasis is put on the representation level
at which the similarity between the query and the indexed documents is
computed. We also report the results of some recent experiments on the
use of layout-based document image retrieval.

1 Introduction

Document Image Retrieval (DIR) aims at identifying relevant documents relying
on image features only. Until today, the largest portion of documents belonging
to libraries is made by printed books and journals. The electronic counterparts
of these physical objects are scanned documents that are traditionally the main
subject of Document Image Analysis and Recognition research, which includes
DIR. In this paper, we first review the current research in DIR with special
interest in applications to digital libraries. Through this brief analysis we show
how DIR techniques can offer new ways to explore large document collections.
To support this view, we describe in the rest of the paper a document image
retrieval system that has been developed by our research group. The system
integrates tools aimed at performing the word indexing at the image level with
layout-based retrieval components.

The paper is organized as follows. In Section 2 we review the recent work
on Document Image Retrieval. The proposed system is sketched in Section 3,
whereas sections 4 and 5 analyze the word indexing and layout retrieval, respec-
tively. Our final remarks are drawn in Section 6.

2 Document Image Retrieval

From a broad point of view, the document retrieval from digital libraries relies on
three main components: document storage (or indexing), query formulation, and

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 368–379, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Book

Fig. 1. User interaction in retrieval from libraries. Left: the operations performed dur-
ing the indexing. Right: user interfaces (DL: Digital Library, Web: a web interface to
the library catalog, DIR: Document Image Retrieval interface). The part enclosed in
the dashed line is addressed by document image retrieval.

similarity computation with subsequent ranking of the indexed documents. All
the retrieval approaches proposed so far can be described on the basis of these
three components and the main difference is the “level” at which the similarity
computation occurs. To explain this point of view, in Figure 1 we summarize
the main steps performed during indexing (either manually or automatically) as
well as some typical user interactions with the retrieval system.

Search in libraries has been performed for a long time by using catalog cards
and manually encoded information such as printed bibliographies or collections
of abstracts (“Manual Browsing” in Fig.1). The direct evolution of this approach
was the electronic storage of descriptive meta-data collected with a manual pro-
cess. From the user point of view the interface with this information is made
through “OPAC search”.

One key service of current digital libraries is the ability to browse collections by
looking at individual pages, stored in appropriate image databases, with the help
of customized user interfaces (“Visual Browsing”). One of the most significant
services of these DLs is the use of IR techniques associated with full-text search.
However, the cost of the text encoding bounds the size of collections that can
be accessed in this way. Therefore, the full-text search can be performed only
on few documents. To allow the full-text search from large collections, Optical
Character Recognition (OCR) packages have used in approaches that follow the
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recognition-based framework [1,2]. These methods assume that a recognition
engine can extract all the information from the digitized documents and possible
errors will not affect too much the retrieval performance. The recognition-based
approach has some limitations when dealing with documents having a high level
of noise, a variable layout, or containing multi-lingual text printed with non-
standard fonts. The latter problems are peculiar to ancient and early modern
printed documents that populate most libraries.

Several recognition-free approaches have been proposed recently to tackle
these problems. Two factors pushed this research: the increased performance
of modern computers, and a new interest for the processing of historical doc-
uments. In the recognition-free approaches, the similarity between the indexed
documents and the query is computed at the raw data or at the feature level,
avoiding the explicit recognition during the indexing (see the interfaces “DIR”
in Fig. 1). This approach has been exploited for several tasks as outlined in the
following.

Word indexing and keyword spotting
Keyword spotting, whose goal is to locate user defined words from an informa-
tion flow (e.g. audio streams or sequences of digitized pages, such as faxes) [3,4],
is one of the first examples of the recognition-free paradigm. In the earlier ap-
proaches the similarity computation took place considering the image or low level
features and demonstrated the feasibility of the general idea with low expecta-
tions concerning the scalability towards large datasets. Some recent applications
addressed the processing of larger and heterogeneous collections [5,6] or the in-
tegration of word image matching at feature level into an existing DL framework
(Greenstone) [7]. The literature on this domain is very large, and we invite in-
terested readers to refer to [1,2,6].

Graphical items
The retrieval of graphical items allows the user to identify interesting docu-
ments from a new perspective. Retrieval techniques seem to be appropriate since
graphical symbols can have different sizes and are prone to segmentation prob-
lems being frequently connected with other parts of the documents. Examples
of applications are the logo retrieval [8] and the retrieval of architectural sym-
bols [9]. A related problem is the retrieval of graphical drop-caps from historical
documents (e.g. [10]).

Handwriting
The design of systems for the retrieval of handwritten documents working at
the image or feature level is still at the beginning. Interesting approaches have
dealt with single writer manuscripts. For instance, in [11] the manuscripts of
George Washington collection are used as test-bed. Other applications address
the processing of on-line handwritten documents [12] and the signature-based
document retrieval [13].

Layout retrieval
Document image retrieval based on layout similarity offers to users a new re-
trieval strategy that was possible before only by manually browsing documents
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Fig. 2. The user interface of the AIDI system

(either by interacting with physical books/journals or dealing with on-line im-
ages on DLs). From the user point of view the retrieval by layout similarity is
similar Content Based Image Retrieval (CBIR). In most cases, a fixed-size fea-
ture vector is obtained by computing some features in the regions defined by
a grid superimposed to the page [14,15]. To overcome the problems due to the
choice of a fixed grid size, hierarchical representations of the page layout have
been considered as well [16,17]. In the system proposed in [18] the document
layout is described by means of relationships between pairs of text lines. A simi-
lar approach has been proposed to retrieve documents with different resolutions,
different formats and multiple languages [19]. At the crossroad between clas-
sification and retrieval are some methods devoted to the slide retrieval in the
domain of E-learning [20].

3 The AIDI System

In this section we describe the Automatic Indexing of Document Images (AIDI)
system that has been developed by our research group. The system integrates
a font-independent word indexing and a layout-based document retrieval into a
unique framework.

Figure 2 shows a snapshot of the user interface. On the top-left there are 10
thumbnails that contain either the browsed pages or the retrieval results. The
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Fig. 3. The AIDI system architecture

image on the right is one selected page that can be further enlarged in the zoom
area. The bottom-left part contains the buttons used to perform the queries. In
the case of textual queries the user enters the query word in the appropriate field.
The figure contains also a window displaying the generated prototype (in this
case it is a word printed with the Gothic font). Layout-based queries are made
with a query by example approach. Therefore, the user selects a page of interest
from the list of thumbnails and performs the query by pressing the appropriate
button.

Figure 3 summarizes the AIDI system architecture. During the indexing, the
pages are first processed by a layout analysis tools that extracts homogeneous
regions. Textual regions are subsequently analyzed so as to extract the words,
that are encoded with appropriate character labels. At the same time the layout
is encoded in order to obtain a page-level representation of the documents. The
pages can be retrieved by taking into account both textual and layout queries. In
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the first case, a query prototype is obtained by rendering the word entered by the
user with the LATEX package (see the small window in Figure 2). The prototype
is encoded similarly to the indexed words that are lastly ranked according to
their similarity with the query. Analogously, a query page can be represented
in the same way of indexed pages that can be ranked according to their layout
similarity.

In the next sections we summarize the main peculiarities of the word indexing
and of the layout retrieval, respectively.

4 Word Indexing

Word indexing, that aims at a fast retrieval of words in a document collection,
can either process the output of OCR engines or directly work on the doc-
ument image (e.g. [21]). With few remarkable exceptions, OCR packages are
customized on contemporary office documents. The difficulties when processing
modern printed documents are of two main categories. First, the fonts evolved
in the centuries: some symbols are no longer used, (e.g. specific abbreviations) or
are used in different ways (e.g. up to the 18th C. the “s” character was written
like an “f”). Second, it should be reminded that a significant contribution to the
OCR performance is provided by suitable dictionaries that help disambiguate
potential mistakes. If the dictionaries are not aligned with the text to be read,
then worst recognition results can be expected.

When the use of OCR is not advisable, either due to the low quality of images
or to the presence of non-standard fonts, then image-based word retrieval is
a viable alternative. Two main strategies have been considered: holistic word
representation and character-like coding.

In holistic word representation each word image is encoded by means of some
of its most salient features (e.g. the number of characters or the number of as-
cenders/descenders) [22]. Most keyword spotting methods are based on a holistic
representation (e.g. [23]). In methods based on character-like coding, some ob-
jects (that potentially correspond to characters) are extracted from each word.
The word is then represented by concatenating the codes assigned to the objects
so that similar shapes share the same code.

In our research we deal with modern printed documents that frequently con-
tain text printed with legacy fonts. We use a character clustering by means
of Self Organizing Map (SOM) [24] for performing the word indexing with a
character-based approach.

During the indexing each document image is first processed with a layout
analysis tool that identifies the text regions and extracts the words. The words
are then processed to identify their Character Objects (CO) by merging over-
lapping connected components [25]. One CO is a part of the word image that
generally corresponds to a character (in most cases the CO is made of a single
connected component). The COs extracted from a few random pages are used to
compute appropriate collection-specific character prototypes with the SOM clus-
tering. Labels assigned to characters are used to represent each indexed word.
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Fig. 4. Examples of character prototypes computed with SOM clustering. Left: map
for the Gothic alphabet; Right: map obtained with the Devanagari Indian script.

One important peculiarity of this approach is the adaptation to different fonts
and scripts that is achieved with SOM clustering. In Figure 4 we show two exam-
ples of SOMs computed from two collections: a collection of German documents
of the 19th Century printed in Gothic and some Indian documents printed with
the Devanagari font. In both cases we can see a peculiarity of SOM clustering:
more similar clusters are usually put together in the map.

In the retrieval, we take advantage of the cluster proximity. The user enters
a query word by means of a textual interface. This word is then processed with
the LATEX software and one word image prototype is generated (Figure 2). From
this query image a suitable word representation based on character clustering
is computed. The indexed words are then sorted on the basis of their similarity
to the query as detailed in [6]. Basically the distance between words is com-
puted taking into account the distance between clusters corresponding to COs
so as to reduce the distance between most similar words. In the experimental
results discussed in [6] we compared the precision-recall plots obtained with the
proposed method with those computed by means of an OCR-based retrieval ap-
proach. When dealing with clean documents printed with current technology,
then the OCR-based retrieval had slightly better results. However, the proposed
method was significantly better than the OCR-based when we addressed docu-
ments printed in Gothic font, and Italian and Spanish documents printed in the
18th and 17th Centuries, respectively.

5 Layout Retrieval

In this section we analyze the page retrieval computed on the basis of layout
similarity. The layout of a page conveys some semantics that is important for
both scholars and general readers, but it’s often neglected by DL’s indexing ap-
proaches. For instance, users could be interested on identifying the pages having
a marginalia in the right side, or wish to retrieve a page containing a figure on
some specific position in the leftmost of the two columns in the page. Another
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Fig. 5. Example of layout-based page retrieval. The query page is the top-left one.

example is the retrieval of the title page of scientific papers that, starting from
a general structure, can have different actual layouts (Figure 5).

The page layout can be represented with a hierarchical description (e.g. the
XY tree [26]) that is appropriate when dealing with documents having a layout
of average complexity such as digitized books and journals. In particular, MXY
trees have been demonstrated to be useful when dealing with documents con-
taining ruling lines and can deal with multi-column pages as well as with pages
where the pictures partially cover some text columns [27]. Leaves of the tree cor-
respond to homogeneous regions in the page. To perform the page retrieval, the
MXY trees are encoded into a fixed-size representation that is subsequently used
to rank the pages. Several approaches can be adopted to compute this vectorial
representation as discussed in the following.

In [27] we proposed the use of the vector model to describe the page layout.
The basic idea that is behind this encoding is the observation that similar layouts
frequently contain similar sub-trees in the corresponding MXY tree. Each tree
is described by counting the occurrences of tree-patterns composed by three
nodes. Trees composed by three nodes can have two basic structures: the first
one is composed by a root and two children, the second one is composed by
a root, a child, and a child of the second node. To use the vector model the
occurrences of tree-patterns are considered instead of word-based index terms.
These occurrences are weighted with the tf-idf approach, and the page similarity
is computed by means of the cosine of the angle between the query vector and
the indexed pages. The choice of this similarity measure is quite natural since the
cosine is traditionally adopted together with the tf-idf weighting in text-retrieval.
In analogy with the methods described below we tested also the comparison of
these representations with the Euclidean distance, however the results that we



376 S. Marinai, E. Marino, and G. Soda

Fig. 6. Two issue2 pages with the grids used to compute the vectorial representation

achieved were worst than those obtained with the cosine. In the following we
refer to this approach as method “D”.

A second approach (method “B”) is based on the use of the vectorial rep-
resentation obtained by computing appropriate features in the regions defined
by a grid superimposed to the page [14,15]. Basically, we superimpose a uni-
formly spaced grid over the page (Figure 6) and we compute, for each cell, the
percentage of its area that is covered by text, image and line regions.

The third method (method “C”) still starts from the vectorial encoding of
the MXY tree based on the occurrences of tree-patterns. However, instead of
computing the tf-idf weights it uses the occurrences of the patterns as features. In
order to select the most significant patterns, a feature selection step is performed,
computing the information gain provided by each pattern on the basis of a
labeled training set.

The last approach (method “A” below) gives more importance to the leaves
of the MXY tree (regions in the page) and adds four features corresponding to
the percentage of area in the page covered by image and text regions as well by
horizontal and vertical lines.

In the latter three cases we take into account the Euclidean distance between
feature vectors to compute the vector similarity.

5.1 Experimental Results

To compare the previous methods we made some experiments with a data set
is composed by 6 books (containing a total of 4029 pages) belonging to an
Encyclopedia of the 19th Century. The pages belong to seven main classes (see
Figure 7 for some examples). In addition, there are some pages belonging to other
classes, with few pages each, that are not used as query pages. In the experiments
we considered one book to perform the feature selection and the others books to
compute the precision-recall plots for the four methods described above. These
methods have been selected among various alternatives since they are the most
interesting and shown the best results. We use each page (belonging to the seven
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Fig. 7. Examples of pages of the seven classes considered in the experiments

main classes) in the 5 remaining books as query page and compute a precision-
recall plot for this query. The plot is computed through an interpolation ([28]
page 76) and therefore we have some values of Precision at 0% Recall. All the
plots are then averaged in order to compute the graphs shown in Figure 8.
From the plots it is clear that for this kind of collection, having regular pages,
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Fig. 8. Comparison of precision-recall plots with four approaches for layout-based re-
trieval. “A” contribution of leaves; “B” grid-based representation; “C” feature selection
with information gain; “D” original approach.
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the methods taking into account the information related to the layout regions
(methods “A” and “B”) are the best ones, since these similarities favour pages
having exactly the same layout.

When dealing with other collections, then the generalization capabilities of
the MXY-tree based representations (methods “C” and “D”) can be more use-
ful since pages of the same class can have quite different layouts. With these
methods two pages are estimated to be similar if they share some tree-patterns
regardless of their position in the page. An example of this effect has been shown
in Figure 5 where a query page corresponding to a “Title” page allows to retrieve
pages having various appearances. Choosing among different retrieval strategies
is somehow subjective and depends on the user expectations from a given search.
We therefore included in the AIDI interface a selector to use either the method
“A” or the method “C”.

6 Conclusions

In this paper we described a new approach for the analysis of digital collection
using document image retrieval techniques. The AIDI system, developed by our
research group in the last few years, allows users to retrieve information from
documents that are not recognized by current OCR packages. Moreover, layout-
based document image retrieval is possible. Future work concerns the evaluation
of the text retrieval approach with non-Latin scripts (e.g. the Indians), and the
integration into existing DL frameworks, such as Greenstone. Another important
improvement is a closer integration of the two retrieval strategies allowing users
to perform queries involving both strategies together.
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Abstract. For users to trust and interpret the data in scientific digital libraries, 
they must be able to assess the integrity of those data. Criteria for data integrity 
vary by context, by scientific problem, by individual, and a variety of other 
factors. This paper compares technical approaches to data integrity with 
scientific practices, as a case study in the Center for Embedded Networked 
Sensing (CENS) in the use of wireless, in-situ sensing for the collection of large 
scientific data sets. The goal of this research is to identify functional 
requirements for digital libraries of scientific data that will serve to bridge the 
gap between current technical approaches to data integrity and existing 
scientific practices.  

Keywords: data integrity, data quality, trust, user centered design, user 
experience, scientific data. 

1   Introduction 

Digital libraries of scientific data are only as valuable as the data they contain. Users 
need to trust the data, which in turn depends on notions such as data integrity and data 
quality. Users also need the means to assess the quality of data. Scholarly publications 
are vetted through peer review processes, but comparable mechanisms to evaluate 
data have yet to emerge. Data that are reported in publications are evaluated in the 
context of those publications, but that is not the same as evaluating the data per se for 
reuse. When data are submitted to repositories such as the Protein Data Bank [1], they 
are evaluated rigorously. When data are made available through local websites or 
local repositories, mechanisms for data authentication are less consistent. Scientific 
researchers often prefer to use their own data because they are intimately familiar 
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with how those data were collected, the actions that were taken in the field to collect 
them, what went wrong and what was done to fix those problems, the context in 
which the data were collected, and local subtleties and quirks. Such knowledge of 
data integrity is difficult to obtain for data collected by other researchers. Researchers 
(or teachers or students) who wish to reuse data rely on a variety of indicators such as 
reputation of the data collector and the institution, quality of papers reporting the data, 
and documentation. Standardized criteria and methods that users can apply to assess 
data quality are essential to the design of digital libraries for eScience [2]. 

Enabling reuse of scientific data can be of tremendous future value as such data are 
often expensive to produce or impossible to reproduce. Data associated with specific 
times and places, such as ecological observations, are irreplaceable. They are valuable 
to multiple communities of scientists, to students, and to nonscientists such as public 
policy makers. Research on scientific data practices has concentrated on big science 
such as physics [3, 4] or on large collaborations in areas such as biodiversity [5-7]. 
Equally important in understanding scientific data practices is to study small teams 
that produce observations of long-term, multi-disciplinary, and international value, 
such as those in the environmental sciences. The emergence of technology such as 
wireless sensing systems has contributed to an increase in the volume of data that can 
be generated by small research teams. Scientists can perform much more 
comprehensive spatial and temporal in situ sensing of environments than is possible 
with manual field methods. The “data deluge” resulting from these new forms of 
instrumentation is among the main drivers of e-Science and cyberinfrastructure [8]. 
Data produced at these rates can be captured and managed only with the use of 
information technology. If these data can be stored in reusable forms, they can be 
shared over distributed networks.  

Research reported here is affiliated with the Center for Embedded Networked 
Sensing (CENS), a National Science Foundation Science and Technology Center 
established in 2002 [http://www.cens.ucla.edu/]. CENS supports multi-disciplinary 
collaborations among faculty, students, and staff of five partner universities across 
disciplines ranging from computer science to biology. The Center’s goals are to 
develop and implement wireless sensing systems as described above, and to apply this 
technology to address questions in four scientific areas: habitat ecology, marine 
microbiology, environmental contaminant transport, and seismology. Application of 
this technology already has been shown to reveal patterns and phenomena that were 
not previously observable. CENS’ immediate concerns for data management, its 
commitment to sharing research data, and its interdisciplinary collaborations make it 
an ideal environment in which to study scientific data practices and to construct 
digital library architecture to support the use and reuse of research data. 

Digital library tools and services will be important mechanisms to facilitate the 
capture, maintenance, use, reuse, and interpretation of scientific data. This paper 
draws together studies of data practices of CENS researchers and analyses of 
technical approaches to managing data integrity and quality, with the goal of 
establishing functional requirements for digital libraries of scientific data that will 
serve this community. Two of the authors of this paper are involved primarily in 
studies of data practices, two primarily in systems design for data integrity, and two 
primarily in the development of digital libraries. 
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Section 2 discusses the characteristics of scientific sensor data collected by CENS. 
Section 3 presents the research methods used to study data integrity practices of 
CENS researchers. Research results are presented in Section 4 and discussed in 
Section 5. Our findings address ways in which digital libraries can assist in improving 
the integrity of scientific data and in facilitating their reuse. 

2   The Data Integrity Problem Redefined 

CENS’ scientific sensor deployments are generating far more data than can be 
managed by the traditional methods used for field research. CENS researchers are 
committed in principle to making their data available for reuse by others. However, 
they are finding that substantial effort is required to capture and maintain these large 
volumes of data for their own use, and that even more effort appears to be required to 
make them available for reuse by others. These data are an important end product of 
scientific research. They can be leveraged for future analyses by the same or other 
investigators, whether for comparative or longitudinal research or for new research 
questions. The ability to interpret data collected by others depends, at least in part, on 
the ability to assess the integrity and quality of those data. Criteria for data integrity 
vary by context and by individual, however.  

As data production becomes an end unto itself, instead of solely another step 
towards a publication, and researchers use data produced by others in their own 
publication, consistent methods are needed to document data integrity and quality 
criteria in ways that will facilitate data interpretation. The variety of practices 
associated with data management and range of understanding of what constitutes 
“data,” which are well known issues in social studies of science [9], present practical 
problems in the design of digital libraries for wireless sensing data.  

2.1   Static vs. Dynamic Embedded Sensor Networks 

Sensing systems are not a new technology, per se. Common applications of sensing 
networks in the environmental sciences include monitoring of water flow and quality, 
for example. Most applications of wireless sensing systems in the environmental 
sciences are static deployments: sensors are placed in appropriate positions to report 
data continuously on local conditions. Sensors are monitored, both by humans and by 
computers, to determine changes in conditions. Autonomous networks can rely on 
machine actuation to capture scientifically relevant data, to alter data collection (e.g., 
capture data more frequently if excessive pollution is suspected), or to report 
emergencies that require intervention (e.g., faults in dams, water contamination).  

While the initial framework for CENS was based on autonomous networks, early 
scientific results revealed the difficulty of specifying field requirements in advance 
well enough to operate systems remotely. Most CENS’ research is now based on 
dynamic “human in the loop” deployments where investigators can adjust monitoring 
conditions in real time. In addition to conducting extended “static” sensor 
deployments, where sensing systems are installed and left for weeks or months at a 
time with only intermittent physical monitoring, CENS teams regularly conduct short 
term “campaigns” to collect data, in which they deploy a wireless sensing system in 
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the field for a few hours or a few days with constant human presence. They may 
return to the same site, or a similar site, repeatedly, each time with slightly different 
equipment or research questions.  

Discrete field deployments offer several advantages to the scientific researchers, 
allowing the deployment of prototype, delicate, or expensive equipment. Scientists 
also can alter the position of their sensors and the frequency of sampling while in the 
field, and collect samples for in-field verification. However, the dynamic nature of 
these deployments poses additional challenges to data integrity, as the conditions, 
context, and sensor technology may vary by deployment.  

2.2   Data Diversity 

One of the biggest challenges in developing effective digital libraries in areas such as 
habitat ecology is the “data diversity” that accompanies biodiversity [5]. Habitat 
ecologists observe phenomena at a local scale using relatively ad hoc methods [10]. 
Observations that are research findings for one scientist may be background context 
to another. Data that are adequate evidence for one purpose (e.g., determining 
whether water quality is safe for surfing) are inadequate for others (e.g., government 
standards for testing drinking water). Similarly, data that are synthesized for one 
purpose may be “raw” for another [2, 9]. For example, CENS technology researchers 
may view the presence or absence of data as an indicator of the functionality of the 
equipment, whereas the application science researchers may require data that 
accurately reflect the environment being measured [11]. 

2.3   Wireless Sensing Data 

While researchers in process control have studied faults, failures, and malfunctions of 
sensors for many years [12], the problem is significantly harder in the case of wireless 
sensing systems. First, the scale is larger in wireless sensing systems in terms of 
number of sensors and areas of coverage. Second, the phenomena being observed in 
many applications of wireless sensing systems are far more complex and unknown 
than the manufacturing and fabrication plants studied in classical process control. 
Consequently, model uncertainty is higher, and often the model is unknown. Third, 
the sensors used in scientific experiments are often in nascent stages of development 
and not yet designed for robust field use. Frequent calibration and sensor damage are 
among the faults that affect the quality of sensor data. Fourth, whereas sensors in 
factories obtain power and connectivity over wires, resulting in a robust data-delivery 
infrastructure, wireless sensing systems rely on batteries and wireless channels. Even 
well planned deployments experience high rates of packet loss [13], resulting in 
largely incomplete datasets. Lastly, in process control, inputs to the plant are 
controlled and measured, which is not the case with many phenomena observed by 
wireless sensing systems (e.g., environmental phenomena; inhabited buildings or 
other structures). Together, these differences make the problems of detecting, 
isolating, diagnosing, and remediating faults and failures, and being resilient to their 
occurrence, more difficult in wireless sensing systems than in traditional plant control. 
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2.4   Digitizing the Oral Culture 

CENS has relied on a largely oral culture for the exchange of information about how 
data are collected, the equipment used, and the state of the equipment. As the Center 
has grown, an oral culture is no longer sufficient to capture and retain institutional 
memory. The student research population turns over rapidly and tacit knowledge 
needs to be exchanged within and between a larger number of research teams. These 
are but two reasons for communication breakdowns to occur in the data lifecycle. 
Research deployment practices were identified as a critical area that required more 
consistent documentation and better means of information exchange.  

Data sharing is often an interpersonal exchange between data collectors and data 
requestors. This can be a time- and labor-intensive process to describe and document 
data appropriately for use by others. Interpersonal exchanges do not scale well to 
large research centers and frequent data requests [2]. Much of our research is devoted 
to developing tools, services, and policies that will facilitate data capture, 
management, use, and sharing, while respecting rights and preferences of researchers 
in determining what data to release to whom, in what formats, and under what 
conditions [11, 14, 15]. 

3   Research Methods 

The goal of our research initiative within CENS is to provide researchers with a 
transparent framework of tools that will allow them to create, describe, store, and 
share data resources efficiently. The design of these tools, and associated digital 
library services and policies, is based on studies of data practices. We have applied a 
variety of research methods over a five-year period, including survey studies, field 
observation, and documentary analyses [11, 14]. 
    In this paper we compare technical approaches to data integrity with scientists’ 
practices associated with data integrity. We draw upon multiple sources to identify 
functional requirements for digital libraries, including analysis of documents 
produced by the CENS data integrity group, interviews with members of that group, 
interviews with domain scientists, computer scientists, and engineering researchers in 
CENS, and analysis of existing data sets and data archives. 

3.1   Studies of Scientific Data Practices 

The interview data reported here are drawn from a study of five environmental 
science projects within CENS. For each project we interviewed a complementary set 
of science and technology participants, including faculty, post-doctoral fellows, 
graduate students and research staff. We interviewed 22 participants, each for 45 
minutes to two hours; interviews averaged 60 minutes [14, 15]. Results from 
interviews with computer science and engineering researchers are included in the 
section on technical approaches to data integrity; results from interviews with the 
scientists are reported in the section on scientific practices. 

Interviews were audiotaped, transcribed, and complemented by the interviewers' 
memos on topics and themes [16]. Initial analysis identified emergent themes. A full 
coding process, using NVIVO, was used to test and refine themes in the interview 
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transcripts. With each refinement, the remaining corpus was searched for confirming 
or contradictory evidence, using the methods of grounded theory [17]. Interview 
questions were grouped into four categories: data characteristics, data sharing, data 
policy, and data architecture. In this paper we report only responses that discussed 
data integrity, quality, trust, or related issues about data interpretation. Most of the 
responses reported here were elicited by questions about data characteristics or data 
architecture.  

3.2   Integrity Research Group 

As CENS research has matured and many basic technical challenges of sensor 
systems have been addressed, data integrity and quality have become driving 
concerns of all parties in this multidisciplinary collaboration. The Integrity Group, 
consisting of ten students and three faculty from computer science, engineering, and 
statistics, addresses technical approaches to data integrity. This group has surveyed 
existing approaches to data integrity, implemented both rule-based and statistical 
learning algorithms, and initiated data integrity experiments, either leveraging 
existing CENS field deployments or designing original experiments. Members of this 
group are routinely included in pre-deployment design discussions and consulted 
during post-deployment analysis, for applications as diverse as aquatic sensing [18], a 
soil observing system for examining CO2 flux [19], and a short-term deployment in a 
rice paddy in Bangladesh to study groundwater arsenic content [20]. 

4   Results 

Results are reported in two sections. First we summarize current scientific practices to 
ensure data integrity. Evidence of these practices is drawn from the interviews with 
domain scientists within CENS; most of these respondents are faculty or doctoral 
students in the biological sciences. Second we present technical approaches to 
ensuring data integrity, drawing upon the observations and expertise of CENS 
researchers in computer science, engineering, and statistics. Of the many systems 
approaches being pursued at CENS, we have identified these as having the most 
direct impact on digital library design for CENS research. 

4.1   Needs of CENS Application Scientists 

“We have to have confidence…in what the measurements are collecting for 
information.” This simple statement by a CENS scientist belies the complexity of 
achieving trust in one’s own data. Many factors influence a researcher’s confidence in 
data, most of which arise from the complexities of generating and capturing data. 
Confidence in data depends upon trust in the entire data life cycle, from the selection 
and calibration of equipment, to in-field setups and equipment tests, to equipment 
reliability once it is in the field, to human reliability. Trust can be enhanced by 
documentation of each step in the process and by recording of tacit knowledge that 
may be exchanged orally in the field. Lab and field notebooks also are essential forms 
of documentation, whether in paper or digital form. Results reported in this section 
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address questions of what scientists need to know about the data collection process to 
interpret and trust the data, which in turn depends upon data integrity and quality. 
 
Equipment Selection. As with any task, the equipment used must be able to perform 
the task adequately. Thus it is necessary to understand the capabilities or limitations 
of a given sensor to determine whether it is appropriate to capture the desired 
observations. As one scientist put it, “you really need to know what its limitations are, 
what are its confounding factors, so that you can be relatively confident that your 
reading is correct.” Each model of sensor has a level or range of sensitivity, and 
some applications require a very fine level of sensitivity and others require a more 
gross reading. Understanding where and how the sensor is to be used informs the 
choice and use of equipment. 

Sensors can measure variables in multiple ways. Some sensing methods are direct 
and others are proxy-based. The method chosen will influence both the interpretation 
of the resulting data and one’s trust in them, as illustrated by the following comment 
of a biologist:  

“There are hundreds of different ways of measuring temperature. If you just say, 
‘The temperature is…,’ then that’s really low-value compared to, ‘The temperature 
of the surface measured by the infrared thermal pile, model number XYZ, is…’. 
From this I know that it is measuring a proxy for a temperature, rather than being 
in contact with a probe. And it is measuring it from a distance. I know that its 
accuracy is plus or minus .05 of a degree based on the instrument itself. I want to 
know that it was taken outside versus inside in a controlled environment.” 
 

Equipment Calibration. Off-the-shelf sensors presumably have been tested for 
quality before being sold. Such testing normally includes calibration against the 
standards described in the technical specifications. The majority of off-the-shelf 
sensing equipment used by CENS researchers are also calibrated by the investigators 
and their technical staff. Sensing equipment that can only be calibrated by the 
manufacturer must be returned periodically for recalibration, as described by this 
researcher:  

“We calibrate against a standard. So it depends on the instrument. If it’s 
something simple we can calibrate it here. If it’s a more high-tech instrument, like 
a lot of what we use are infrared gas analyzers for measuring photosynthesis and 
they’re factory calibrated. We’ve got to send it back to the factory… once or twice 
a year to get it calibrated… the complicated things we definitely send back." 

Each sensor model has a specific process for calibration and specific standards for 
calibration, as reflected in this comment:  

"The [four] parameters that we collect for each sensor [are] the upper and lower 
detection limit...and the slope and the Y-intercept for the calibration equation…the 
calibration equation is just a linear Y = MX + B.” 

Calibration information for sensors such as these can be captured in a succinct 
manner. Other important information to capture is the date of the most recent 
calibration, because once calibrated, equipment does not necessarily remain 



 Know Thy Sensor: Trust, Data Quality, and Data Integrity 387 

calibrated. As another scientist said, "there is no way to measure in laboratory 
conditions and have it apply to the field."  Thus an important part of interpreting the 
data includes knowledge of how the calibration parameters change over time. One 
approach to capturing changing calibration parameters is periodically to calibrate the 
sensor in-situ (i.e., without extracting it from the soil or water) by providing a known 
input and recording the reported output.  
 
Ground-truthing. Unfortunately data from many sensors cannot be blindly trusted. 
This is partly due to the uncertainty of field conditions and partly to frailty of 
equipment. Calibration accuracy is known to degrade over time. When possible, 
scientists periodically validate sensor data by applying a known perturbation to a 
sensor, over-sampling the phenomena, and capturing physical samples (e.g., water, 
dirt, leaves, plankton) to validate measures. 

4.2   Technical Approaches to Data Integrity 

The Integrity Group has led two significant development efforts within CENS that 
influence the design of digital libraries. First is a move toward in-field analysis of data 
to support both system design and monitoring. This project is diffuse, branching 
across several Ph.D. projects and not yet producing a unified platform, but essential 
because methods to access models and data in the field are becoming part of most 
CENS systems. Second is SensorBase.org, a database platform for data from short-
term, rapidly deployed experiments and from longer-lived, continuously operating 
installations [21, 22]. SensorBase.org is a central component of CENS’ data ecology. 
 
Real-Time, Adaptive Fault Detection. Fault detection is an important technical 
component of data integrity for embedded networked sensing systems. Often fault 
detection is viewed solely as a component of post-deployment analysis. Instead of 
identifying faults in real-time, many users assume they can wait until all the data have 
been collected, discarding faulty data later. This assumption is flawed for two reasons. 
First, it is not always easy to tell which data are faulty once the collection process is 
complete. Researchers may need specific information about the context (e.g., an 
irrigation event occurred at 3PM during the data collection), or need to take physical 
measurements (e.g., extracting physical samples to validate the sensor data) to 
determine if the sensor data are faulty. If scientists interact with the network while in 
the field to perform data analysis and modeling, data quality can be improved 
significantly. For example, physical soil samples taken at specific times were useful 
in validating questionable chloride and nitrate data collected by the network of 
sensors in Bangladesh. Second, especially for soil sensor deployments, where sensors 
are short-lived and require frequent calibration, the amount of data available is so 
small that none can be spared. For example, during one deployment, 40% of the data 
had to be discarded, limiting the amount of scientific analysis possible. 

In addition to detecting faults in real-time, systems must be dynamic. Simple fault 
detection includes applying statically defined thresholds to data in order to separate 
good and bad data. This approach is not ideal because environments are dynamic, and 
notions of what it means to be faulty change over time, both as the sensor ages and as 
environmental processes develop. Further, notions of faults vary by deployment, so 
users often must set their own thresholds for each new sensor and environment.  
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Tools to Improve Data Quality. The above lessons are being incorporated into the 
design of Confidence, a system to improve the quality of data collected from large 
sensor networks. Confidence enables field researchers to administer sensors more 
effectively by automating key tasks and intelligently guiding a user to take actions 
that demonstrably improve the data quality. The system uses a carefully chosen set of 
features to group similar data points and to identify actions a user can take to improve 
system quality. As users take actions and manually validate sensor data, the system 
adjusts how data are grouped, thus learning to modify parameters for good and faulty 
data.  

Confidence includes tools to annotate data with actions users have taken and to 
perform other types of data validation. However, this approach is a primitive 
implementation of a more complete documentation system; much more information is 
needed to document the context of sensor data collection adequately.  
 
Building an Information Ecology. A set of complimentary tools and services is 
being developed by CENS to capture sensor data and metadata, which together form a 
CENS information ecology. These include Confidence, described above, to improve 
the initial data capture in the field, SensorBase to capture, analyze, and visualize data, 
the CENS Deployment Center (CENSDC) to capture and share information about 
deployments, and a bibliographic database of CENS publications. 

SensorBase provides the sensing research community with a framework for sharing 
data and for experimenting with models and computation to support data integrity. 
SensorBase allows for the “slogging” of sensor data directly from the field into the 
database. Many of its diagnostics and alerting capabilities, leveraging RSS and email, 
facilitate research by the Integrity Group. Sensorbase acts as a data digital library, but 
currently lacks metadata crucial for the interpretation of CENS data. SensorBase will 
rely on in-field tools such as fault detection to increase the quality of data as they 
enter the database, and will provide other tools to add necessary metadata. 

The CENS Deployment Center is a planning tool for documenting field 
deployments. It attempts to supplement the “oral culture” of deployments through 
simple interfaces to record equipment requirements, calibration requirements, 
personnel requirements, and other contextual information, as well as lessons learned 
from individual field deployments.  

The bibliographic database of CENS publications complements SensorBase and 
CENSDC. Publications traditionally have served as access points to data and as 
wrappers containing descriptions of equipment, data collection methods, and other 
information necessary to interpret results. The internal CENS bibliographic database 
has been ported over to the University of California eScholarship Repository with its 
own home page [http://repositories.cdlib.org/cens/], greatly improving public access. 

Our goal is a tight integration of SensorBase, CENSDC, and the CENS 
eScholarship repository. CENSDC will document the SensorBase datasets such that 
deployment records will link to resulting datasets and vice versa. As research results 
are published, links can be established between the publication, dataset, and 
deployment records. This tight coupling will establish a rich value chain through the 
life cycle of CENS data, documentation, and publications [2]. 
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5   Discussion and Conclusions 

The early years of wireless sensing research were focused largely on the problems 
associated with resource-constrained communications, processing of sensed data, and 
metrics such as quantity and timelines of data collected. Not much attention was paid 
to the quality of information returned by the system or the integrity of the system 
itself. As deployment experience increases, data integrity has become a core concern. 
Researchers now recognize that data and system integrity are limiting factors in 
scaling these technologies. The focus of data integrity activities has shifted from post-
deployment to concurrent processes within deployments. By capturing cleaner data 
upstream, later problems in identifying potentially errant data are minimized. These 
techniques facilitate greater trust in those data and enable scientists to analyze data 
with the assurance that data are complete and of high quality.  

A set of complimentary tools and services are being developed to capture sensor 
data, metadata, and publications, which together form a CENS information ecology. 
The information ecology described here can be leveraged before, during, and after 
deployments to collect contextual information, to provide access to an array of 
information about CENS research, and to follow the life cycle of a research project. 

In sum, we are developing an architecture for data integrity and quality in wireless 
sensing systems. Through interviews, observation, consultation, and systems 
development, we are learning enough about scientific data practices to build digital 
libraries that will facilitate data integrity and will improve the ability of current and 
future researchers to interpret and trust those data. Wireless sensing systems have 
advanced to the point where the technology is producing data of real scientific value. 
Data integrity problems must be addressed if these data are to be useful to the larger 
scientific community.  

Digital libraries can facilitate data integrity by recognizing and accounting for the 
scientific practices and requirements identified here. Scientists have established 
methods for describing the network, sensors, and calibrations, but often this 
information is documented separately from the data, if it is documented at all. Among 
the many research questions provoked by our research are how digital libraries can 
store essential contextual information and associate it with relevant data points. 
Sensor faults have a huge impact on the quality and quantity of data generated by 
wireless sensing system deployments. Similarly, we are concerned with how sensor 
fault detection can be reflected in digital libraries. Calibration information is essential 
to post-deployment data analysis, but calibration information varies for each type of 
sensor, and in some circumstances even between sensors of the same type on the same 
deployment. Issues arise such as what level of granularity in the calibration 
information needs to be associated with each data set. Future architecture for wireless 
sensing systems must address capturing, organizing, and accessing this information. 
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Abstract. Digital library systems are frequently defined with a focus
on data collections, traditionally implemented as databases. However,
when preservation and widespread access are most critical, some cura-
tors are considering how best to build digital library systems without
databases. In many instances, XML-based formats are recommended be-
cause of many known advantages. This paper discusses the Bleek and
Lloyd Collection, where such a solution was adopted. The Bleek and
Lloyd Collection is a set of books and drawings that document the lan-
guage and culture of some Bushman groups in Southern Africa, arguably
one of the oldest yet most vulnerable and fragile cultures in the world.
Databases were avoided because of the need for multi-OS support, long-
term preservation and the use of large collections in remote locations
with limited Internet access. While there are many advantages in us-
ing XML, scalability concerns are a limiting factor. This paper discusses
how many of the scalability problems were overcome, resulting in a viable
XML-centric solution for both greater preservation and access.

1 Introduction and Motivation

Digital Library Systems (DLSes) have shared a close relationship with database
systems as such databases are often the underlying data storage fabric of the
DLS. The almost inseparable nature of this relationship is clear in popular tools
such as EPrints [10] and DSpace [9], that nominally use mySQL and Postgres
respectively to hold their primary metadata repositories. The databases provide
an efficient mechanism to add, update and retrieve items from a collection. Al-
ternatives to databases that fulfil the same needs may be feasible replacements.

It can be argued that in some situations a database may not be the most de-
sirable or effective storage mechanism and that efficient solutions can be crafted
from other structured data storage technologies. In the digital preservation arena,
it has already been suggested and demonstrated that XML and its sister tech-
nologies may be better suited for aspects of digital preservation [2] [11].

A convergence of factors provides additional support for this hypothesis.
Firstly, there is a growing acceptance that managing large quantities of data
is one of the key challenges for digital libraries. The Storage Resource Broker
[8] abstracts the details of data access in dealing with scalability, thus creating
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middleware that is independent of actual underlying databases or filesystems.
Secondly, most modern DLSes have accepted the importance of interoperability.
This is usually achieved by supporting DL standards such as the Open Archives
Initiative Protocol for Metadata Harvesting [5] and/or Web standards such as
Really Simple Syndication (RSS) [14]. In both cases, metadata is transferred
from one collection to another without any notion of how the source or des-
tination metadata is stored or processed. Finally, archival storage mechanisms
such as the OAI Static Repository Gateway Specification [6] are being defined
at the level of structured data in XML, rather than database-centric tables. All
of these factors indicate a higher abstraction for structured data, that is in-
creasingly making it possible to connect and architect systems without knowing
about the underlying database used for storage, or even not using an underlying
database at all.

In comparing database-centric solutions to XML-centric solutions, databases
have a clear advantage in some areas, including:

– the efficiency of insertion and retrieval operations;
– a well-established and standardised query language;
– and existing installations of the software on most servers.

There are, however, a few challenges in using databases, and most of these
are in fact addressed by XML data stores and XML-specific data manipulation
tools. Some key issues are enumerated in Table 1.

Based on this comparison of data representation approaches, it does appear
that XML-based solutions may be more appropriate for some problems. However,
efficiency and scalability are still concerns that must be addressed.

This paper discusses how an XML-centric solution was devised for the Bleek
and Lloyd Collection; and how the scalability and efficiency concerns were ad-
dressed for this project.

2 The Bleek and LLoyd Collection

The Bleek and Lloyd Collection [13] is a collection of paper-based artefacts that
document the culture and language of the |Xam and !Kun groups of Bushman
people. It is widely held that the Bushman people are among the oldest known
ethnic groups in the world. Alas, the Bushman way of life - including oral tra-
ditions, language, morality and relationship with the natural environment - has
been largely subsumed by the onslaught of Western civilization, and the |Xam
and !Kun languages are already extinct. In general, it is estimated that within
only a few years the last generation of Bushman people who are knowledgable
in the ancient customs will have passed away. This impending loss of an entire
ancient culture underscores the importance of any and all preservation activities.
Digital preservation of the Bleek and Lloyd Collection is currently underway in
this context.

The books and drawings that constitute the bulk of the Bleek and LLoyd
Collection are jointly owned by the National Library of South Africa, the Iziko
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Table 1. Challenges in using database systems and how these map to XML-centric
solutions

Issue Database Systems XML Systems

Installation Needs to be installed and
running, and on multi-user
systems is often owned by
the administrator

No need for daemon or ad-
ministrator privileges, and
many tools are commonly
embedded in Web browsers

Platform Systems are not usually
platform-independent be-
cause of performance tuning

There are many tools to
manipulate XML and mod-
ern Web browsers integrate
some of them, e.g., DOM
parsers

Processing Data must be extracted be-
fore it can be processed

Backups, data transforma-
tions, etc. require only han-
dling of flat files so can be
conducted at the OS level

Long-term preserva-
tion and access

Databases are usually stored
in binary formats for effi-
ciency, therefore their data
is not human-readable

XML data is always human-
readable

National South African Museum and the University of Cape Town. The books
record information obtained by Wilhelm Bleek and Lucy Lloyd in the 19th cen-
tury from prisoners interned at the Breakwater Prison in Cape Town. Drawings
done by these same individuals supplement the narratives in the notebooks.
Figures 1 and 2 provide examples of the book page images and drawing images
respectively.

In 1997, these artefacts were added to the UNESCO Memory of the World
register. This stresses the need for them to be preserved at all costs. At the same
time access needs to be granted to researchers and scholars around the world,
including in Africa, where Internet bandwidth is often poor or non-existent.

In 2003, the Lucy Lloyd Archive and Research Centre at the Michaelis School
of Fine Art arranged for all artefacts to be scanned at high resolution and then
generated metadata and re-keyed the text for each granular object [7]. These
images and metadata were then used as the basis for this digital library system.

There are a total of 157 notebooks, containing a sum of 14128 page images.
The page images correspond primarily to pairs of facing pages, but they also
include inserts, covers and spines. The average size of image files is approximately
172 kilobytes - these are low-resolution versions of the images that are to be made
available on a DVD-ROM version of the collection. The page images are in JPEG
format.
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Fig. 1. Page image from notebook

Fig. 2. Image from drawing

There are a total of 752 drawings. These are scanned versions of single pages.
The average size of each drawing file is approximately 15 kilobytes and these
images also are stored in JPEG format.

Each image filename is unique and the images are arranged into a few high-
level directories corresponding to notebook number or source of images.

In both cases, Excel spreadsheets contained all metadata. The spreadsheets for
drawings contained one row of fields per drawing. The spreadsheets for notebooks
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contained one row of fields for each story. These stories were manually determined
from the notebooks and each is associated with a list of page ranges, possibly
across notebooks. All spreadsheets were exported to XML as a first step in
processing the information therein.

3 Data Pre-processing

A usable meta-structure was first built by pre-processing the source datasets. For
this and further data transformation, the notebooks were dealt with separately
from the drawings, using similar techniques.

As a starting point, the Excel-generated XML documents were interpreted,
cleaned and checked for correspondence with the image files.

The source data contained inconsistences introduced by human editors. For
example, a page range was indicated in many different ways (e.g., from A1_1 -
A1_10, A1_1 to A1_10) as was a single page (e.g., A1_1.JPG, A1_1). In both in-
stances, the pre-processor determines which is intended (using pattern matching)
and includes the appropriate individual pages.

Some data cleaning also was necessary. Various characters were used incor-
rectly (e.g., I and 1, O and 0) and typographical errors need to be fixed so
that linking of files would occur correctly. All source data was in Unicode be-
cause some of the characters used in the !Kun and |Xam languages are not easily
representable otherwise.

Finally, filenames generated from the metadata were matched with actual
filenames of images in the filestore. This 2-way check ensured that no files were
left out and no missing files were referenced in the metadata.

The end result is one clean and consistent XML file containing structured
metadata for the notebooks and another containing structured metadata for the
drawings. Excerpts of different portions of the former XML file are shown in
Figure 3.

4 Early Alternatives

4.1 Greenstone

Initially, Greenstone was considered to be the ideal solution for the Bleek and
Lloyd Collection because it is one of the rare DLSes that will export a collection
to CD-ROM for wide distribution and offline viewing [15]. However, Greenstone
requires some basic software installation and this creates a portability problem
if the system is meant to work on arbitrary operating systems.

4.2 Single PDF

As a prototype, a single PDF was created to store the notebooks. An XSLT
transformation first mapped the internal XML format to XSL-FO [1], a page
layout language, then the XSL-FO data was converted into PDF output.
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<data>
<stories>

<story><id>1</id><collection>Wilhelm Bleek
Notebooks</collection><title>Covers and first
pages of Bleek&apos;s Book I or BC151_A1_4_001
</title></story>
...

</stories>
<categories>

<category><id>2</id><name>Words and sentences
</name></category>
...

</categories>
<authors>

<author><id>2</id><name>Adam Kleinhardt</name>
</author>
...

</authors>
<keywords>

<keyword><id>2</id><kw>vocabulary</kw>
<subkw>|xam</subkw></keyword>
...

</keywords>
<pages>

<story id="6">
<page>A1_4_1_00160.JPG</page>
<page>A1_4_1_00161.JPG</page>
...

</story>
...

</pages>
<books>

<collection name="Wilhelm Bleek Notebooks"
source="images/bleek_nb_lowres">

<book name="BC_151_A1_4_001">
<page>A1_4_1_FUCOV.JPG</page>
...

</book>
</collection>

</books>
</data>

Fig. 3. Excerpts from source XML data file
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This solution had very poor scalability. The PDF file for just 20% of the
notebooks was approximately 182MB in size and took approximately 30 seconds
to load on an average Pentium 4 PC (circa 2003). This PDF file included only
thumbnails of the page images, with links to the local directory for the full
versions. The advantage of a single PDF file was its self-contained search, browse
and linking capability. However, this solution led to slow response times as well
as low-quality presentation of information. In addition, as PDF sizes increase,
accessibility to the collection is compromised even over reasonably fast Internet
connections (whereas linked XHTML pages can be accessed easily and quickly
from a local drive or online).

PDF was thus abandoned at an early stage in favour of an XHTML rendering.
Separate PDF files could be created for each book, but indices across book
boundaries will require other techniques.

5 Scalable Hyperlinked XHTML

5.1 Overview

XHTML pages were pre-generated from the XML source data using XSLT
stylesheets. A better alternative may be to generate these client-side on demand,
but some major browsers (e.g., Opera) do not support client-side XSLT.

The collection can be browsed and individual items accessed using
hyperlinks. An Ajax-based search system was integrated into the XHTML pages -
pre-generated inverted files were stored in an XML format and a Javascript rou-
tine performed the query operation. Thus searching can be conducted completely
within the browser, with no server-side search engine necessary.

The following discussion focuses on scalability concerns addressed in the gen-
eration of hyperlinked XHTML files from XML. Searching is discussed elsewhere.

Given a source XML document, an XSLT transformation was created to gen-
erate either an index page or a list of individual pages for each subsection of
the navigation. For notebooks, the page images can be listed by author, key-
word, category, book or story. Thus, for example, the stylesheet can generate a
list of authors and the stories attributed to each or a set of pages correspond-
ing to each of the stories with full details on that story. The entire collection
was represented in the source XML document so that it is possible to generate
next/previous links in some places and also to perform iteration over subsets
of the collection within the XSLT. Figure 4 displays a listing of authors and
their stories, as generated by this process while Figure 5 displays a single page
corresponding to one story.

5.2 Memory

XSLT v1.0 only creates a single output document for each transformation. Thus,
in order to create multiple files, these were structured into subsets of a single
large tree which was interpreted externally to create the actual files. The ability
to output multiple files is available as extensions and in XSLT v2.0. However,
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Fig. 4. List of authors and stories from each author

Fig. 5. Story listing with metadata and thumbnails of page images
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portability and memory management were concerns that led to this not being
pursued.

The size of source and destination XML documents during the transformation
process determined how much memory was used during transformations. The
source XML is fixed but the destination XML depends on the number of subsets
of the XHTML data being created simultaneously. All XSLT transformation
engines crashed when trying to generate the entire set of XHTML documents
at once. To deal with this scale issue, the external application controlling the
process passed in a parameter to specify precisely which subsets of the XHTML
pages to generate. Then the XSLT processor was executed multiple times to
generate the entire set of pages.

5.3 Indexing

XPath expressions were used to locate matching nodes and automatically insert
extensive cross-referenced links in the generated XHTML pages. These expres-
sions, however, quickly proved to be too slow for practical reasons as they often
seemed to be implemented in the XSLT processors as linear time scans. To allevi-
ate this, XSLT keys were used to create indices for particular complex structures.
This is akin to database indices and the search performance increased substan-
tially, as expected. Multiple keys also were used just as they would serve the
same purpose in databases.

5.4 Single XML Source

Keys used to cross-reference data also crossed boundaries across metadata fields.
For example, an author may be indexed to a story in one instance but elsewhere
the author may need to be indexed to a book. This high degree of linking is
the reason why a single source XML document was used, even when XSLT
supports multiple source documents. Initially, multiple smaller XML documents
were used, but as more links were inserted into the target XHTML, some in-
dices needed to cross source XML document boundaries. This is not currently
supported by XSLT.

5.5 Grouping

While the source data contained many authors in arbitrary order, the generated
pages contain a listing of all stories, grouped by author. The standard solution
to generate such a listing is to search for all names that are different from the
immediately preceding name. However, finding a preceding sibling is expensive
for a large dataset (algorithm complexity O(n)) and very slow if this has to be
done for every item in a list (algorithm complexity O(n2)).

The Muenchian Method [12] was used as a more efficient alternative. This
technique involves using keys to order the names. Then, for each name, the
current node can be combined with the first result found from a key search
to create a nodeset. If the nodeset contains only a single node it means that
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the current node is in fact the first one found during a key search. Thus, unique
names can be found with algorithm time complexity O(n), which was sufficiently
efficient for the datasets in this project.

This technique was extended to other indices. The keyword index (keyword
to subkeyword to list of pages) used multi-level grouping, also with linear time
complexity.

5.6 Performance

The 2 steps of the process were individually timed on a dual-CPU 3GHz Xeon
2GB RAM machine running FreeBSD 5.

Generation of the source XML document took 13.14 seconds for notebooks
and 2.67 seconds for drawings.

Generation of 15426 XHTML documents related to the notebooks took 1
minute and 3.73 seconds. Generation of 1059 XHTML documents related to
the drawings took 3.53 seconds. Given that this collection corresponds to the
contents of a complete DVD-ROM, and the collection is not expected to grow
in size, this is an acceptable processing rate.

Any alternative that did not reuse images or included embedded images in
document formats (such as PDF by default) would not have been feasible.

Navigating through the collection is near-instantaneous. This was tested off a
local drive, a network shared drive, a local and remote website and a DVD. View-
ing the collection smoothly across multiple technologies is a distinct advantage
over popular DLSes and database-driven approaches.

6 Conclusions

This paper has demonstrated how XML+XSLT+XHTML can be used to gen-
erate a usable and useful static and portable digital library.

XML-centric solutions have been recommended for heritage-based digital col-
lections because of the expected long-term preservation of data. This paper has
illustrated how such a solution was implemented for a real-world collection, ad-
dressing scalability and efficiency concerns in both generation of and access to
the collection.

Databases may be most suitable for some problems, such as institutional
repositories; but XML-centric solutions surely offer greater advantages for other
problems, such as heritage preservation.

7 Future Work

Probably the most interesting future project would be to create tools for the auto-
matic generation of XML-based collections and renderings thereof without having
to hand-craft either data formats or transformations. This is similar to the Green-
stone approach and one solution may be to have Greenstone generate static XML
collections instead of or in addition to its own internal collection formats.
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An alternative is to transform Greenstone so that a user can access a collection
without any installation of software.

Scalability is a major current concern in digital preservation/libraries [3] [4].
While current XML technology is reasonably scalable, as shown in this paper,
it is necessary to devise similarly portable techniques to deal with arbitrary and
massive quantities of information.

As more tools are generated to deal with static DL collections, it may be nec-
essary to formalise how such collections are represented and include support for
import and export of such collections in keeping with current content packaging
and representation standards, such as VRA-Core and METS.
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Abstract. Users’ personal citation collections reflect users’ interests and
thus offer great potential for personalized digital services. We studied
18,120 citations in the personal collections of 96 users of RefWorks ci-
tation management system to understand these in terms of their resolv-
ability i.e. how well these citations can be resolved to a unique identifier
and to their online sources. While fewer than 4% of citations to articles
in Journals and Conferences included a DOI, we were able to increase
this resolvability to 50% by using a citation resolver. A much greater per-
centage of book citations included an ISBN (53%), but using an online
resolver found ISBNs for an additional 20% of the book citations. Con-
sidering all citation types, we were able to resolve approximately 47% of
all citations to either an online source or a unique identifier.

1 Introduction

Library users increasingly have access to integrated, online tools for managing
personal citation collections. These tools help users to maintain a personal ci-
tation collection, to annotate the citations, and to produce formatted bibliogra-
phies and reference lists. While the first generation of these tools were largely
disconnected from library search systems - in essence they were computerized
versions of index cards with citations on them - newer versions can import cita-
tions directly from such library systems, and allow users to navigate directly from
their citation to the document itself in an online collection or to the library’s
record for that document.

We are interested in understanding how these personal citation collections can
be used to personalize the services provided to library users. Personalized library
services have mostly evolved around published literature, and are therefore ori-
ented towards serving the interests of the authors with publishing history. For
example, TechLens from GroupLens [1,10], TalkMine and @ApWeb from APR
[2], MyLibrary1, use keywords and the citation index in the documents to gen-
erate recommendations for the user. If you have published any articles, and the
1 http://dewey.library.nd.edu/mylibrary/

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 404–415, 2007.
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system knows about at least some of them, the keywords and references in those
documents would serve as a representation of your profile, which can then be
used to generate more relevant or matching documents.

However, for users who are not authors of any published work, and do not
have a history of publications from which to build their profile, personalized
recommendations are often generated using one of the techniques like, keyword
searching, explicit listing of preferred documents for the user, past searches, and
descriptive profiling. We believe that personal citation collections of such users
are representative of their interests, and possess a great potential for offering
them personalized services. In particular, we have experience building recom-
mender systems [3] for research articles [1,4], and wondered whether personal
citation collections could be used to construct such a recommender system.

In this work we examined 18,120 citations from the personal collections of
96 users of an online citation management system, RefWorks2. Our goal was
to empirically measure how frequently we could resolve the citations in these
collections to a unique identifier (which is useful for collaborative filtering rec-
ommender systems) or to an online source for the content or content metadata
(which is useful for content filtering recommender systems). Specifically, we ex-
amined the following two research questions:

– What percentage of citations in users’ personal collections can be
resolved to a unique identifier? What percentage of items in the collec-
tions is of a type that even has a unique identifier? For those that do, how
many include the unique identifier in the citation? How many can be found
using existing citation resolvers?

– From what percentage of citations in users’ personal collections
can we navigate to an online source for the content or content
metadata? Are there citations that have an online source but not a unique
identifier?

The rest of this paper is organized as follows. Section 2 provides background
and related work on personalized services in digital libraries. Section 3 reports
on the nature of the citation collections, breaking down citations by type and
users by discipline and status. Section 4 reports on citation resolvability, looking
first at resolving citations to a unique identifier, and then at resolving citations
to an online source. Finally, Section 5 discusses the implications of this work for
future library services as well as the privacy issues raised by such services.

2 Related Work

Digital libraries have been growing rapidly since early 1990s. They have been in
extensive use in various sectors ranging from academics (University of Minnesota
Libraries) to public (TEL-ME-MOR - The European Library: Modular Exten-
sions for Mediating Online Resources) to government (NLM - U.S. National
Library of Medicine).
2 http://www.refworks.com/
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There are number of applications that attempt to provide enhanced, and per-
sonalized library services to users, for example, MyLibrary creates a personalized
web page listing information resources available from the Libraries based on user
info. TalkMine and @ApWeb from the Active Recommendation Project (ARP)
[2] use prior knowledge about the user to generate useful recommendations.
TalkMine uses keywords, and @ApWeb uses association between the documents
authored (or co-authored) by the user to learn about the user. TechLens [1,10]
uses citation co-occurrence in published literature to generate personalized rec-
ommendations. The Quickstep and Foxtrot [5] systems recommended on-line
research papers to academic researchers. PYTHIA-II [6] provides recommenda-
tions to scientists trying to identify the appropriate software for their research
needs. The Ilumina project [7] provides recommendations based on document
metadata, available subject expert analysis of documents, resource use as discov-
ered in logs, and user profiles for those users who are registered with the system.
The Melvyl Recommender project [8] analyzed server logs captured when users
chose to view detailed information about certain documents, and used those as
the user profile when generating recommendations.

Most of the research in providing such personalized services in digital libraries
has focused on mining the content of the papers authored by the user, or the
implicitly rated citations in the reference section of those papers (i.e., public
collections of rated citations). Our work focuses on citations in users’ personal
collections. Users’ personal citation collections are an implicit means to learn
about their interests, and are representative profiles. These collections, therefore,
offer a great potential for systems such as a citation recommender system to
offer personalized tools and services in digital libraries [9]. However, in order
to build such personalized library services, we first need to be able to link the
citations in these collections to their unique IDs, i.e., evaluate their resolvability.
Resolvability of citations enables us to match users’ collections (a) with public
repositories - to help users get customized selections, (b) with metadata - to
build their profile, and (c) between the users to form correlations between them.
Unique identification of identical citations in different users’ collections is the
key to building similarities between the users. It opens the door to matching
citations between collections, and to obtaining additional metadata from which
to generate recommendations.

3 Citation Data

We conducted this study in April and May 2006 using the RefWorks web-based
personal citation management tool installed at the University of Minnesota. Sub-
jects who met all of the following eligibility criteria were sent an email invitation:

– Had at least 10 citations in their RefWorks citation collection.
– Had actively used their RefWorks accounts at least once within the preceding

six months (i.e., added, deleted, or modified at least one citation).
– Had logged on to their RefWorks accounts at least twice within the preceding

six months.
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Of the 1,253 users invited, only 96 accepted the invitation (7.67%), completed
informed consent, and shared their personal citation collections with us. Limi-
tations of our dataset are further discussed in the Discussion section.

Figure 1 shows the logarithmic distribu-

Fig. 1. Distribution of citation col-
lection size

tion of citations for the 96 users. Each point
on the line graph represents a user. The dis-
tribution is highly skewed, with an average
number of citations of 316, a median of 99,
and a mode of 37. 50 users had 100 or fewer
citations in their collections, and only 19 had
300 or more citations.

The collected data totaled 30,336 cita-
tions. There were, however, two high-end out-
liers with 7,777 and 4,439 citations in their
collections respectively. Since the two outliers contained atypical data (not neces-
sarily bad data), we conducted the data analysis with, and without the two out-
liers. However, due to space considerations, we are presenting only the results that
do not contain the outlier data. Thus, the rest of our analysis is based on 94 users
and 18,120 citations.

Figure 2 shows the distribution of

Fig. 2. Distribution of citation types

citation types across our dataset of 18,
120 citations. A vast majority of cita-
tions (82.74%) are to articles in Jour-
nals and in Conference Proceedings.
The high number of these citations is
not surprising, given that articles in
journals and conference proceedings
are among the most easily found in
online bibliographic search tools, and
are the primary literature in many
fields. Citations to books are a distant
second with just over 7% of total
citations.

We should note that ”citation type”
is a property of the RefWorks citation.
We were concerned that the citation type might be inaccurate if non-journal
articles (e.g., book chapters or monographs) were mistakenly entered as jour-
nal articles, either because of manual entry errors or because of import filters
that might improperly classify some references. To check for this possibility, we
hand-validated a random sample of 100 citations classified as journal articles.
We found that 98% of these citations were clearly journals, and the other two
were to a university symposium series (which is published as if it were a serial)
and Dissertation Abstracts International (which is a serial, if not a journal per
se). Hence, we can conclude that we don’t have a high percentage of mistaken
classifications of non-journal entries as journal-type citations.
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Fig. 3. Distribution of citations by (a) discipline (b) status

Figure 3 shows the citation distribution of the user disciplines and statuses,
along with the number of users (U), and the number of citations (C) for the
users in the discipline or status. Disciplines with fewer than four participants
are not listed in the figure (and in all the subsequent tables and figures), but are
aggregated into the totals.

In the dataset, the largest groups represented were graduate students (64
of 94 participants), and the disciplines of social sciences (25) and science and
technology (16). Citations to Journal articles form the majority of the citations,
ranging from the lowest at about 37% for Public Affairs, to the highest at about
98% for Medicine. Public Affairs has the most diverse collection - citations to
Books, Newspaper articles and Reports, all hovering at about 17% of its total
citations. Humanities is the largest consumer of citations to whole books at 28%.

For user statuses, the average number of citations to Journal articles is about
83% of their citations, ranging from a low of 72% for Faculty, to a high of
about 87% for Graduate students. After Journal citations, whole books at about
9% form the next major share of their collections for Researchers. Within a
collection, Faculty had the largest share of citations to Newspaper articles and
to Reports at 7% and 6% respectively.

We analyzed the dataset by status, and found that the differences are statis-
tically significant (p <= .01), except between Graduate and Researcher groups,
and between Faculty and Researcher groups. Faculty had the highest number of
citations per participant at 453, followed by Researchers, Graduates and Under-
graduates. We carried out the similar analysis across the disciplines but there
are not enough participants per discipline to generate results with confidence.
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4 Citation Resolvability

When we look at citation resolvability, we are actually exploring two different
questions. First we are asking whether the citation can be mapped to a unique
identifier. This identifier serves as a means for determining whether different ci-
tations refer to the same underlying entity. Second, we are asking whether we can
use the citation to find the entity being referenced online. Because of the different
nature of books, articles, etc., we consider this type of resolvability to succeed if
we can find either metadata for the entity cited, or the contents of the entity itself.

Neither of these types of resolvability automatically implies the other. A
book’s ISBN may serve as a unique identifier, yet we may be unable to find
any online contents or metadata for that book. A technical report citation may
come with a URL that leads us to the content online, yet lack any unique identi-
fier to match it against other citations to the same report. The field as a whole,
however, is moving quickly towards a greater percentage of unique IDs that
also serve as pointers to online content. The DOI (Digital Object Identifier) for
a journal or conference article serves both roles. We specifically explore three
ways in which a citation may be resolved.

DOI: Citations to articles in Journals and in Conference Proceedings can po-
tentially have a valid unique identifier, called Digital Object Identifier (DOI).
DOIs, by their nature, serve as both unique identifiers and pointers to online
content. There are three ways in which we can obtain a DOI for a citation: (a)
the DOI may already be in the citation, stored in either the DOI field or the
URL field; (b) we can use a DOI query at CrossRef3, a service of the Publish-
ers International Linking Association, which requires a journal title and author
or page number, and uses other fields as provided, to look up a DOI; (c) we
can construct an OpenURL - a URL to represent a reference in compliance with
ANSI/NISO Standard Z39.88 and sending that OpenURL to a resolver to obtain
a DOI (we used the resolver at CrossRef, which requires certain fields including
author last name, title, year, volume, and issue).

ISBN: Book citations (which include whole books, monographs, and edited
books) can potentially have a unique ID (a ten or thirteen digit long) called the
International Standard Book Number (ISBN). There are two ways in which we
can obtain an ISBN for a citations: (a) the ISBN may already be present in the
ISBN field of the citation; or (b) we may be able to look up the ISBN using
a resolver such as the one at WorldCat4, a service of OCLC5. For this study,
we did not include citations of type ”Book Section” in our analysis because the
ISBN uniquely identifies only a book, not a specific chapter or section.

URL: Any cited entity that is online may be found through a URL. We therefore
separately examine all citations that include a value for the URL field, and
validate that the URL points to an actual web page.

3 http://www.crossref.org/
4 http://www.worldcat.org/
5 http://www.oclc.org/
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For all the citation types in the dataset, we separated out the ones that could
potentially include, or be resolved to a unique identifier, and analyzed each
one of them separately to assess its resolvability. Since citations of other types
such as Reports, Newspaper Articles, etc. do not necessarily have a unique ID
(even though they might have an online source), they were not considered for
resolvability analyses.

4.1 DOI Resolvability

Figure 4 shows the DOI resolvability breakdown by user discipline, and by user
status (shaded portion). The last row of the table shows the cumulative statistics
for the entire collection. The column headers for the table need some explanation
before we get into detailed discussion of its contents.

Citations: Total number of citations

Fig. 4. DOI resolvability breakdown

for the discipline (or status) that could
potentially have a DOI. These are ci-
tations to articles in Journals and
Conference Proceedings.

Resolved: Total number of citations
that resolved at CrossRef using either
DOI, or OpenURL resolver. This
column also shows the percentage re-
solvability of total citations in the dis-
cipline or the status.

RW only: Number of citations that
had a valid DOI in the RefWorks
record, but the CrossRef DOI resolver
failed to find these. These DOIs were
already available in the citations when
we harvested the citation collections. These DOIs could either have been entered
manually by the user at the time of building the collection, or automatically in-
serted by RefWorks citation management tool during import of the citation.

CR only: Number of additional DOIs that we were able to fetch from CrossRef
using the DOI and OpenURL resolvers. These DOIs were either not present in
the original RefWorks record, or were invalid.

Both: Number of citations where the fetched DOI from CrossRef matched with
the DOI already available in the RefWorks record. These DOIs already existed
in the citations, and were valid.

The listing in the Figure 4 is sorted by the percentage of citations resolved for
the discipline/ status. As shown, the citations from Science/ Technology have
the highest resolvability at about 65%. The highest number of new DOIs (2,527)
was fetched for citations from Science/ Technology; which is a clear indication
that Science/ Technology is embracing the DOI standardization much faster
than other disciplines. Business and Public Affairs, collectively had 441 resolved



A Study of Citations in Users’ Online Personal Collections 411

citations, but no resolvable citations in their RefWorks records. All of the 441
DOIs were resolved by CrossRef.

The impact of DOI resolvability is clearly visible from Figure 4. Out of 15,010
potentially resolvable citations, only 566 citations (3.77%) had a valid DOI in
their RefWorks account. Using CrossRef resolved another 6,903 DOIs, increasing
the total resolvability to 7,466 citations (approximately 50%) - a significant
improvement over the initial resolvability.

4.2 ISBN Resolvability

Figure 5 summarizes the resolvability of book and monograph citations to IS-
BNs. The columns in the table represent data similar to the DOI resolvability
presentation, except for the following differences:

Citations: Total number of citations

Fig. 5. ISBN resolvability breakdown

for the discipline (or status) that could
potentially have an ISBN. These are
citations to whole books, edited books
and monographs.

Resolved: Total number of citations
that resolved at WorldCat Libraries
using the ISBN resolver.

RW only: Number of citations that
had a valid ISBN in the RefWorks
record when the collection data was
harvested.

WC only: Number of additional IS-
BNs that we were able to fetch from
WorldCat Libraries using the ISBN
resolver.

Both: Number of citations where the fetched ISBN from WorldCat matched
with the ISBN already available in the RefWorks record.

The data in Figure 5 is sorted by the percentage of resolved citations for the
discipline/ status. Each row can be interpreted in terms of its original resolv-
ability and enhanced resolvability. For example, the total number of resolved
citations for Science/ Technology is 164, of which 107 ISBNs (23 RW only + 84
Both) were already available in the original RefWorks record; and an additional
57 citations were resolved by the WorldCat ISBN resolver.

Overall, we were able to resolve 977 of 1,332 citations (73%). 183 of these cita-
tions had an ISBN in the record but were not found otherwise by the WorldCat
Libraries ISBN resolver; 265 had no ISBN in the record but were found by the
resolver; and 529 were found both in the record and by the resolver.



412 N. Kapoor et al.

4.3 URL Resolvability

Figure 6 shows the URL validity breakdown by user discipline and user status.
The data is sorted by the number of citations with a valid URL. The two columns
are:

Citations: Total number of citations

Fig. 6. URL validity breakdown

for the discipline (or status) that had
a value in the URL field. These ci-
tations included all citations with a
URL value, regardless of type.

Valid: Total number of citations that
had a valid URL and were successfully
traced to the web page they pointed to.

All citations that contained a value
in the URL field were validated by fol-
lowing them to determine whether
they point to a live web page. We ex-
amined 20 random URLs and found
that 18 of them pointed to the correct
content, the article. We did not at-
tempt to find URLs for citations that
did not have them, except in the case
of DOIs discussed above. 613 citations
had a value in the URL field, of which
7 were DOI-formatted. However, none
of those 7 citations resolved using the
DOI and/or OpenUrl citation
resolvers at CrossRef. Of the total 613 citations, 542 were valid (about 88%).
The high percentage is encouraging, given concerns that citations to web pages
are likely to ”go bad” over time.

At the same time, we note that fac-

Fig. 7. Resolvability overlap

ulty URLs are less likely to be valid
than graduate student ones, which
may be an indication that URLs go
bad over time (e.g., pages go away or
change address). Of particular note is
the fact that science and technology
URLs were the least resolvable, per-
haps suggesting that they refer to
more rapidly-changing and ephemeral
content.
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4.4 Resolvability into Multiple Identifiers

We addressed the issue of identifying citations by exploring the collections in
three ways: (a) DOI resolvability, (b) ISBN resolvability, and (c) URL validity.
Since DOI resolvability only looked at citations that could have a DOI, i.e., cita-
tions to articles in Journals and Conference Proceedings, and ISBN resolvability
examined only the citations that could have an ISBN, i.e., citations to whole
books, edited books, and monographs, there was no possibility for citation re-
solvability overlap between DOI-resolved citations and ISBN-resolved citations.

However, all citations could contain a URL. Accordingly, to understand the
total resolvability of the dataset, we need to identify those cases where a single
citation was resolved through both a URL and another mechanism. Figure 7
summarizes the resolvability overlap among the three IDs.

4.5 Cumulative Resolvability

DOI resolvers enhanced the resolvability of citations to articles in Journals and
Conference Proceedings from less than 4% to about 50% (Figure 4). Figure 5
shows that using ISBN resolver enhanced ISBN resolvability from about 53%
to about 73%. Figure 8 summarizes the overall resolvability of all the 18,120
citations of 94 citation collections. Using the DOI and ISBN resolvers, we were
able to enhance the overall resolvability from under 13% to about 47%, gaining an
impressive additional 34%. Since we did not retrieve any URLs for the citations,
their resolvability remains unchanged.

5 Discussion

What percentage of citations in

Fig. 8. Resolvability summary

users’ personal collections can be
resolved to a unique identifier? Of
all the citations that could be resolved
to either a unique identifier or to an
online source, we only were able to
resolve certain citation types. Journal
and conference papers have a unique
online identifier (the DOI) (50%).
Books have an ISBN, which can be used to find metadata and is a unique
ID (73%). For other types of citation, the only possibility was a URL (88%),
but their incidence is low (613). Citations to articles in Science and Technology
have the highest resolvability at about 65%, and all 100% of citations to books
resolved in Nursing. The citation collections of Faculty members are likely to be
more resolvable than Researchers, Graduate and Undergraduate students.

From what percentage of citations in users’ personal collections can
we navigate to an online source for the content or content metadata?
The original dataset of users’ personal citation collections was only 13% resolv-
able, i.e., only 2,337 citations out of the total 18,120 had either have a valid
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DOI, ISBN, or URL. We found that many citations in users’ personal collections
were not well formed. Some were bad citations which we examined and could
not resolve by hand and some were duplicate citations. We speculate that some
users may bulk import the results of queries, not examine and select each cita-
tion individually. Such a practice would call into question whether the citation
collections are indeed good sources of user preference information.

In this study, we analyzed resolvability of users’ citation collections. There
are, however, other necessary criteria that we are still studying such as, whether
the resolved citations are representative of the user’s interests, and how much of
an overlap is there between these collections.

Privacy Concerns. Most invited subjects failed to respond at all, but 14 replied
and actively declined to participate in this study, citing various concerns includ-
ing privacy. This is a serious issue. While many people seem happy to share
citation collections (and do so online in many venues from citeUlike to ACM
DL binders), others have legitimate concerns about revealing too much infor-
mation about their current interests or pursuits to possible competitors. Even
if the citation collections themselves are not public, we recognize that there are
scenarios in which a recommender system might compromise a user’s private
citations by recommending them to another user. Understanding how to protect
this data is critical if recommender-enhanced library services are to gain wide
acceptance. We suspect that personal collections may be used to generate pro-
files, but that only public citations (e.g., references in published papers) can be
used to recommend citations to users.

Limitations. There are several limitations to this work. Our dataset came from
volunteer participants (who may not be representative of the entire user base)
and had too few representatives of some disciplines to adequately draw conclu-
sions about those fields. We used only a single source for resolving each type
of citations (CrossRef and WorldCat); while we generated significant improve-
ments in resolvability, we believe that adding additional services for lookup (for
example, Citation Matcher from PubMed) could further enhance resolvability.
Other tools (e.g., Google, Google Scholar) are capable of finding unofficial copies
of articles that may not be easily found through a resolver. Finally, due to the
size of our dataset, we were unable to hand-validate the resolved citations. We
did random spot-checks, but it is possible that some of the DOIs, ISBNs, and
URLs we validated did not match the user’s intended citation.

6 Conclusion

We studied 18,120 citations in the personal collections of 96 users of RefWorks ci-
tation management system. These users included graduates, undergraduates, re-
searchers, and faculty - graduates being the majority (64). We believed that such
personal collections represent users’ interests and have a tremendous potential in
guiding and supporting personalized services in digital libraries, such as a citation
recommender system. The primary objective of this study was to evaluate the re-
solvability of users’ personal citation collections. While fewer than 4% of citations
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to articles in Journals and Conferences included a DOI, we were able to increase
this resolvability to 50% by using a citation resolver. A greater percentage of book
citations included an ISBN (53%), but using an online resolver found ISBNs for an
additional 20% of the books. All together, we were able to resolve approximately
47% of all citations to either an online source or a unique identifier.
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Abstract. Document triage is the critical point in the information seek-
ing process when the user first decides the relevance of a document to
their information need. This complex process is not yet well understood,
and subsequently we have undertaken a comparison of this task in both
electronic and paper media. The results reveal that in each medium hu-
man judgement is influenced by different factors, and confirm some un-
proven hypotheses. How users claim they perform triage, and what they
actually do, are often not the same.

Keywords: Digital Libraries, Interaction Design, Document Triage.

1 Introduction

The activity of information seeking drives the use of digital libraries. Better
understanding of the information seeking process unveils new aspects of user be-
haviour that can subsequently be used to improve the function and interaction
of digital library services. This paper investigates the critical stage of informa-
tion seeking called document triage. During document triage, a user examines
a document and determines its relevance to their information need. This initial
decision may subsequently revised: the perceived relevance may rise or fall as the
user comes to a fuller understanding of the piece. Our focus is purely upon the
initial relevance decision that determines if this subsequent reading will occur.

Previous studies (e.g.[12,13]) have identified which elements of documents
are used to make relevance judgements during interactive information retrieval.
These experiments have elicited subjective information from users as to which
document properties they use when making relevance judgements. The findings
of this foundational research have gradually accumulated to give us a consistent
set of document features that play a key role in relevance decision–making:
e.g., when searching academic papers, users often first refer to the document’s
abstract [12]. Researchers have also studied many differences between paper and
electronic texts, particularly in the case of reading (e.g.[11], and how users scan
search result lists [16] but document triage has received little attention.

Our goal is to improve the effectiveness of relevance decision–making in elec-
tronic environments. We already know what document properties provide the key
features for document triage. However, users explore documents interactively,
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not simply as passive abstractions with particular properties. During triage,
documents are explored and evaluated in a short timespan, and we do not yet
understand how users encounter and process this data.

There is good reason to scrutinise these interactive issues, particularly in digi-
tal systems. Experiments have explored the use of scrolling and interaction data
for relevance feedback[6]. Further progress requires that we better understand
the interaction itself to provide a foundation for progress with that approach.
Likewise, users are increasingly using digital documents and computer–based
reading[7]. Improvements to the document reader software through which this
reading and judgement is being made can increase the total efficiency of digital
information retrieval, by enhancing the human performance just as information
retrieval research advances search engine capability.

This paper reports on the experimental investigation of the differences be-
tween the document triage process on paper and electronic media. By providing
a contrast of the two forms, we gain a deeper knowledge both of what users do
during information triage, and how they interact with the documents that they
evaluate. The paper proceeds in five parts: first, we briefly examine some key fea-
tures of the existing literature; second, we describe the experiment itself, before
proceeding to a discussion of our findings, qualitative and quantitative; subse-
quently, we reflect on the findings in the light of existing work, before concluding
wth a summary of the key findings and their impact for future research.

2 Related Work

Information triage is the activity where a user determines the relevance of a
piece of information for a particular information task [8]. This decision can be
made at various stages of the information process: e.g. on first encounter, when
it is selected for detailed reading; on review after closer reading; or subsequently
when it is considered for long–term retention or re–interpreted in the light of
other material. Document triage is encapsulated in the early stages of triage,
when basic relevance is assessed. Though later reflection may result in its later
omission from a user’s final repertoire of documents, all this later activity is
contingent upon the document’s initial acceptance.

Models of document relevance have been considered, contested and discussed
over many years, focussing on the properties of documents: for instance, the
relative significance of titles or abstracts [12]. Such studies have been focussed
upon relevance as a property of a document, to be assessed, rather than upon
the method and means of that assessment. Likewise, many studies, such as [3],
have viewed relevance and related document features within the framework of
information retrieval: namely, how to operationalise relevance computationally.

Only recently has attention within computer science moved from document
properties and information retrieval mechanisms to the corresponding human
processes. Recent papers by Badi[1] and Bae[2], Wacholder[15] and others have
pointed the way to a more detailed consideration of the interaction that occurs
during document triage, in electronic and physical information media.



418 G. Buchanan and F. Loizides

3 User Study

In order to uncover the gaps in existing understanding, we undertook a user–study
to explore the differences between document triage behaviour in electronic and
physical environments. Recent research[7] demonstrates that significant shifts in
user behaviour emerge with a move from physical to digital media, thus a bet-
ter understanding of the current differences is timely. Existing research provides
triangulation data for new findings. This section first describes the experimental
design, before discussing the quantitative and qualitative results.

3.1 Experimental Design

Information triage is a multi-stage process, as is the even more specific task of
document triage. One common distinction in the digital environment is between
reviewing the document through: its full–text; a descriptive overview page with
title, abstract, etc.; or at the result list of document titles. We subsequently
studied two electronic conditions: the first requiring the user to open the full
document; the second giving a descriptive page that listed title, abstract, author
and publication information. In all conditions, including paper, a printed list of
document titles was given, and in both electronic forms a result–list format of
document titles appeared at the commencement of the experiment.

The experiment was conducted in three conditions: first, paper–based with
each participant being given a list of document titles and a set of printed docu-
ments; second, digital documents accessed via a results list and overview page;
third, digital documents accessed as PDFs from a single file folder. In the digital
folder condition, the files appeared with their titles, rather than filenames.

The study was conducted on a standardised task: judging the relevance of 20
documents from the ACM Digital Library on a set topic. The search for this study
was standardised, and thus every partipant viewed the same twenty documents.
For the paper condition, these papers were printed double–sided on A4 paper.
Digital documents were presented as PDFs, read using Adobe Acrobat.

Thirty participants were recruited: 10 for each condition. Participants com-
pleted a pre–study questionnaire, and a post–experimental interview was used
to elicit particular details of their interaction with the documents. Video record-
ings were taken of all participants’ sessions, and the on–screen activity captured
by Blackberry Flashback for the digital sessions. Each participant was asked to
score each of the twenty documents for relevance to the task, giving a rating out
of 10 (completely relevant) to 0 (non-relevant).

Participants were computer science staff and post– and under–graduate stu-
dents, aged from 18 to 52. Of the thirty participants, twenty one were in their
final undergraduate year or were postgraduate. Participants were assigned to
each condition to ensure balance between the different modes. The task topic
was of variable familiarity to the participants: from two who were research active
in the area, to four first–year undergraduates with only limited knowledge.

A panel of three domain experts examined each paper in detail and rated each
as relevant, part–relevant or non–relevant, and scored out of ten for relevance.
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Where disagreement occurred (re. two papers), a discussion was engaged with
until consensus was found. This basic deisgn reflects the common practice for
assessing relevance for experimental corpora in the TREC conference series[14].

3.2 Findings: Process

Before studying the interaction of users with individual documents, we will first
review the behaviour of users during their relevance judgement as a whole.
Though there were some common patterns, in fact there were a number of critical
divergences in the process followed by participants in the three different modes.

One key difference was total time taken for document triage: the ten paper–
mode participants taking a mean of 23m 42s, overview–page mode 17m 11 s,
and folder–mode 28m 12s. A t–test of these differences was significant at the
10% level for all cases, except between the two electronic modes, which was
significant at the 5% level (p=0.021). One reason for the low times of overview–
page participants was that few papers were read in their full–text form. Only
two participants opened more than three papers for full viewing. In contrast, in
both paper and folder modes 96% of all papers were read as full documents.

Process Strategy. The most common approach to the triage process was a
linear process of reading the first document and then reading and scoring every
document in turn. This is the dominant case both with the participants in the
paper and electronic groups (25 of 30 participants). Those five participants using
a non–linear method were all found to be in the eleven participants who took
the longest total time. One potential weakness of the linear approach, identified
by six participants, is that an individual’s use of relevance scores can change
as further documents are read. On paper, however, the eight linear–method
participants often paused to reconsider their current scoring, whilst this was not
observed at all in the two electronic modes: one participant commenting that “I
realised at some point that the titles are kinda wrong sometimes in the meaning,
so some of my scores in the beginning might be wrong but there we go”.

Organising Documents. Our paper–mode participants frequently used the
available deskspace to organise the scored documents in piles. One participant
organised tthe documents at the start of the process, spreading them over the
desk in order to gain an overview of the whole list: “If I can see the titles
all at once, then I can judge more relevant documents and save time”. Most
participants, however, categorised documents as they were read in turn, reflecting
the perceived relevance (see Figure 1, left). Seven out of ten participants divided
the (tentatively) scored documents into piles, each pile being a set of documents
with the same ranking category. The most common practice (5 users) was three
piles: relevant, non-relevant and part-relevant documents. Six participants used
these piles at the end of the task, placed across the desk as they confirmed their
final relevance scores. Four of these reviewed all documents at this stage, and
subsequently gave each a revised score in light of the scores given to other papers.
One participant used a notable fanning effect (see Fig.1, inset) produced by the
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Fig. 1. Users organising pages for triage (left), fanning document (inset left) and elec-
tronic note taking (right)

relevance of the documents. When asked why he did it he commented that ”they
sort of fanned out without me realising”. This fanning effect was not reproduced
in any way by any of the electronic or folder participants.

The same set–creating activity was seen in two participants in the electronic
modes. One marked potential relevance by placing a mark next to the paper title
on the scoring sheet, whilst another kept score on a Notepad document (Fig.1,
right). These participant thus created virtual document sets and proceeded to
go back to the relevant documents in more depth to verify their judgements.

Average relevance scores were very similar across the different modes (6.356
and 6.512 in the digital and physical conditions respectively), and show no sta-
tistically significant difference (p=0.74).

Triage Effectiveness. The 20 documents used in the experiment were rated by
our expert panel as containing 7 relevant, 5 partially relevant and 8 non-relevant
documents. We evaluated the performance of our participants by considering the
number of relevant documents in their 7 most highly ranked choices. This score
showed little deviation across all modes, with 128 of the 210 documents (61%)
in question being considered relevant by our experts. Paper and folder modes
scored a little higher (63% each) and the overview–page mode lower (57%). These
differences are not statistically significant within our sample size.

However, this picture hides considerable variation between modes, and we
shall meet a number of these differences as we study how users viewed and evalu-
ated the document content. Overview–page users highly rated short papers: three
their four top–rated papers were 4 pages or less, whilst all top–ranked document
in folder or paper modes were more than four pages long. Folder participants
favoured documents with more statistical tables and technical diagrams.

3.3 Document Content

Abstracts and Titles. Previous research has indicated that document ab-
stracts and titles play a key role in the relevance judgement of human readers[12].
This was true of all participants, particularly those in the two electronic modes.
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Overview–page participants frequently (157 of 200 documents) viewed only
the overview page of document title, abstract etc. provided after clicking on a
document in the list. One participant opened all 20 documents, another ten,
five opened documents that did not provide an abstract on the overview page,
and the remaining three viewed no full documents at all. When documents were
opened, the users performed only limited scrolling: suggesting that only the
abstract and title from the top of the documents was read in detail, even with two
page documents. Folder–mode participants also spent a high proportion of their
time on the first page of the document, as we shall see below. Differences also
appeared regarding the conclusion pages of documents: electronic participants
rarely displaying them (total 17 of 243 opened documents), whilst reading was
common in the paper mode (89 from 173 read documents).

Subjective feedback reinforced this observational data: e.g. twenty six partici-
pants reported that the title was important, and they favoured a “title including
the search words”. Imprecise abstracts were criticised by most of these partici-
pants, but this was not always acted on: eight overview–page participants noted
specific abstracts that they found vague, but we observed that subsequently they
did not chose to open any of these documents in question for reading.

Headings and Emphasis. Existing literature reports a common focus upon
section heading text, which we also observed in all modes. However. participants
reported seeking all emphasised text: e.g. italicised paragraphs, bullet points
and figure captions. Participants commented that though they first look for key
words in titles, later attention is given to headings in general. Post–experimental
feedback and talk–aloud comments revealed that though title text was an initial
attractor during triage, in all participating groups the initial importance of titles
declined as heading and caption text was scrutinised. Participants from every
group observed that titles can be misleading, and as the task progressed they
therefore stopped relying so heavily on the titles alone. Yet again, few partici-
pants subsequently reconsidered the documents that were already ranked. Only
two paper–mode participants who made this observation returned to review the
score they had given earlier documents. Participants frequently paused at length
on pages containing large amounts of bold text, whilst few pauses of over half a
second were recorded on pages with no emphasised content.

Images. Images and figures play a very important role in general to both the
paper and the electronic folder participants. Sixteen of these twenty participants
rated images as “useful” or “extremely useful” when deciding the relevance of
a document. One participant commented that “A picture is a thousand words
they say. I think it is much more”. Subjective feedback also revealed a favourable
emphasis on concise, easy to read diagrams, when these support the relevance–
judgement decision: e.g “Pictures are the main thing I look at. You can pick
up the meaning and get the general idea of the paper I think from them”.
Participants also reported scanning neighbouring and caption text. In contrast,
the seven of the ten overview-page participants rated images “not important” for
relevance judgements. This difference in reaction could well be a product of the
readers’ behaviour or received stimuli from the different experimental modes.
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We subsequently evaluated the relationships between images, tables and tech-
nical figures and users’ relevance judgements. Photographic images seem to have
no discernable effect: indeed, there is a moderate negative correlation (r=-0.31)
between the number of images in a document and its relevance score. This rela-
tionship is explicable by document length effects (see below). Technical figures
and tables, on the other hand, have a positive correlation between the number of
figures and relevance rating (r=0.34), which is particularly noticable in the case
of those in the electronic folder mode (r=0.57), and statistically significant at
the 5% level in both cases. Statistical analysis thus concurs with the subjective
feedback: when reading full– electronic documents, technical illustrations and
tabulated data play significant roles in relevance judgement.

Document Length. Document length played an important part in document
review. Even in the paper mode, where participants would often glance at most,
if not all, document pages there was a declining likelihood of text being read
when it fell later in the document. For example, in the case of one 24–page
document, only one reader was observed as having viewed every page in paper
mode, whilst not one reader in the electronic mode read beyond the second page.

A comparison of the paper–only against the two digital–mode groups illumi-
nates differences in relevance judgements. From our experimental data, there
are statistically significant effects from document length: shorter papers being
favoured in the digital domain, when compared to paper (p=0.05). Further
scrutiny between the two digital conditions reveals further detail: those using
the overview–page interface were most likely to score longer documents lower –
often without actually reading them. Individual papers demonstrate these gen-
eral differences: e.g. paper no. 16 (4 pages) moved from rank 13 (paper) to 4
(digital), and its mean score average rose from 5.4 to 7.5.

Within–Document Navigation. Document navigation methods varied no-
tably between the physical and electronic modes. In electronic modes, many
documents (34%) were never scrolled, and 64% not read beyond the first page.
Subsequent to this initial view, users would often rapidly scrolling the document
downwards before unpredictably and apparently randomly skimming the docu-
ment. Our participants explained that they were searching for relevant–looking
headings. In contrast, those searching on paper repeated a superficially similar
pattern, reading the first page in some detail, before skimming linearly through
the document, often with a particular pause on the page containing the pa-
per’s conclusions. This repeated the emphasis on the beginning and end of the
document, with the modification that the body was typically read before the
conclusions.

One method of within–document navigation only available to electronic doc-
uments is the search function. Subjectively, this feature was rated highly by
all our participants, twenty four of whom cited “Ctrl-F” as a key advantage of
reading on the PC. The search facility of a reader application could be used
to identify the specific parts of the document that contained the search terms
used in the original query. Fifteen digital–mode users reported the advantages
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of search, and all claimed to use it. However, the observational data is at odds
with these claims. Out of a total of 243 documents read in full PDF form, search
was only used on 11 occasions by 4 users. Furthermore, on the majority (8) of
these occasions, the first match only was inspected.

Differences also appear if we evaluate the amount of time spent in different
parts of the document. Taking data from the screen–captures for the participants
in the electronic folder mode, and the video capture of the paper mode, we can
compare the displayed time for different parts of the document. Those in the
electronic mode spent 68% of their viewing time on the first page of the PDF,
without scrolling (i.e. on the top, visible portion of the first page). In contrast,
only 32% of their time was spent on the remainder of the document, nearly
equally divided between scrolling activity (15%) and the stationary reading of
content (17%). Interviews revealed that most of the content time was focussed
on larger visible elements such as headings and images. This contrasts markedly
with the user behaviour when interacting with paper, with an average of 47% of
time spent on the entire first page, with the remainder spent on the rest of the
document. However, between–page movement accounted for a small percentage
of time (< 5%) and reading for nearly 50% of total document viewing time.

Users in overview–page and folder modes often continually scrolled documents
up and down without pausing. It is hard to compare this mode of reading with
the serial reading of pages seen in our paper–based participants, but the data
above shows that the paper mode participants spent longer on the second and
subsequent pages of documents. The conclusion page of papers was a common
navigational destination in full–text reading; however, this was viewed for 52%
of read papers in the paper mode, and for only 17% in the folder mode. Of
the twenty participants in these two modes, only five stated that the conclusion
played a notable part in their relevance judgement. In the overview–page mode
only 43 papers were read, and only six were navigated to their conclusion page.

In electronic modes, following the skimming review of a document, users usu-
ally (72% of documents) return again to the top of the document. On the other
hand, paper participants pause at several points in a document. Pages contain-
ing diagrams or illustrations are viewed for a longer period of time (average
per viewed image page of 10.3s compared to 4.8s in electronic modes). Users’
subjective feedback reported stopping to read the text relating to the images,
headings, and sentences from paragraphs that are considered important. Read-
ers seldom returned to the abstract page (24% of papers) at the conclusion of
reading. Four paper participants reported that they would even stop to read
something of interest that is not necessarily related to what they were looking
for. Twenty two of all participants reported that recalling location of material
within a document was easier on paper, and reading within documents seems
more systematic (linear) in our observations of participants’ reading.

Subjective Feedback. Participants were asked whether they would prefer to
use the other medium (e.g. electronic/PDF for paper participants) to perform a
search, or if they would prefer to use both physical paper and electronic media
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simultaneously. Only 3 (10%) of participants would chose to swap medium, whilst
10 (33.3%) would choose to use both media at the same time.

In order to discover the different affordances of the two media, participants
were asked to list the features of each medium they find useful. In addition to
those already mentioned, 14 participants reported greater comfort for paper,
11 noted annotation was easier, 10 said it was easy to organise (e.g. into piles)
and nine cited it as being more portable. In comparison, few advantages were
cited for electronic media did not have so many points in its favour – the only
advantage reported by more than two people was the search facility.

When asked specifically about annotations twenty three participants consid-
ered them very important for triage but only one of the twenty digital partic-
ipants took annotations of any kind. Participants commented that they could
“write their own annotations for future searches” and that annotations help in
organisation or, as one participant put it, “collecting my thoughts”.

4 Discussion

As noted in Section 2, there is a gathering body of evidence on user behaviour
in document triage. Some of our findings strongly triangulate with this existing
literature: e.g. the significance of titles and the dependence of readers upon ab-
stracts of academic texts is already well documents [12,4]. Our participants were
entirely consistent with this recorded focus upon these key document features.

Digital document triage has also been reviewed, often in the context of web
searching[13]. However, such studies have either focussed upon generalised web
searching, or validated electronic information seeking criteria against the previ-
ous literature. This paper has focussed upon how these known items are actually
used during the triage process itself.

Document length is one property that carries across physical and electronic en-
vironments, if experienced in differing ways: e.g. download times – a known con-
cern on the web – does not translate to paper. Reviews of relevance literature[9]
make clear that longer documents are less likely to be accepted for casual in-
formation seeking, whilst shorter documents are less likely to be accepted when
“authorative” data is being sought. Overview–page participants scored longer
documents lower than participants using paper. Given that the participants were
given the same task in both modes, and the experiment balanced for experience
and other effects, it is reasonable to assert that this difference is a property of
the electronic environment.

Other recent work (e.g. [7]) suggests that electronic reading is associated with
more casual styles of reading, when compared to paper. Our results suggest a
similar difference in terms of triage: a preference for shorter documents, and a
high proportion of skimming activity are more commonplace in the digital do-
main. When given a summary page of a document, readers in the digital domain
seldom move beyond it, and even when reading full–texts, readers seldom scroll
beyond the first screen of text. In comparison, over 80% of paper documents
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were read beyond the first page. What is not clear is the cause of this variance:
is it a direct consequence of the interactive affordances of reader software, or
indirectly caused by different expectation of digital resources?

4.1 Factors Affecting Relevance Choices

Users in the electronic modes made lower relevance decisions for longer docu-
ments. Whilst classic relevance ratings have viewed relevance in purely semantic
terms, it would appear that in practice users adjust their relevance judgements
when considering other factors. One model for this is to consider that a user’s
perceived relevance for a document is factored by the perceived cost of reading
the document. In our case, wider navigation of paper documents suggests a lower
cost than in electronic modes. In line with other research[5], our participants be-
haved as if electronic reading were a higher cost than reading on paper. Our
earlier research has demonstrated that interactive costs for within–document
navigation and reading can be reduced through changes to interaction design[5],
though triage reading is substantially different to deep reading[1].

Our experiment confirms again the importance of document abstract and ti-
tles, but adds that interaction affects the impact of these elements. Participants,
even when obliged to download the document, spent a high proportion of their
time on first view provided by the document reader, and additional reading had
little impact on user’s relevance precision. Janes[4] used different presentations
to evaluate the significance of abstracts and other elements of documents for rele-
vance judgements. His conclusion was that abstracts formed the most important
element of a user’s decision, but his experiment used pre–defined formats, rather
than allowing users to explore at will. What we observed during the interactive
retrieval process was that when insufficient data was gleaned from an abstract, a
higher volume of detailed reading proceeded. Furthermore, readers would often
refer back to the abstract after linearly reading the paper for further detail. User
confidence in the abstract is therefore tested by interaction, and doubt in the
abstract drives users to higher interaction.

Time is also critical: initial response to a document (e.g. of the abstract or
images) appears to be dominant. Our folder–mode participants were strongly
influenced by images, but we have no evidence that this judgment is any more
open to revision than the enduring impact of abstracts.

Paper–based participants showed more annotational and organisational be-
haviour than our overview–page and folder users – suggesting that these activi-
ties are easier on paper than in Acrobat.

Nicholas et al[10] observed, through a deep log analysis of major online journal
repositories, that when an abstract webpage was accessed before the document
itself could be downloaded, users often did not continue to the download stage.
Their observation was clouded by issues of subscription – i.e. not all visitors
could download full documents, and many could only view the abstract page.
We can confirm Nicholas et al’s hypothesis.
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4.2 Future Work

Our experiment identified further details regarding user interaction with doc-
uments during document triage. However, there are some natural limitations
to the experiment that mean many issues require future study. First, we were
not able to track the actual parts of the screen used by the users. Eye-tracking
may uncover further details that give a more certain insight into the fine–grained
viewing processes of readers. Secondly, the focussed task used here is clearly only
one of a nearly infinite range of tasks that could be used. Other tasks on different
topics, using different user groups, and studying different stages of the informa-
tion seeking process – from initial topic investigation to the double–checking of
fine detail – may reveal different patterns and behaviours.

In particular, this experiment suggests that full–document review is more time
consuming in electronic forms than on paper, and that any electronic form yields
a lower level of precision than is the case for paper. Further experimentation
is certainly required to identify where these differences do and do not apply.
The experimental design also meant that we did not gain any insight into the
effect upon the number of documents selected in any mode, and this is clearly
an issue deserving of further study. The long history of research into relevance
judgements[9] clearly demonstrates that this complex and important task cannot
hope to be resolved by any one study.

5 Conclusion

This study revealed that many stages of the triage process differ between pa-
per and electronic environments. Annotation and organising behaviour is rare
during the electronic triage process, yet is commonplace in the medium of pa-
per. Navigational behaviours also vary, with those reading on paper showing a
broader reading of the content of papers, evidenced by a longer viewing time
of content beyond the first page. In contrast, where a summative page of basic
information is given in an electronic environment, document content is seldom
used to shape the initial relevance decision. When full documents are read in
an electronic environment, the larger proportion of time is spent on the first
page, and much less on viewing of the subsequent content. This had significant
impacts on the relevance judgments of our users, with certain features, such as
greater length, leading to erroneously low relevance ratings. Users also seem to
place high value on their first impression of a document, and further reading of
the wider text has limited impact. For effective triage, initial reading needs to
be concentrated on the most salient parts of the document.
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Abstract. This contribution reports on the introduction of explicit rec-
ommender systems at the University Library of Karlsruhe. In March
2006, a rating service and a review service were added to the already ex-
isting behavior-based recommender system. Logged-in users can write re-
views and rate all library documents (books, journals, multimedia, etc.);
reading reviews and inspecting ratings are open to the general public.
A role system is implemented that supports the submission of different
reviews for the same document from one user to different user groups
(students, scientists, etc.). Mechanism design problems like bias and free
riding are discussed, to address these problems the introduction of in-
centive systems is described. Usage statistics are given and the question,
which recommender system supports which user needs best, is covered.
Summing up, recommender systems are a way to combine the support of
library user interaction with information access beyond catalog searches.

Keywords: Recommender system, rating service, review service, mech-
anism design, incentive system.

1 Introduction

The general public is lately becoming accustomed with recommender systems of
different kinds at various online stores. But scientific libraries, where the profit
contribution of a product (library document) is not the first concern and the
costumers (library users) are coming due to very different incentives, are defini-
tively a not less promising application area. Due to the supply complexity or
the evaluation of the quality, scientists and students are more and more inca-
pable of efficiently finding relevant literature in conventional database oriented
catalog systems and search engines. A common solution to this problem lies in
asking peers (see e. g. [10]). Recommender systems aggregate knowledge from
many peer groups to the level of expert advice services. They bear the poten-
tial to significantly reduce transaction costs for literature searches by means of
their aggregation capabilities. Scientific libraries are in a good strategic posi-
tion to become (even more than now) the information centers of the future [7].
Turning library online public access catalogs (OPAC) into customer oriented
service portals supporting the interaction of the customers is one step to this
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goal. Valid and credible information is a scarce resource [20]. Information con-
sumes the attention of its recipients. “Hence a wealth of information creates a
poverty of attention and a need to allocate that attention efficiently among the
overabundance of information sources that might consume it.” [21]

The more general term “recommender system” was coined by Resnick and
Varian to better describe the action than the more narrow “collaborative fil-
tering” [16]. A recommender system reads observed user behavior or opinions
from users as input, then aggregates and directs the resulting recommendations
to appropriate recipients. Recommender systems can be classified into two dif-
ferent main categories. An implicit recommender system is based on behavioral
usage data like purchases, digital library catalog inspections, or lending data.
An explicit recommender system directly asks the users for their opinions on
certain objects. A more technical classification with a focus on applications in
e-commerce can be found in [18] and [19]. For a more up-to-date overview on
recommender systems e. g. see Adomavicius and Tuzhilin [1]. In Geyer-Schulz
et al. [5] an early application of recommender systems including group-specific
services in e-learning is presented. Herlocker et al. [9] deals with the technical
evaluation of recommender systems.

The focus of this paper lies on the experiences with motivation and support of
interaction between library users at the University Library of Karlsruhe. First,
the introduced recommender systems are described, then mechanism design is
discussed to address motivational problems. Finally, general lessons learned from
integrating different recommender systems into large existing legacy library ap-
plications are summarized and the evaluation of such systems is discussed.

All in this paper presented recommender systems are fully operational services
accessible by the general public. For further information on how to use these see
“Participate!” at http://reckvk.em.uni-karlsruhe.de/. In answer to strong
privacy concerns among students and scientists all portrayed recommender ser-
vices are object-centered. They do not classify the users by observation or asking
them for their interest, but they classify and gather data on the documents of a
library. Figure 1 shows a cutout of the detailed document inspection page of [13]
in the OPAC of the University Library of Karlsruhe. The behavior-based ser-
vice is accessibly by clicking on “Empfehlungen” (Recommendations), the rating
service by “Bewertung abgeben” (Submit rating) or direct inspection of “Bew-
ertung des Titels nach Nutzergruppen” (Ratings of the titles by user group),
and finally the review service by “Rezension schreiben” (Write review), “Rezen-
sionen anzeigen” (Inspect reviews), and “Meine Rezensionen” (My reviews). All
systems are programmed in Perl or PHP (or a combination of both), use Post-
greSQL databases, and are running on Linux servers.

2 Behavior-Based Recommender Service

Behavior-based recommender services are observing the behavior of users and
thereby implicitly collecting information about the objects the users are inspect-
ing. The necessary homogeneity of a group of users in this case is granted by

http://reckvk.em.uni-karlsruhe.de/
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Fig. 1. Recommender start interface on a document’s detailed inspection page. Rezen-
sion schreiben – Write review; Bewertung abgeben – Submit rating; Rezensionen
anzeigen – Inspect reviews; Meine Rezensionen – My reviews; Empfehlungen – Recom-
mendations; Bewertung des Titels nach Nutzergruppen – Ratings of the titles by user
group.

the principle of self-selection [17,22]. In a library setting usage behavior can be
observed at different stages: detailed inspections of documents in the OPAC,
ordering paper documents from the magazine, ordering paper documents that
are currently lent, and finally picking-up a paper document or downloading a
file from the digital library. The main concern for the data selection is bias. It
can be shown that lending and ordering data is highly biased, since e. g. stu-
dents very often do not order the book they are mostly interested in, because
most likely it is already lent, but actually their consideration-set only includes
documents that they will be able to obtain timely before the corresponding ex-
amination. In marketing several conceptual models which describe a sequence
of sets (e. g. total set ⊇ awareness set ⊇ consideration set ⊇ choice set ([11],
p. 153)) have been developed to describe such situations [14,23]. For this reason
the behavior-based recommender service at the University Library of Karlsruhe
is based on anonymized OPAC searches (hits on document inspection pages) and
not on lending data. Due to transaction costs the detailed inspection of docu-
ments in the OPAC of a library can be put on a par with a purchase incidence
in a consumer store setting. A market basket consists of all documents that
have been co-inspected by one anonymous user within one session. To answer
the question, which co-inspections occur non-random, an algorithm based on
calculating inspection frequency distribution functions following a logarithmic
series distribution (LSD) is applied [6]. Such a recommender system is opera-
tional at the OPAC of the University Library of Karlsruhe in a first version since
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Fig. 2. Recommendation list of “Cluster computing” by Bauke and Mertens. The num-
ber of co-inspections is given in brackets after each title.

June 2002 [8] and in the current web service version (facilitating WSDL, XML
and SOAP) since January 2006.

Figure 2 shows the recommendation list of “Cluster computing” by Bauke
and Mertens (cut-out from the web page). The number of co-inspections is given
in brackets after each title. Documents with less than three co-inspections have
been rated by the LSD test to be not significantly related to this book. Since the
usage distribution of documents in nearly every library is highly skewed (newer
documents, or documents to topics that interest a large part of the overall library
users, in general are more requested), many recommendations will be generated
for documents that are used often while seldom used documents have fewer or
no recommendations. Recommendations are updated daily. Of the 929 637 doc-
uments in the catalog, 192 647 documents have lists with recommendations, a
total of 2 843 017 recommendations exist. Because of the skewness, the coverage
of actual detailed document inspections is 74.9% (much higher than the cover-
age of the complete catalog). So the probability that recommendations exist for
a document a user is currently interested in is 0.749 (status of 2007-03-19). A
user survey asking the library users “I consider the recommendation service in
general” on a Likert scale from 1 (very bad) to 5 (very good) yielded a mean
of 4.1 from 484 votes between 2005-03-21 and 2006-03-06. This type of recom-
mender service is best suited to users trying to find standard literature or further
standard readings of a field corresponding to the document they are currently
inspecting. Although it does not support the direct interaction (communication)
between customers, everybody using the service profits from the actions of other
library users.

An e-mail notification service was added at a later stage. Users with a library
account receive an e-mail including a direct link to the recommendation page if
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new recommendations appear for a previously specified document. The usage of
this service didn’t meet the first expectations. Users seem to be skeptic about
any service that tries to grab their attention (like spam mails) at times when they
didn’t even visit the library. To overcome this problem it is planned to extend this
notification service in the near future to support RSS feed techniques. Thereby,
each user can decide within the RSS reader when to poll the service. Further
on, this way it is no longer connected to existing user accounts, but opened as a
personalized service to the general public

3 Explicit Recommender Systems

Two different kinds of explicit recommender systems are online at the University
Library of Karlsruhe since March 2006, a rating service and a review service. To
prevent fraudulent use, submitting ratings and reviews is possible only for logged-
in users. These services differ from most other systems (e. g. Amazon.com’s) by
means of user and target groups and strict separation of ratings and reviews.
Currently three different user groups exist: students (Studenten), university staff
(Mitarbeiter), and others (Externe) not directly associated with the university.
While one could easily come up with more elaborate user classifications, these
three groups have been used by the library for many years preceding these ser-
vices. They are checked (and afterwards tracked over time) by the library for
each user before handing out the library card. The guarantee of correctness made
this user classification the (pragmatic) choice of approach for a library with an
existing base of approximately 24 400 active users.

3.1 Rating Service

This service allows logged-in users so submit a numerical rating for a document
on a Likert scale from 1 (very bad) to 5 (very good). Every user can submit
only one rating per document. The ratings are aggregated for each user group
separately and are shown in numerical form (average rating, number of ratings)
as well as an enlightened-star-graphic on the detailed document inspection page.
In figure 1 we see 4 ratings from students (Studenten) with an average of 3.5
and 5 ratings from university staff (Mitarbeiter) with an average 4.4. Thus, at a
first glance [13] seems to be an overall good book, even more praised by scientists
than by students.

Figure 3 shows the overall number of ratings online from 2006-03-03 to 2007-
03-19. One large drawback of the current setup is known. Users searching the
catalog are normally not logged-in until they want to order a paper copy of a
document not freely available right now. To submit ratings they have to first
log-in. This hurdle seems to have a huge influence on the number or submitted
ratings, although it should have a very positive influence on the quality of the
ratings. This service is best suited to get a first quick estimation of the overall
quality of a document within certain user groups.
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and his own degree of anonymity (Anonymitätsgrad).
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3.2 Review Service

The review service manages document reviews written by library users. Figure 4
shows the editing page for reviews. Every logged-in user is allowed to submit
four different reviews for each of the library’s documents, one addressed to each
of the three user groups (Zielgruppe – the target groups of the review) and a
fourth one not assigned to any user group. This offers the possibility to focus the
reviews on the specific needs of the target groups. Parts of a book may be suited
very well for a specific course (target group of students), while other aspects
e. g. the cited literature are mostly valued by scientists. Reviews can be written
and saved within the system over several sessions, only after explicitly releasing
a review, it shows up in the OPAC. The user can choose for each review, if it
is published anonymously or under his real name. Writers are informed about
guidelines for reviews, but no further checks from library staff is included in
the workflow of submitting a review. Offending reviews can be reported to the
library by every user. Since the writer of every review is known at least to the
library, such reviews could be deleted and the writers contacted. No such case
has been reported so far, although some users have deleted some of their own
reviews (confer figure 3).

Fig. 5. Browsing page for reviews. The author (Autor) chose to stay anonymous
(XXXX) but belongs to the staff group (Mitarbeiter), the target group (Zielgruppe) is
students (Studenten), it has been rated (Rezensionsbewertung) one time by students
and two times by university staff (see stars). On the left hand side various sorting
criteria (up and down) for reviews exist: reviewer (Rezensent), date (Datum), ratings
(Bewertung) from the different user groups, reviewer group (Status des Rezensenten),
as well as target group.
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Figure 5 shows the browsing page for reviews. A rating service analog to the
one described in section 3.1 is available on the level of reviews. By means of
this a first impression of the quality of certain reviews can be assessed without
reading them. Reviews can be browsed and sorted by different criteria: reviewer,
date, average ratings of the three user groups respectively, user group of the
reviewer, and target group. By means of this service more detailed information
about the content, the quality and the adequacy of a document for certain tasks
(like preparation for an examination) can be assessed, even if the full text of
the document is not available online. Inspection of this information on the other
hand takes significantly longer than with the previously described systems. When
searching the full text of all reviews for keywords, it can be used as a user
generated indexing of the library catalog. At 2007-03-19 26 reviews (see figure 3)
and 11 ratings of reviews are online. The reasons behind these numbers are
discussed in the following sections.

4 Mechanism Design Problems . . . and Solutions

Motivating users to write reviews or rate documents in a digital library is a
game of (static) mechanism design, a special class of games of incomplete in-
formation. See e. g. “Game Theory” by Fudenberg and Tirole [4] pp. 243–318
for an introduction. By determining the structure of the digital library and
the corresponding recommender services the operator of the library chooses the
mechanism that maximizes his desired outcome. Here, the players are all library
users and the desired outcome is a large number of high quality (implicit and
explicit) recommendations. The following mechanism design problems are most
dominant in the described applications:

Free-riding. Observing recommendations is highly valued, but due to transac-
tion costs few users actually are willing to produce them.

Bias. Conscious or unconscious prejudice. E. g. a book author favors his product
to the ones of competitors.

Credibility. Are recommendations mixed with sales promotion or advertise-
ments?

Privacy vs. recognition of good cooperation. To laud users with exemp-
lary cooperation you need their allowance to recognize them.

Positive/Negative feedback effects. The first good or bad recommendation
may lead to further good or bad recommendations respectively (path
dependency).

Economies of scale. The more contributing users (and thus recommendations)
a system has, the more useful it is and thereby attracting even more users.

To solve these problems a suited incentive systems has to be implemented.
Recommendations are no standard consumer goods thus needing a special user
motivation approach [2]. Motivation can be intrinsic or extrinsic. Extrinsic mo-
tivation is generated e. g. by payments or public commendation. Compensations
not only fulfill the purpose of inducing effort on the existing user group but
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also aiding the selection of appropriate new users [15]. On the other hand, when
offering compensations, intrinsic motivation is often displaced by extrinsic moti-
vation. So, once you offer compensations e. g. in form of free book donations to
the best reviewers, you scare away some users, that were willing to contribute
out of altruism or their implicit membership to the scientific community before.
Unfortunately, it has been shown that experiments to measure these motivations
correctly are very hard to accomplish [12].

In e-commerce applications shilling of recommender systems is often a mo-
tivation. The possibility to submit anonymously (or with fake accounts only
requiring an e-mail address) ratings and reviews for one’s own products to boost
sales leads to significantly more submissions. This mechanism is less dominant
in a library setting. The more restrictive the submission process is handled, the
less submissions can be expected. The recommender systems at the University
Library of Karlsruhe in the current first implementation are very restrictive in
the area of the accepted user group and the anonymity towards the system ad-
ministrator. Lessening the restrictions may lead to more submissions with the
drawback of a higher rate of biased ratings and reviews.

In general, mechanism design problems are of less concern with behavior-
based recommender systems. Free-riding is almost not possible, to create bias
consciously in a well implemented system (including web robot prevention) has
very high transaction costs and therefore is mostly unattractive in a library
setting, and finally all users of the OPAC (regardless of their interest in rec-
ommendations) contribute to the recommender system and thereby helping to
scale it up. Achieving the critical mass is the most important goal for stand-
alone recommender systems (cold start problem) but is less indispensable to life
for systems that are placed as value-added services to already high frequented
information centers like digital library OPACs. The credibility in the academic
environment comes to a large part from the institution to which the library be-
longs. If promotions or advertisements of any kind within the OPAC exist, a user
should perceive a clear separation between these and the recommender system.
This is often not the case in e-commerce applications like e. g. Amazon.com,
where products with a high contribution to profit are placed by product man-
agers next to real recommendations from other customers. Recognition of good
cooperation within explicit recommender systems can be measured by reputa-
tion systems (for credence goods e. g. see [3]). A user point account tracks useful
behavior (credit) and undesirable behavior (deduction of points). To keep users
motivated an automatic discounting (decrease of points) over time is necessary.
The quality of a review e. g. can be measured by the ratings of other users for
this review.

5 Conclusions and Further Research

Scientific libraries hold a good strategic position to become digital information
centers. Such information centers need to support library user interaction as well



Motivating and Supporting User Interaction with Recommender Systems 437

as information access beyond catalog searches. Recommender systems are a way
to combine both. Different recommender systems support different user needs
(e. g. finding standard literature or finding a specialized document for a specific
topic). To amplify the described services the derived information is going to
be stronger connected in the future. On one hand, e. g. the rating data can be
used to further filter the behavior-based recommendations, on the other hand
a different graph-based visualization approach that portrays the heterogeneous
data from the different systems within one view is developed. Another way is a
market-based approach to decide which information from which system should
be offered to the user. The principle design of such a marketplace is described
in [24].

All presented recommender systems are becoming regular OPAC features at
the University Library of Karlsruhe. The introduction of the implicit recom-
mender services is conducted in several steps. The first step comprised the tech-
nical development and launch of the services in the form described by this paper.
To measure the intrinsic motivation of the users and to find the main obstacles
for the users within the system, no technical incentive system like user point
accounts was included, neither were any users directly asked to write reviews
or give ratings. Although a lot of positive feedback for the systems itself was
received, the free-riding problem can be hold responsible for the overall low in-
formation users have been put into the system. To overcome this situation, in the
next steps the following is planned. First, students will be asked to write reviews
on literature they are using for seminars to increase the number of quality re-
views. Second, a reputation systems (list of best reviewers, best reviews, etc.) will
be included and will be accompanied at an even later stage by a compensation
system to raise extrinsic motivation.

Throughout all steps the evaluation of the quality of the ratings and reviews
are of concern as well. Currently, the quality of reviews is measured by the rat-
ings of reviews. No objective metric exists to measure the quality of scientific
documents in an absolute way, the metric always depends on the function a
document has to fulfill for a specific user. Once a reasonable number of sub-
missions of ratings of documents exists, these ratings could be compared with
data from other systems like Amazon.com, data from citation indices might
correlate with ratings from scientists, and an evaluation by experts (lectur-
ers, librarians, etc.) could lead to further insights as well. The most reasonable
way to measure the effectiveness of the systems lies in observing the usage of
the systems and asking the users, if the recommender systems (and thereby
other users) helped them to find the right literature for the task they had in
mind.
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Description 

In the last few years, a deep paradigm shift has taken place in the Digital Library 
domain. From several independent online systems and closed library “silos” that store 
digital heritage content, digital library systems are evolving towards a networked 
service-based architecture built as a set of fully interoperable local digital library 
systems. 

A digital library in this context refers to a network of services targeted to cultural 
heritage and/or scholarly institutions (libraries, archives, museums, etc.), allowing 
users to access and utilize globally distributed collections of multimedia digital 
content (text, images, and audio-video collections).  

There are currently significant ongoing initiatives in the field such as BRICKS, 
TEL/EDL, MICHAEL, and DELOS) which have developed so far fundamental 
technologies on the road to the European Digital Library.  Hence, this panel will 
begin with a comparative analysis of the state-of-the-art technologies, as made 
available by the different initiatives. 

The main objective of the proposed panel will be to discuss to what extent the 
efforts so far have led towards a fully operational service for a European Digital 
Library, and what further challenges need to be dealt with, within the deadlines of the 
i2010 initiative.  
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Description 

The countries of Central and Eastern Europe (CEE) that were part of the Soviet Bloc 
or were non-aligned (Yugoslavia) entered the 1990s with telecommunications 
penetration of about fifteen telephones per hundred persons and a weak technical 
infrastructure based on pre-Cold War mechanical switching technology. They lacked 
digital transmission systems, fiber optics, microwave links, and automated systems 
control and maintenance. Until 1990, business, government, and education made little 
use of computers, although some mainframe-based data processing centers handled 
scientific and military applications. Communication technologies such as typewriters, 
photocopiers, and facsimile machines were registered and controlled to varying 
degrees in each country. The CEE countries could not legally make connections 
between their computer networks and those of countries outside the Soviet Bloc 
owing to the COCOM regulations and other embargoes imposed on the region by the 
West, although clandestine network connections were widely known to exist. In the 
fifteen-plus years since the collapse of the Soviet Bloc, these countries have made 
rapid advances in infrastructure and economics, and several already have become 
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members of the European Union.  Yet many challenges remain, especially with regard 
to infrastructure maturity, linguistics, and intellectual property.   

This panel will address the special concerns for digital library research and 
development in the host region of the conference. Panelists will address three 
questions with respect to digital library efforts in their respective countries: 

• What are the infrastructure concerns in developing digital libraries in the 
region? 

• How do the linguistic concerns of the region (relatively small language 
groups, translation requirements, etc.) influence digital library design?  

• What intellectual property issues most influence digital library 
developments? 

Panelists: 

C.L. Borgman, Introduction and Overview of Issues 

Prof. Dr. Borgman, who was a Fulbright Professor in Hungary and a member of the 
Regional Library Program Board for the Soros Foundation Open Society Institute in 
the mid-1990s, will frame the panel discussion with political, technical, and historical 
background on digital library development in Central and Eastern Europe. 

T. Aparac-Jelušić, Infrastructure and Content Management Issues in Digital 
Libraries: A Croatian Perspective 

Prof. Dr. Aparac-Jelušić, who chairs the LIS programs at Osijek and at Zadar, 
Croatia, and also directs the annual conference in Dubrovnik, Libraries in the Digital 
Age, will set digital library research and development in Croatia in the context of 
education and research in the region.  She will discuss policies to strengthen national 
information and communication technology infrastructure to increase Croatian 
participation in European information sector projects. She will explore how the Open 
Access movement in the research and academic community is addressing some of the 
concerns of small language groups. Intellectual property approaches are illustrated by 
new national programs to digitize Croatian heritage material and to build digital 
repositories of educational content. Distance education also is strongly influencing the 
development of digital libraries in the region.  

S.J. Ljubi, Advantages of Being a Small Country:  Croatian Experiences in Web 
Archiving 

Ms. Ljubi, a Librarian at the National and University Library of Croatia, is a member 
of the research project team to harvest and archive Web-based Croatian publications. 
Over a period of 3 years, 1700 titles have been archived, most in multiple versions as 
they change over time, for a total of about 14000 instances. Each title may be a single 
discrete document or a whole government website containing thousands of pages. 
Among the issues to be addressed are cooperation with publishers, government 
agencies, and other institutions; intellectual property policies and technical 
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mechanisms for providing access to archived content; architectural design of digital 
library services; and international efforts in cooperation and interoperability to 
preserve national cultural and scientific heritage. 

Z. Manžuch, Building Cultural Heritage Libraries Online: Lithuanian 
Perspective in a Broad Context 

Ms. Manžuch, a lecturer and doctoral student, will illustrate Lithuania’s growing 
involvement in European digital library efforts with an ambitious project to create the 
Integrated Virtual Library Information System (IVLIS). It is a partnership among 
multiple memory institutions to provide access to the cultural heritage of Lithuania 
for in-country and foreign users. Establishing effective collaboration between the 
dispersed communities involved in digitization, including libraries, museums, 
archives, research institutes, and universities, is a core concern. Having made 
extensive investments in technological infrastructure, Lithuania is now addressing 
questions about the future of its libraries and about how digital libraries can be used to 
represent cultural identity, cultural diversity, and the dialog of nations and 
communities in a globalized world.  

G. Sebestyén, Heading for a New Tower of Babel: Electronic Libraries in an 
Increasingly Globalized World 

Prof. Dr. Sebestyén, who heads the Library and Information Science Department at 
ELTE in Budapest, will set regional developments in digital libraries in a global 
context. Hungarian is not part of the Indo-European language group, making it 
distinctively different from the languages of its continental neighbors. Hungary thus 
faces extra challenges in a multilingual and multicultural information society in which 
bridging the gaps of cultural relativism is a key issue. He will explore how users 
interpret digital library content in terms of their own cultures and ways in which DL 
interface design can address challenges of globalization.  

A. Gábor: Digital Libraries in the Context of Modernisation of Higher 
Education Institutions 

Prof. Dr. Gábor, who teaches management and computer science at Corvinus 
University of Budapest (previously known as the University of Economic Sciences, 
and during the Soviet period as Karl Marx University), will address the role of digital 
libraries in modernising higher education.  Digital library services can contribute to 
the transformation of universities in the region by improving access to information for 
research and for teaching.  Library infrastructure, with adequate investment, can 
support the management of research and development and can be integrated into 
project administration. Added value will come from active management of intellectual 
property rights, and from reporting, preserving, and disseminating project results. He 
will report on Hungarian national activities in business process analysis in higher 
education to improve library functions and services.  
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Abstract. This paper presents, from e-book features, the concept of electronic
work as a medium for publishing classic literature in different editions demanded
by the Spanish educational system. The electronic work is an entity which, fo-
cused in its logical structure, provides a set of interaction services designed by
means of Aqueducts, a processing model driven by XML data.

1 Introduction

The definition of what an e-book is, or has to be, is quite loose due to its complex
nature. Even so, is accepted that an e-book is the result of integrating the classical book
structure with features which can be provided within an electronic environment [5].

Although, there are many examples of e-books successfully exploited in real en-
vironments, we are interested in those focused in its logical structure for integrating
concerns. An example of them, is the Visual Hyper-TextBook [5] that aims at a solid
and flexible solution to allow the generation of hypertexutal versions with an appear-
ance as close as possible to the printed paper book; it also provides advanced browsing
and searching functionalities which facilitate the interaction with the e-book. From this
experience, we believe that a specific model for describing the logical structure allows
getting better e-books and suggest to use a descriptive markup that defines a high level
of abstraction and reflects the function played by each fragment of text. This markup is
build with a declarative language (XML1) that guarantees to preserve e-book contents.

Taking in account the main role played by the logical structure, we assume that its
XML representation is the core of the e-book and it is used for building interaction
services by means of a XML processing model. From this context, we introduce the
electronic work as an approach of specific e-book focused in its logical structure, which
is used for building interaction services with Aqueducts model.

2 Electronic Work: Concept and Logical Structure

This article shows preliminary results of the BiDiLiC project that designs a digital li-
brary to disseminate the Spanish literary heritage throughout the educational system,
where the use of e-books has been substantial and continues to increase rapidly [6].
� This work was partially supported by the projects TIN2006-15071-C03-02 and TIN2005-

25826-E from MEC (Spain).
1 http://www.w3.org/TR/REC-xml/
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Electronic Work 

Logical StructureAppearance Functionality 

Fig. 1. An e-work as an integrator of concerns

2.1 Definition of Electronic Work

The electronic work (e-work) is a literary entity in which a set of related editions are
integrated next to the original text, with different services allowing a global interaction
with the text and, independently, with each edition, fitting its appearance to the estab-
lished issues of style. An open taxonomy represents the specific semantics associated
with editions that can be published in an e-work; this facilitates the concept’s evolution
which can add new classes of edition by means of the logical structure resources. Cur-
rently, the e-work allows publishing five classes of edition: facsimile, palaeographic,
modernized, updated and translated.

The concept of e-work is designed from the e-book’s features, so it is a dynamic and
reactive element which can be made available in different formats in short periods of
time. A low-level description (see Figure 1), presents an e-work as an integration of
structure and services which define two main concerns: functionality and appearance.
The functionality defines the logic of the service by means of a data guided process-
ing which gets a generic result (represented in the same markup used for the logical
structure) that is used by the appearance for building the visual result of the service
according to the restrictions of the user’s querying device.

2.2 A TEI-Lite Schema for Logical Structure Markup

An e-work is a single entity which publishes several classes of editions; therefore, the
descriptive markup selected to represent its logical structure should facilitate the in-
dividual definition of every edition inside of the global structure of the e-work. This
markup should be capable to describe all literary styles: prose, verse or drama.

We have choosen, for this purpose, an established norm as TEI-Lite [3], which sug-
gests a markup for preserving the structure of underlying text obviating presentation
issues; this feature allows us to mark contents independently of formats and styles used
for showing them. The tagset of TEI-Lite is defined with XML, so the logical structure
of the e-work has a high level of preservation and integrability in current environments,
in which XML is considered as the de facto standard for the interchange of information.

Our approach of markup selects a specific subset of TEI-Lite for satisfying the e-
work’s needs, so it has two basic levels. On the one hand, a global level used to define
information shared by all editions: metadata and critical and historic information of the
e-work are marked with it. On the other hand, we suggest an edition level for describ-
ing the specific structure of each edition defined in the taxonomy of the e-work. This
level contains two classes of elements, for structural divisions and for specific contents
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respectively. These entire elements share, amongst others, next attributes: type for defin-
ing the role that the element plays in the edition, lang for pointing out the language in
which are expressed the contents that stores (required for translated editions) and rend
for customizing (in palaeographic editions) the element’s presentation style.

3 Aqueducts: A Pipelined Architecture for e-Work’s Services

The e-work builds its interactive services by means of a XML data driven processing
model: Aqueducts. It proposes a model for XML processing that abstracts semantics of
XProc2 conceptual model for representing it according to pipe-filter [4,7] features. This
decision entails to define a hierarchy of components, based on encapsulation, which
allows describing a configuration of pipes and filters as a higher-level entity.

3.1 Filter

The concept of filter abstracts (from the original’s description of filter [7]) the syntactic
and semantic features which inherit all components in this hierarchy. So, a filter is a
processor element which performs its specific computation over its XML input content
for getting a XML output content which represents the result of its execution.

A filter has two main components: the interface of communication which represents
filter’s role in the context of execution, and the logic of process which internally defines
its computation features. This logic can be defined by means of an internal finite state
machine (FSM) or by a complex FSM built over a configuration of pipes and filters.

3.2 Hierarchy of Components

This hierarchy differences simple and complex components according to the definition
of its FSM. Moreover, each class of component has a specific semantic characterization.

A structural step is defined as an atomic filter with an indivisible logic of process
(defined by an internal FSM) in its context of execution. We consider three classes:
generator (as data source), transformer (as a generic filter) and serializer (as data sink).

A construct is defined as a complex filter with a specific semantic to control and
manage the contents flow inside an aqueduct. We consider as constructs sequences of
filters, conditions and iterations defined by means of boolean expressions, and, finally,
mechanisms of error handling for managing errors happened during filter’s execution.

An aqueduct is the high-level filter in the hierarchy. It is the unique component di-
rectly executed by the e-work. We define it as a complex filter with an internal sequence
of pipes and filters which is built upon a semantic associated with a software configu-
ration in Aqueducts. This semantic restricts the structure of an aqueduct:

1. The first filter executed in an aqueduct must be a generator step which provides
content (TEI) from the logical structure of the e-work.

2. The core on an aqueduct is composed for transformer steps which defines the spe-
cific logic of process associated with the aqueduct.

3. The last filter executed in an aqueduct must be a serializer step which receives
content generated and delivers it according to the request features.

2 http://www.w3.org/TR/xproc/
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3.3 E-Work in Action: Building Interactive Services with Aqueducts

In our current prototype of digital library, each e-work is stored in a XML file, so each
service generates its content by means of a XPath3 query performed on this XML file.

This content is successively transformed by means of XSLT4 templates which repre-
sent the functionality concern of the service; all of these templates are designed accord-
ing to the logical structure of the e-work. Next, the service achieves its final presentation
format using a set of XSL5 style sheets which represents the appearance concern of the
service respect to the used TEI tagset. Finally, the content is serialized to the expected
presentation format, guarantying that users can visualize the requested content inde-
pendently of its querying device. It is an important challenge because services can be
homogeneously rendered and, this is a weakness of e-books given the diversity of in-
compatible standards and the dependency of most e-books on specific devices [2].

4 Conclusions and Future Work

A concept of e-work describes an integration of concerns focused in its logical structure
defined by means of a descriptive markup; these features show a robust and extensible
solution with a competitive performance in real environments. So, this solution guar-
antees the preservation and exploitation of documents and allows us to publish other
types of document through current e-work resources as indicated in the justification
of the logical structure. Moreover, this structure facilitates the integration of concerns,
allowing us to manage functionality and appearance in an independent way.

We are currently designing more services within an e-work which complement its
current behaviour with specific features required in educational environments. For this
purpose, we are using educational objects (associated with each e-work) which define
different classes of activities that help students to assimilate important concepts.
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Abstract. We introduce a model of uncertainty where documents are
not uniquely identified in a reference network, and some links may be in-
correct. It generalizes the probabilistic approach on databases to graphs,
and defines subgraphs with a probability distribution. The answer to a
relational query is a distribution of documents, and we study how to
approximate the ranking of the most likely documents and quantify the
quality of the approximation. The answer to a function query is a dis-
tribution of values and we consider the size of the interval of Minimum
and Maximum values as a measure for the precision of the answer1.

1 Introduction

Digital libraries often contain duplicates, i.e., two or more representations of the
same or nearly the same document. Duplicates are, for example, the pre-print
and print, or erroneous copies of a document as in the metadata provided by
CiteSeer2: only around 500,000 of the over 700,000 documents have a distinct
title (almost identical titles are hereby not yet filtered). The fraction of dupli-
cated pages on the web was estimated at 30 to 45% in [1,2]. Duplicates may be
mirrors, but also be malicious copies by spammers, or crawling errors. When two
heterogeneous document repositories are integrated, the merged collection may
contain duplicates, too. Cleaning mechanisms try to avoid duplicates and hence
define some identity between objects (e.g. [3]). Objects are merged if their sim-
ilarity is above a certain threshold. However, a merge is not appropriate when
documents differ too much with respect to their metadata, references or content.

We consider a Document Reference Network as a graph where nodes are docu-
ments and edges link one document with its references. PageRank [4] is the best
known measure which analyzes document reference networks in order to rank the
results of user queries. Measures on a document network may provide misleading
results if the network contains duplicates. While a duplicate’s citation list might
be incomplete because not all references were correctly extracted, incoming ref-
erences might point only to one of the duplicates. This could wrongly increase or
decrease the rank of a document. We therefore propose a model of uncertainty for
1 The work was supported by the German Academic Exchange Service.
2 The CiteSeer metadata is publicly available at http://citeseer.ist.psu.edu/oai.html
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near duplicates. It follows the approach taken by probabilistic databases where
alternative representations of the same real-world entity are available. As several
nodes may represent the same document and link to different documents, one may
first cluster similar documents and introduce probabilistic edges between the clus-
ters. This simple model captures some of the difficulties to approximate queries
in a digital library, and provides some measures of quality for the answers of re-
lational and functional queries. The answer to a unary query is a distribution on
documents, and we study how to approximate the sequence of most likely docu-
ments and propose a measure for the quality of the approximation. The answer
to a functional query is a probabilistic distribution of values from a Min value to
a Max value. The smaller is the interval [Min, Max], the better is the precision of
the answer. To this end, the paper is structured as follows: section 2 presents the
uncertainty model for graphs. Section 3 defines queries in this model and the main
section 4 presents an efficient approximation of these queries.

2 Uncertainty Model for Document Networks

We extend the uncertainty model by Andritsos et al. [5] for relational databases
to an uncertainty model for graphs. Table 1 shows an example database and
figure 1 the corresponding graph with clusters. A cluster-based uncertainty graph
is a structure GCn = (Dn, E, U1, ...Up, C1, ...Cm) where Dn is the set of n nodes,
E ⊆ Dn ×Dn is the set of edges, Ui ⊆ Dn is the set of labels, for i = 1, ..., p, and
Ci are partial functions from Dn into [0, 1] such that the domains of Ci partition
Dn, and

∑
x Ci(x) = 1.

Table 1. Document Relation

id docID references prob

t1 d1 doc1 doc3, doc5 0.7

t2 d1 doc2 doc5 0.3

t3 d2 doc3 doc5, doc6 0.2

t4 d2 doc4 doc5 0.8

t5 d3 doc5 1

t6 d4 doc6 1 Fig. 1. Graph with Clusters

According to [5], probabilistic instances Ĝi take one tuple t out of each cluster
Cj from G with probability Cj(t) = prob(t). Then Prob(Ĝi) =

∏
t∈Ĝi

prob(t)
gives the probability distribution over all Ĝi. The answer to a query Q is defined
as a probabilistic measure on tuples: pt =

∑
Ĝi|t∈Q(Ĝi)

Prob(Ĝi). Our extension
of the relational model indicates how to set edges from and to uncertain nodes
in the probabilistic instances: there is an edge between Ci and Cj if the selected
nodes c ∈ Ci and c′ ∈ Cj were connected in GCn.

We transform the graph with clusters on the nodes GCn into a graph G =
(V, EC , μe) where V is the set of clusters. The probability μe of an edge e ∈ EC
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between two clusters Ci and Cj is the probability over the choices over c ∈ Ci

and c′ ∈ Cj that (c, c′) ∈ E.

3 Queries to Uncertain Graphs

Definition 1. A relational query of arity m on a graph G is a function Q :
G × V k → R where R ⊆ V m.

In the cluster-based model, each instance Ĝi provides a random variable R̂i and
gives rise to a distribution R = {(t, pt)} of tuples t with probabilities pt, where
t ∈ R and pt =

∑
i prob(Ĝi) for i such that Ĝi |= R̂(t).

Definition 2. A function query f of arity k on a graph G is: f : G × V k → R.

Each instance Ĝi provides a function f̂Ĝi
for f , giving a distribution of values

(t, pt) where t ∈ R and probability pt =
∑

i prob(Ĝi) for i such that Ĝi |=
f̂Ĝi

= t. The expected function is defined as E(f) =
∑m

i=1 prob(Ĝi) · f̂Ĝi
. We

approximate the interval I = [α, β], where α = MinĜi
f̂Ĝi

and β = MaxĜi
f̂Ĝi

.

4 Approximation

4.1 Approximation of Relational Queries

A unary relation query Q defines a distribution R on documents, and a sequence
s = di1 , di2 , ..., din ordered by decreasing probability. We want to approximate
the k first answers, i.e. produce a sequence sk = di′

1
, di′

2
, ..., di′

k
close to s. A clas-

sical distance between two sequences is the Kendall Tau distance which measures
the number of misclassified pairs (see e.g. [6]). We relativize the weight of a mis-
classified pair with the difference of their probabilities. For each d in sk, d′ in s
is misclassified (mis.) for d if d′ is not a prefix of d in sk and d′ > d in s.

Definition 3. The peudo-distance between sk and the sequence s associated with
a distribution R is:

d(sk, s) =

∑
d∈sk

∑
d′∈s mis. |Prob(d′) − Prob(d)|

Nk

with Nk = n − 1 + n − 2 + ...n − k the maximal number of misclassified pairs.

Definition 4. A randomized algorithm A(Gn, Q, k) which outputs a sequence
sk, ε-approximates the answer R if sk is ε-close to the sequence s, with high
probability.

Naive Sampling algorithm. Take N samples Ĝi, evaluate Q and obtain R̂i.
Let c the function which associates with a document d, the number of occurrences
of d in R̂1...R̂N . Rank the documents according to c and select the k first answers.
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Theorem 1. The Naive Sampling algorithm ε-approximates any unary Least-
Fixed point query Q in polynomial time.

We now quantify the quality of the answer. Consider sk = (di1 , ...dik
), where by

definition c(dij ) ≥ c(dij+1 ) for 1 ≤ j < k and each c(dij ) ≤ N . The quality of sk

is
∑

c(dij )/N2 which is 1 if all k documents in sk are present in the answers of
all samples, and 1/N if each document is only present in one sample.

4.2 Approximation of Functional Queries

We show as an example the approximation of the length of the shortest path
between two nodes, which is a basic function on graphs. Measures such as Page-
Rank can be approximated in the same style. The approximation uses the graph
G and conditional probabilities on the edges.

Definition 5. An algorithm A which outputs (α, β) ε-approximates f if:
(a) f(Ĝi, u, v) ∈ [α − ε, β + ε] for all Ĝi, (b) α − ε ≤ minĜi

f(Ĝi, u, v) ≤
α + ε and (c) β − ε ≤ maxĜi

f(Ĝi, u, v) ≤ β + ε.

Shortest Path Approximation. We approximate the shortest path SP (ds, dt)
from a node ds to a target dt in GCn. We aim to give an interval Ids→dt such
that ŜP(ds, dt) ∈ Ids→dt = [α, β]. SP is approximated by forwarding intervals
in G from ds to dt in a naive way.

Interval Propagation Algorithm(GCn, ds, dt). Compute the intervals Ids→di

for di connected at distance 1,2,...i from ds until dt is reached or all nodes of
the connected components C of ds are reached. If dt �∈ C then Ids→dt = [∞, ∞].
By induction on the depth i we can prove that A satisfies the properties
(a),(b),(c).

Theorem 2. For each node di at depth i from ds, A approximates SP with
ε = 0, after exploring at most n nodes.

5 Conclusion

Most approaches to query answering over document networks assume networks
without duplicates or incorrect links. However, these duplicates distort the re-
sults. We developed a model of cluster-based uncertainty for graphs. The answer
to unary relational queries is a distribution of documents, and the answer to
functional queries is a probabilistic distribution of values ranging from a Min
to a Max value. We efficiently approximated these distributions and provided a
quality measure for the answers.
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Abstract. Current research in large-scale information management sys-
tems is focused on unsupervised methods and techniques for information
processing. Such approaches support scalability in regard to present-day
exponential growth in information processing needs. In this paper we
focus on the problem of automated quality evaluation of a completely
unsupervised metadata extraction process in the Digital Libraries do-
main. In particular, we investigate resulting metadata quality applying
specific extraction methodology for scientific documents. We propose and
discuss precise quality metrics and measure the dynamics of such quality
metrics as a function of the extracted information from the repository
and size of the repository.

1 Introduction

Digital Libraries offering access to scientific literature are a good starting point
for researchers trying to identify relevant publications in specific areas. The cre-
ation, maintenance and evolution of digital libraries requires often a trade-off
between quality and quantity of their content. The more data is collected the
more problematic the task of assuring a high qualitative level. In practice a com-
promise between amount of data and quality needs to be found: CiteSeer.IST for
example focuses on quantity by constant and substantial collection enlargement
with a limited human intervention whereas DBLP, for example, is maintained
with massive human effort in order to retain a high quality at the expense of
publication coverage.

With the current exponential increase of information, the aspect of quan-
tity becomes more and more important. Unsupervised metadata extraction from
digital corpora is in fact an active research area. Many different services have
emerged in the past years. CiteSeer.IST for example has tackled the problem
of unsupervised metadata extraction using a combination of a pattern-based
approach (regular expressions) and support from manually prepared external
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databases (DBLP and others). This provided high-quality metadata within
known references. Subsequent metadata quality improvements in CiteSeer.IST
were accomplished involving human-based information corrections. Application
of statistical models - like Hidden Markov Model and Dual and Variable-length
output Hidden Markov Model [1] - to unsupervised metadata extraction are
reported to have nearly 90% accuracy. Further metadata extraction methods in-
volves usage of Support Vector Machines techniques [2]. Although these methods
demonstrate high accuracy, recall and precision, they require training set size of
the same magnitude as a processing corpora.

In [3], we have proposed a notion of ”information extraction pipeline”, which
described steps necessary to pass from digital object acquisition to its automatic
annotation. The key feature of the pipeline is that each subsequent level in the
pipeline is based on the information acquired on the previous level. In this paper
we focus on the evaluation of the quality of the metadata extraction step in a
completely autonomous Digital Library system - the ScienceTreks prototype1.

2 Unsupervised Metadata Extraction Based on Maximal
Re-use of Existing Information

Currently, the majority of modern scientific digital libraries are based around
the concept of Citation Indexing and its derivatives [4]. This fact emphasizes
that having only texts is not enough: text should be annotated and connected
with other resources by means of citations. The ScienceTreks prototype that we
use for our experiments, is not an exclusion from this rule. We have dedicated
2nd level of our information processing pipeline to citations extraction, process-
ing and analysis. The most important steps of our approach can be summarized
as (1) pattern-based citations extraction from references section of articles, (2)
citations normalization and harmonization and (3) recognition of article’s iden-
tity (title, authors, publication source and other similar metadata that uniquely
characterize an article). The central assumption that guided us through the
metadata extraction process was to benefit from maximal re-use of existing in-
formation present in each processing step. Further we will describe each of these
steps in some details.

We have first manually analyzed a number of articles’ texts and have identified
common metadata elements based on their syntax and punctuation structure:

1. References section: can be described using a limited number of reference
formatting styles that cover majority of the papers (IEEE, ACM, Springer,
etc).

2. Table of contents section: can be distinguished on the level of punctuation
and formatting, with additional sequence verification through-out the text.

3. Index section: can be easily distinguished on the syntactic level.

Processing of the References section using state-of-the-art implementation of
specialized FSM-based lexical grammar parser [5] gave us the starting point for
1 http://www.sciencetreks.com
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further metadata exploration. Subsequent statistical correction of the extracted
metadata (as described in details in [6]) allowed us re-using already extracted
information for its own correction and further precision improvement.

The third and final step of our metadata extraction process covers recognition
of the article identity - its title, authors, and other properties. In this article we
concentrate on one of the methodologies we have developed for this step, that
based on the maximal re-use of existing information. It suggests performing arti-
cles’ identity recognition using only existing collection of the references obtained
from the repository. This means we will identify only articles that have been
cited by other articles in the collection. This approach normally makes sense
only for big collections of articles, however, we can rely here on another usage
pattern: it is quite common that authors of an article do use self-citation and/or
citation within a group or community (research group, conference community,
etc). In other words, we also rely on the expectation of some degree of overlap in
the references set both of a single document or a group of documents (i.e. same
parent URL - publications collected from home pages of an author, home pages
of authors that belong to the same organization, etc.) The detailed identification
procedure and all related algorithms can be found in [7].

3 Evaluation Methodology and Preliminary Evaluation
Results

At present, ScienceTreks project contains about 500k documents. The order of
magnitude of the base collection makes it clear that manual quality evaluation
is not feasible [8]. Comparison of the methods used by other systems (Cite-
Seer.IST, GoogleScholar, etc) is complex due the fact that there is no common
and a priory correct metadata publicly available - the “ground truth” set. In
the domain of scientific publications DBLP is likely a good candidate for such
“ground truth” metadata set - we have used an intersection of 45K between
DBLP and ScienceTreks dataset for our experiments.

In our tests, we compare metadata extracted with our methods (see Section 2)
with the “ground truth” metadata using Levenshtein distance metric. This com-
parison gives us a distribution of identified metadata over edit distances, together
with average edit distance and related variance and deviation. Furthee evaluation
was done varying a size of the “ground truth” set to assess the quality in respect
to the growth of the dataset during evolution of the system - metadata quality
dynamics. For more details on the preparation, representativeness evaluation of
“ground truth” set as well as precise methodology of metadata comparison for
titles and authors we refer to [7].

Results of the evaluation of extracted titles discovered a high percentage of
exact match - ca. 37%. Thereafter, a relative shallow distribution is present in
the range of Levenshtein edit distances 20-100, with a relative maximum around
45-50, and accounts for the remaining partially-recognized/unrecognized titles.
Sequentially enlarging the documents sets we have observed that the overall
shape of the distribution is unchanged, while the title recognition percentage
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linearly rises from 37% to 46% as the same time as we enlarged the document
sets from 45k to 165k.

Results of the authors’ identification quality within initial 45k set appeared to
be better than titles’ quality - ca. 53% of absolutely correct authors identification.
Following from our simple boolean comparison for single author, the distribution
of author’s recognition is bi-modal with two sharp peaks at correct author recog-
nition (value=1, 53%) and complete miss (value=0, 44%). The remaining - small
- 3% consists of partially identified authors in the total number of authors of the
article. Metadata quality dynamics in this case shows a limited variation: while
enlarging the document set from 45k to 165K, the normalized author recognition
value rises only a few percentages from the initial 53% up to 56%.

4 Conclusion

In this paper we have evaluated a novel method for unsupervised metadata
extraction relying on maximal re-use of existing information within document
repository. The method does not rely on any external information sources and is
solely based on the existing information in the document and in the document’s
context (set of documents). Preliminary results show that our approach is capa-
ble of achieving a significant recognition quality level (ca 37% for title and 53%
for authors) even within a limited document set (45k), without usage of human
supervision or any external knowledge sources or training sets. Moreover, the
recognition quality level for titles in our tests increase linearly with the size of
the processed documents set.
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Abstract. The University of Trier maintains the DBLP (Digital Biblio-
graphy & Library Project) Computer Science Bibliography which offers
bibliographic information about more than 870.000 scientific publica-
tions. This paper describes the DBLP WebCrawler, a meta search engine
that is able to search for full text publications in PDF format for each
DBLP entry on the web. Various search engines such as Google and Ya-
hoo are used as data sources. The retrieved documents are additionally
analysed and ranked according to their relevance. The proposed system
differs from systems like CiteSeer in so far, that the DBLP Webcrawler
builds upon metadata and tries to find relevant full-texts whereas Cite-
Seer mainly starts with full-texts and extracts metadata.

1 Motivation

Finding relevant bibliographical literature is a vital task for researchers around
the world. While searching for bibliographical literature the Internet plays an in-
creasing role. Many digital libraries and search engines specialise on the domain
of scientific publications, e. g. io-port (http://io-port.net), the Collection of Com-
puter Science Bibliographies (CCSB) (http://www.ira.uka.de/bibliography),
CiteSeer or GoogleScholar. One of these libraries is the Digital Bibliography
& Library Project (DBLP).

From a researcher point of view however it would be an added value if not
only bibliographical metadata were supplied but also free and direct access to
the content itself would be possible through the web service. DBLP faces this
challenge by supplying links to electronic editions where the information is avail-
able. These links mostly point to publisher webpages where the users have the
opportunity to buy the desired full text. The same behaviour can be seen in the
portal io-port. In the result list a link to the full-text is given. If the user is a
member of the publishers digital library, e. g. SpringerLink, ACM-DL or IEEE

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 458–461, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



Bibliographical Meta Search Engine 459

digital library, then the full-text is accessible. But most of the publications how-
ever are not only available through publisher websites but also on homepages
of research institutes or the researchers themselves. The question arises if it is
possible to automatically identify relevant full-texts for bibliographical records
which would lead to an added value for researchers.

2 DBLP WebCrawler

DBLP WebCrawler is different to other approaches in so far that a bibliographic
collection already exists. In fact where CiteSeer and GoogleScholar for example
try to extract metadata from publications, DBLP WebCrawler already possesses
high quality metadata and tries to identify the corresponding PDF files. Hence
it can be seen as an added service to the already existing DBLP database.

For the DBLP WebCrawler the decision was made to design it as a meta search
engine which makes use of already existing general search engines because on
the one hand traditional libraries, although supplying more and more literature
online, are not easily accessible and only offer a limited coverage. On the other
hand specialised portals are not the preferred choice because access is often
restricted to registered users and besides too many sources would have to be
incorporated due to the different scope of the portals. Furthermore, general
search engines are favoured because they often index indirectly publications from
various specialised portals and additionally are characterised by huge indices.

Making use of the provided APIs the restricted amount of returned results
per query are limited to 10 (Google), 50 (MSN) and 100 (Yahoo), respectively.
This is sufficient for queries with a high precision, where the desired result is
within the top ten.

For choosing individual search engines an empirical study was applied before-
hand: Metadata for 300 publications including very old publications probably
not available online as well as modern publications was randomly extracted from
DBLP and used as a basis for queries. For 300 chosen records 97 correct full texts
in PDF files could be identified. Figure 1(a) shows the results for different search
engines. Because MSN and Exalead provided only few useful links they were not
included into DBLP WebCrawler.

The DBLP WebCrawler sends queries to the search engines in order to ob-
tain results. The queries are generated automatically from metadata available
in DBLP. Empirical studies made by us have shown that using the title of the
publication as well as the author names is sufficient for good results in most
cases. However the more information is provided the lower is the recall but the
higher is the precision. Therefore, queries should not necessarily consist of all
available information or otherwise promising results might not be considered for
further analysis. For DBLP WebCrawler queries were grouped according to the
length of the publication title:

small title. Publications where the title has less than two words are excluded
for full text search and consequently do not need a query generation. These
short titles are not considered because the results are very poor.
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(a) (b)

Fig. 1. (a) Retrieved articles by search engines (b) Relevance Ratios of rating levels

average title. For publications whose title have an average length (three to
four words) the first author of the publication was included into the query
and an exact phrase search was applied for the title.

long title. For publications with long titles (more than four words) either the
same approach as for average sized titles is applied if there are less than four
stopwords in the title. Otherwise only the first maximal six non stopwords
are used for querying because often search engines do not index stopwords.

Some search engines, e. g. Google, provide the possibility to search within the
title (intitle/allintitle) of webpages or to specify the filetype of the results, e. g.
filetype:pdf. If possible such specific options were made use of in the queries.

2.1 Analysis of Results Obtained with Queries

The DBLP WebCrawler provides for each search result a rating. The closer the
rating is to 100% the higher is the probability that the search result is relevant.
The search results are then ranked by the highest rating. To provide a good
rating the text of the PDF documents is extracted with PDFBox, an open source
Java library for PDF files (www.pdfbox.org). Ideally the PDF document should
contain the same data as the corresponding DBLP entry. As small errors within
the title are common the DBLP WebCrawler uses the Levenshtein Distance [1]
[2] to verify that the article contains the correct title. Ideally the Levenshtein
Distance should be smaller than five.

Instead of looking for the full name of the author, the program tries to find
only the author’s last name. This is done because the spelling of the first name
may vary a lot in different scientific publications. One publication may quote its
author as ”Peter Müller”, another may quote the same author as ”P. Müller”
[3][4]. Regular expressions are used for the search. Names with accents are often
spelled differently. For example ”Müller” can also be spelled as ”Muller” or
”Mueller”. For the sketched example the regular expression should allow any
character instead of the accent leading to the regular expression ”M.{1,2}ller”
instead of solely ”Müller”.

For evaluation of the rating system a further empirical analysis was performed.
200 search results obtained by the DBLP WebCrawler have been rated using the
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Fig. 2. (a) DBLP WebCrawler integrated into DBLP (b) Ranked Result List

above formula. Afterwards each search result has been compared manually with
the DBLP entry to check if it was relevant. Actually, 98% of the search results
with a high rating turned out to be relevant while only 2% with a low rating
were relevant as well (see Fig. 1 (b) for details).

The DBLP WebCrawler in connected to the well-known DBLP service. For
each of the more than 870.000 recorded publications users can search for the
appropriate full-text PDF-file by just clicking an additional link button at the
end of the publication entity (see Fig. 2 (a)). The DBLP WebCrawler generates
an individual web-page including the results of the initiated search with the
generated search query described above (see Fig. 2 (b)).
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Abstract. Service models for digital libraries have looked into how
services may be decomposed into modules and components for greater
flexiblity. These models are, however, mostly aimed at server-side appli-
cations. With the emergence of Ajax and similar techniques for process-
ing XML documents within a Web browser, it has now become feasible
for a browser to perform far more of the computational tasks tradition-
ally encompassed in server-side DL services. Among other advantages,
moving computation to the client can result in improved performance
and scalability. As a new twist on service oriented computing, it is ar-
gued in this paper that digital library services can be provided partially
or wholly through applications that execute client-side. Two case studies
are provided to illustrate that such in-browser services are feasible and
in fact more powerful and flexible than the traditional server-side service
model.

1 Introduction and Motivation

A recent development in Web technology is the widespread acceptance of richer
user interfaces based on in-browser processing of XML within embedded
Javascript on webpages. This technology, dubbed Ajax, has within the last 2
years been adopted widely by digital library systems (DLSes) to enhance user
interactivity by providing users with an experience that closely mirrors that of
desktop applications.

Ajax, often defined as Asynchronous Javascript and XML [2], is based on var-
ious technologies built into modern browsers, including Javascript, the XML/
XHTML DOM parser and mechanisms to load XML documents asynchronously.
Ajax applications typically use Javascript to load remote XML documents asyn-
chronously, then update the user’s view of a webpage without contacting the
server for a page reload.

In digital libraries, there have been some attempts to use Ajax to support
more dynamic user interaction. Licsár et al. [3] used Ajax in their construction
of a gesture-recognising information retrieval system for music. Their system
communicated with a server and a video capture subsystem from within the Web-
based user interface. Feng [1] showed that it was feasible not just to create DLS
interfaces using Ajax but also to design the workflows and interfaces themselves
in a browser, using Ajax techniques.
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It can be argued, however, that Ajax techniques need not only be used for
the uppermost veneer of DLSes (the user interfaces) and that it can be used also
for service provision on the client’s machine. This may have many advantages
beyond the enhancement of user interaction. Firstly, the speed of interaction can
be increased and the use of bandwidth decreased. More importantly, computa-
tion can be shifted to the client’s machine, thereby freeing up the server and
implicitly building greater scalability into the whole system. Figure 1 illustrates
this shift in computation. In the traditional approach, most of the computation
is concentrated on the server while in an in-browser service model, much of this
computation happens on the client machine. In the latter case, the user interface
is generated partially by server data and partially by the in-browser applications.

data 
component

service 
component

ui 
component

user
browser

data 
component

user
browser

ui 
component

service 
component

traditional DL service model

in-Browser DL service model 

clientserver

Fig. 1. Traditional and in-browser data/service provider models

Two case studies are discussed in this paper, illustrating how the notion of
in-browser services can be effected using Ajax, as an alternative to server-side
services.

2 Case Studies

2.1 RSS Validator

Really Simple Syndication (RSS) is a specification aimed at content syndication,
where a data provider advertises a URL at which service providers may obtain
a list of current or new content in a simple XML representation [6].

One of the biggest problems with RSS is a proliferation of specifications
and some ambiguity about their interpretation, necessitating the use of ex-
ternal validators. Existing RSS validators are mostly server-side applications
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(e.g., http://feedvalidator.org/). An Ajax application was created to demon-
strate similar functionality but as an in-browser service.

The RSS validator uses Ajax techniques to send a request for an RSS feed
to a Web server. The XML response is then parsed and tested using a set of
XML-DOM manipulations, with a report generated dynamically to the browser
during the testing.

Security restrictions placed on Ajax allow only connections to the source
(server or local disk) of the Web page. As a result, no Ajax-like methods will
allow a user to load an XML document off a third-party server. This is not
a problem in most digital library applications and third party validation was
achieved in this case by using a simple HTTP proxy. If such a validation tool is
packaged with DLS components, no proxy should be needed.

The validation tool was verified with 8 independently-coded local implemen-
tations from a simulated database of thesis metadata and 2 remote imple-
mentations (moodle, RSS Board Example) of the RSS 2.0 specification. Most
implementations raised a few understandable warnings, such as date fields with
incorrect formatting and inconsistent title information in different parts of the
response. The level of error detection was deemed comparable to the existing
online validation tools, but with all computation occurring in-browser.

2.2 In-Browser Search Engine

The Lucy Lloyd Archive Resource and Exhibition Centre recently commissioned
the creation of a portable digital library system for the Bleek and Lloyd Collec-
tion [4]. This is a collection of notebooks and drawings that document the history
and culture of some Bushman groups in Southern Africa. The data was collected
primarily by Wilhelm Bleek and Lucy Lloyd in the late 1800s and serves as one
of the few written records of this culture, which is widely recognised as among
the oldest on our planet. This act of digital preservation has become far more
urgent in light of the rapid assimilation of these ethnic groups into contemporary
society [5].

The digital collection of notebook and drawing images is meant to be accesible
online, offline or distributed on DVD-ROM, and should be usable irrespective
of operating system or hardware architecture. This wide range of requirements
is important to support the greatest possible audience of researchers wishing to
use this data, even in remote parts of Africa. In this instance, Ajax was used to
create a query service that is completely in-browser.

All data was first indexed by a standalone application and the inverted files
and mapping of document identifiers to names (document index) were stored in
static XML documents. Each inverted file includes part of the document index
relevant to its documents. Thus, a single word query executes very efficiently
as the document index is be optimal for it. Multi-word queries with overlap in
document lists incur some penalty - it is known that most users prefer shorter
queries so the problem ought to be minimal. This slight modification of a typical
IR system increases the space required for the indices but decreases the time it
takes to read in the document index for client-side applications.



In-Browser Digital Library Services 465

3 Conclusions and Future Work

This paper has discussed an alternative approach to digital library services: that
of executing service components on the client. By moving computation off the
server, a number of benefits can be realised, including greater scalability and
the possibility of self-contained in-browser digital library services. This also has
implications for long-term preservation of services independently of the continued
existence of service providers.

This refactoring of services has been demonstrated with 2 case studies using
Ajax technology that is available in current browsers to convert typical server-
side services into in-browser services. The case studies demonstrate that the idea
of in-browser services is feasible in some cases and shows promise for a new twist
on the paradigm of service-oriented digital libraries.

Ajax and similar client-side technology (such as XUL, Flash and Java) may
offer particular benefits to DLSes and arguably should be integrated into current
and future systems and design tools.
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Abstract. This work describes 5SQual, a quantitative quality assess-
ment tool for digital libraries based on the 5S framework. 5SQual aims
to help administrators of digital libraries during the implementation and
maintenance phases of a digital library, providing ways to verify the qual-
ity of digital objects, metadata and services. The tool has been designed
in a flexible way, which allows it to be applied to many systems, as long
as the necessary data is available. To facilitate the input of these data,
the tool provides a wizard-like interface that guides the user through its
configuration process.

Keywords: Digital Libraries, Quality Evaluation, 5S, 5SQual.

1 Introduction

Digital libraries (DLs) are complex systems that offer information through con-
tent and services designed for specific communities of users. Since DL evaluations
can be expensive and diverse (when evaluating quality, people interested in DLs
focus on different aspects [1]), usually quality evaluations are conducted just
when the system presents failures and the administrator should interfere imme-
diately, contradicting the fact that evaluation should be a continuous process
throughout the life cycle of a computer-based system [2]. For DLs to be more re-
liable and easier to maintain, it is necessary to find ways to perform, in practice,
cost effective and automated quality evaluations of these systems.

In this work, we describe 5SQual, a tool we have developed to automatically
assess various quantitative aspects of a DL according to the 5S quality model
[3], a formal quality model for DL evaluation, built on top of the 5S framework.
5S, which stands for Streams, Structures, Spaces, Scenarios and Societies, is a
theoretical framework to formally describe DLs [4,5]. The quality model provides
a theoretical basis for developing and quantifying quality numeric indicators for
22 quality dimensions.
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2 5SQual Overview

The 5SQual development has been initially based on a subset of dimensions
defined in the 5S quality model. These dimensions cover the evaluation of digital
objects, metadata and services. The subset includes:

– Regarding digital objects - accessibility (given an actor x, the accessibility
of a digital object is given by the percentage of the streams of the object
that x is allowed to access), significance (indicates the importance of digital
objects according to a certain factor, such as number of accesses, citations,
downloads, etc.), similarity (estimates how related two digital objects are,
e.g., we can use the co-citation measure as an indicator for this dimension),
and timeliness (indicates how up-to-date the objects in the DL are. The nu-
meric indicator for this dimension is the elapsed time between, for instance,
the creation time and the current time).

– Regarding metadata - completeness (reflects how many metadata attributes,
according to a standard schema, have values specified) and conformance
(percentage of the attributes in the metadata that follows the rules defined
by a standard schema).

– Regarding services - efficiency (reflects the response time of the services) and
reliability (is proportional to the frequency of successful operations, among
the total number of executions of a service).

Fig. 1 shows the 5SQual architecture. The necessary information for the eval-
uation resides in the DL and should be retrieved through the DL application
layer.

Fig. 1. 5SQual Architecture
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The Processing Layer consists of three modules: the Retrieval module,
which obtains data on the Web or from the local file system by collecting log
files, metadata or documents; the Extraction module, which uses parsers to
extract the necessary data from the collected files and converts them to a stan-
dard format required for each dimension (the set of built-in parsers includes
content parsers, e.g., PDF and PS files, specific metadata format parsers, e.g.,
Dublin Core and RFC1807, specific log format parsers, e.g., the XML log for-
mat [6], and user-specified parsers for other file formats); and the Calculation
module, which implements the set of numeric indicators for each quality di-
mension. The Interface Layer includes the Configure Evaluation module,
which stores the parameters defined for the evaluation, and the modules Gen-
erate XML Report and Generate Graphics, which generate the outputs of
the evaluations (XML reports and charts).

Before using 5SQual, a user, typically the administrator of a DL, has to con-
figure the parameters for the evaluation. For this, we developed a setup wizard
that guides the user through the necessary configuration steps. Fig. 2 shows one
of the wizard’s screens, used to select which dimensions to evaluate. Other pa-
rameters to be informed indicate where 5SQual should find information for the
evaluation and how to extract them to calculate the indicators of the selected
dimensions.

Fig. 2. Selecting Dimensions

To exemplify a 5SQual output, we show a chart generated as a result of
the evaluation of Timeliness (see Fig. 3). Due to the lack of space, we just
comment briefly about it. The y axis shows the number of objects that were
created on a specific date, and the x axis determines the date when the objects
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Fig. 3. Timeliness Chart

were inserted in the collection. Through this kind of chart, one can observe the
creation pattern(s) that the digital objects present over time and also notice
when different events happen (e.g., many objects were created at once).

3 Conclusions

5SQual has been developed to help administrators when building and maintain-
ing a DL, thus providing data to guide its design, development and improvement
continuously. To evaluate how useful the tool is, we conducted an interview with
potential users (real DL administrators) to assess their expectations regarding
its functionality. This interview has shown that the tool can be really useful while
maintaining a DL, but that other aspects should also be covered in next ver-
sions, such as facilities for evaluating higher level components (e.g., collections
and catalogs) and the availability of additional parsers.

Acknowledgments. This work was partially supported by the 5S-QV project
(MCT/CNPq/CT-INFO grant number 551013/2005-2) and by the project grant
NSF DUE-0121679.

References

1. Fuhr, N., Hansen, P., Mabe, M., Micsik, A., Solvberg, I.: Digital libraries: A generic
classification and evaluation scheme. In: Constantopoulos, P., Sølvberg, I.T. (eds.)
ECDL 2001. LNCS, vol. 2163, pp. 187–199. Springer, Heidelberg (2001)

2. Borgman, C.L.: NSF report on DELOS Workshop on DL evaluation. Technical re-
port, Hungarian Academy of Sciences Computer and Automation Research Insti-
tute, Budapest, Hungary (2003)



470 B.L. Moreira et al.

3. Gonçalves, M.A., Moreira, B.L., Fox, E.A., Watson, L.T.: What is a good digital
library? - defining a quality model for digital libraries. Information Processing and
Management (to appear, 2007)

4. Gonçalves, M.A.: Streams, Structures, Spaces, Scenarios, and Societies: A Formal
Framework for Digital Libraries and Its Applications. PhD thesis, Virginia Tech CS
Department, Blacksburg, VA (2004)

5. Gonçalves, M.A., Fox, E.A., Watson, L.T., Kipp, N.: Streams, structures, spaces,
scenarios, societies (5S): A formal model for digital libraries. ACM Transactions on
Information Systems 22(2), 270–312 (2004)

6. Gonçalves, M.A., Panchanathan, G., Ravindranathan, U., Krowne, A., Fox, E.A.,
Jagodzinski, F., Cassel, L.: The XML log standard for digital libraries: analysis,
evolution, and deployment. In: JCDL, pp. 312–314. IEEE Computer Society, Los
Alamitos (2003)



Reducing Costs for Digitising Early Music

with Dynamic Adaptation

Laurent Pugin, John Ashley Burgoyne, and Ichiro Fujinaga

Centre for Interdisciplinary Research in Music and Media Technology
Schulich School of Music of McGill University
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Abstract. Optical music recognition (OMR) enables librarians to digi-
tise early music sources on a large scale. The cost of expert human
labour to correct automatic recognition errors dominates the cost of such
projects. To reduce the number of recognition errors in the OMR pro-
cess, we present an innovative approach to adapt the system dynamically,
taking advantage of the human editing work that is part of any digitisa-
tion project. The corrected data are used to perform MAP adaptation,
a machine-learning technique used previously in speech recognition and
optical character recognition (OCR). Our experiments show that this
technique can reduce editing costs by more than half.

1 Background

Indexing music sources for intelligent retrieval is currently a laborious process
that requires highly skilled human editors [1]. Optical music recognition (OMR),
the musical analogue to optical character recognition (OCR), can speed this
process and greatly reduce the labour cost. In the case of early documents,
the originals for which may not be available to a particular library, it is also
important to have a digitisation system that can work with microfilm.

Aruspix is a cross-platform software program for OMR on early music prints
based on hidden Markov models (HMMs) [2]. Like the Gamera project [3], it
distinguishes itself from most commercial tools for OMR in that it is adaptive.
Adaptive systems require training, however, and in order to train them, it is
necessary to annotate a large set of images, dozens of images in our case, with
complete transcriptions, known as ground truth. Furthermore, early documents
suffer from a high and unpredictable level of variability across sources. The font
shape varies considerably from one printer to another, and the noise introduced
by document degradation or changes in the scanning parameters (e.g., brightness
or contrast) may affect the accuracy of the recogniser as well. In these conditions,
no single set of models can be expected to perform well for all books, and fur-
thermore, a custom set of models optimised for one book would not necessarily
perform well for another.

In a digitisation workflow, the consequence of these problems is that, in order
to obtain sufficiently reliable models, one would need several dozen pages to
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be transcribed by hand every time a new book was to be processed. Similar
issues are encountered in other domains, such as in speech recognition, where
the problem is to deal with speaker variability. One common approach to solve
the problem is to use dynamic adaptation techniques, such as MAP adaptation
[4]. Outside of speech recognition, MAP adaptation has been brought successfully
to a number of other fields, including handwriting recognition [5].

In this paper, we present a novel approach in OMR using the MAP adaptation
technique. In a preliminary phase, a book-independent (BI) system is trained
using pages taken from a number of different books. The BI system gives accept-
able results in general but is not specifically optimised for a particular source.
During the editing process, the BI system is optimised with MAP adaptation for
the book that is currently being digitised. The main idea of the approach is to
exploit editing work that has to be done during the digitisation process anyway
in order to improve the recognition system. As soon as the editor has corrected
the recognition errors on a newly digitised page, that page is used as ground-
truth to adapt the BI models. Thus, when starting to digitise a new book, a
book-dependent (BD) system can be obtained after only a couple of pages. The
adaptation procedure is performed in a cumulative way so that at each adap-
tation step, it reads all of the pages of the book that have been digitised and
corrected up to that point.

2 Experiments and Results

For our experiments, we used a set of microfilms of sixteenth-century music
prints held at the Marvin Duchow Music Library at McGill University. They
were scanned in 8-bit greyscale TIFF format at a resolution of 400 dots per inch
using a Minolta MS6000 microfilm scanner. We used the Torch machine learning
library1 for both training of the BI system and MAP adaptation experiments.
The BI system was trained using 457 pages taken from various music books
produced by different printers. This set of pages was transcribed and represents
a total of 2,710 staves and 95,845 characters of 220 different musical symbols
(note values from longa to semi-fusa, rests, clefs, accidentals, custodes, dots, bar
lines, coloured notes, ligatures, etc.).

To build BD models with MAP adaptation, we used five other printed music
books: RISM2 1528-2, 1532-10, V-1421, R-2512 and V-1433 (see figure 1). For
each of them, we transcribed 30 pages (150 in total), using 20 pages to build a
training set and keeping the 10 remaining pages for a test set. For the training
set, we took the first 20 pages of the book because the data become available
in this order. For the same reason, we chose not to perform traditional cross-
validation across the data set. The baseline for the evaluation was computed by
using the BI models to recognise the pages of the 5 test sets.

OMR results are typically presented as symbol recognition rates. From a digi-
tisation prospective, however, it is more beneficial to have an evaluation of the
1 http://www.torch.ch
2 http://rism.stub.uni-frankfurt.de

http://www.torch.ch
http://rism.stub.uni-frankfurt.de
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(a) RISM 1532-10 (Moderne, 1532) (b) RISM R-2512 (Gardano, 1575)

Fig. 1. Two prints used to experiment with MAP adaptation. Note the differences in
font, line width, background, and overall scanning quality.

human costs. A human editor will always be required to correct the output
to library standard, and the cost of this editor will outstrip the cost of the
OMR processing time, software, and hardware in the long run. Based on our
empirical experience with a human editor for this project, we estimated editing
costs considering the following points: (1) deleting a wrongly inserted symbol is
a straightforward operation, (2) changing the value of a misrecognised symbol
takes twice the time of a deletion on average, and (3) adding a missing symbol is
the most time-consuming operation, about four times the work of a deletion. In
mathematical form, then, we propose the following average editing cost C per
symbol:

C = 100
(

1/4 D + 1/2 S + I

N

)

(1)

where D is the number of symbols to delete (i.e., wrongly added symbols), S the
number of symbols to replace (i.e., misrecognised symbols), I is the number of
symbols to insert (i.e., missing symbols), and N is the total number of symbols on
the page. Transcribing a page by hand, i.e., without any automatic recognition,
would be equivalent to an insertion for every symbol (C = 100).

Using MAP adaptation in the digitisation workflow reduced the editing cost on
all five sets we used for our experiments (see table 1). In the best case (1532-10,
figure 1a ), the cost was reduced by a factor of 2.24 with nearly a 15 percent gain
in recognition rate. Even for the book where the recognition rate was 95 percent
at the beginning (R-2512, figure 1b ), our highest baseline recognition rate, MAP
adaptation improved the recognition system further, approaching a recognition
rate of 97 percent and decreasing the editing cost by 26 percent. On average,
the editing costs were decreased by 39 percent. When comparing the results
after MAP adaptation to the baseline, in most cases the improvement is already
significant after only 5 to 10 pages; only with R-2512, the best-recognised book
before adaptation, did it take more than 10 pages to obtain an improvement.

3 Summary and Future Work

When digitising early music sources on microfilm, checking and correcting the
OMR output is a highly time consuming step of the workflow. To reduce the
editing costs, and to deal with the high variability in the data, we experimented
with MAP adaptation within the digitisation workflow. Our results show that
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Table 1. Recognition rates and editing costs (see equation 1) before and after MAP
adaptation. Adaptation improves editing cost in all cases.

Book
Recognition rate Editing cost
Baseline MAP Baseline MAP

RISM 1529-1 84.16 91.90 9.21 4.99
RISM 1532-10 74.95 89.39 13.52 6.05
RISM V-1421 92.35 94.50 5.26 4.08
RISM R-2512 95.10 96.97 3.46 2.56
RISM V-1433 91.31 95.72 5.56 3.08

this approach can improve the recognition system and reduce the editing costs
even when using only a couple of pages, which means that the editors can very
quickly glean time-saving side effects from their required work when starting to
digitise a new book. At this stage, the dynamic adaptation procedure has been
fully implemented and integrated into Aruspix.

Although our experiments focused on the digitisation of early music, the ef-
ficiency of dynamic adaptation in handling data variability suggest that the
approach could be used fruitfully for digitising early documents in general, in-
cluding books and maps. Dynamically adaptive methods such as ours promise
to be a great boon to digital libraries and should significantly reduce the labour
costs that affect all major digisitation projects.
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Abstract. The Self-Organising Map (SOM) has been proposed as an in-
terface for exploring Digital Libraries, in addition to conventional search
and browsing. With advanced visualisations uncovering the contents and
its structure, and advanced interaction modes as zooming, panning and
area selection, the SOM becomes a feasible alternative to classical in-
terfaces. However, there are still shortcomings in helping the user to
understand the map – there are insufficient methods developed for de-
scribing the map to support the user in the analysis of the map contents.
In this paper, we present recent work in assisting the user in exploring
the map by automatically describing maps using advanced labelling and
summarisation of map regions.

Keywords: Self-Organising Map, Interface, Summarisation, Clustering.

1 Introduction

The Self-Organising Map (SOM) [1] is an unsupervised neural network model
that provides a topology preserving mapping from a high-dimensional input
space to a low, often two-dimensional, output space. The output space consists
of a grid of units, each associated with a weight vector of the same dimensionality
as the input space. During the training process, the weight vectors are adapted
to describe the input space as close as possible, arranging topically related inputs
close to each other.

The SOM has been used in several applications to automatically organise
documents in a Digital Library by their content. Examples are text, as in the
WEBSOM project [2], the SOMLib Digital Library system [3], or in a map of
news [4], music in the SOMeJB system [5], or pictures in the PicSOM project [6].
Advanced visualisations and interaction possibilities allow the user to fully ex-
ploit the potential of the SOM. An extension of the SOMLib system e.g. realises
the symbiosis of traditional information retrieval using a search or list browsing
interface with the explorative approach of the Self-Organising Map by providing
a plug-in to the popular open-source Digital Library System Greenstone 3 [7].
The user can exploit all the functionalities provided by Greenstone, and can
benefit from the wealth of additional information the SOM mapping provides
about the cluster structure of the documents matching the query results, and
the whole collection itself.
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However, we still lack techniques to adequately help the user analysing the
contents of the map. For large maps, containing several tens of thousands of doc-
uments on various topics, it becomes increasingly difficult to analyse the map.
In this paper, we give an overview of existing uses of the Self-Organising Map in
Digital Libraries and techniques to explore and interact with the map. Further-
more, we present recent work in automatically describing regions in the map,
using clustering methods to identify topical areas and selecting representative
labels and summarising the content for those regions.

2 Describing the Self-Organising Map Regions

In this section we present our work on identifying and describing regions in the
SOM. As the SOM does not generate a partitioning of the map into separate
clusters, we apply a clustering algorithm on the weight vectors of the units to
identify the regions (Section 2.1). We then extract semantic labels for those
regions (Section 2.2), that assist the user in getting a first glance overview of the
contents of the map. To further support the analysis, we provide summarisation
of documents using Automatic Text Summarisation methods (Section 2.3).

2.1 Clustering

Clustering is an unsupervised process of finding natural groupings amongst un-
labelled objects. We cluster the units of a SOM using an agglomerative, hi-
erarchical clustering algorithm on the weight vectors. In the beginning of this
algorithm, every unit lies in its own cluster. In each subsequent step, the two
nearest clusters are merged, until finally only one cluster remains. Specifically,
we use Ward’s linkage as one of the most performant within the linkage cluster-
ing families, where the distance of each pair of clusters is defined by the increase
in the ’error sum of squares’ if the two clusters are to be combined. The result of
the algorithm is a hierarchy of clusters which the user can browse through. In-
creasing the number of displayed clusters means splitting existing clusters into
two new ones, while reducing the number of clusters is achieved by merging
two clusters into one. This is advantageous over a non-hierarchical clustering
algorithm, where changing the number of clusters might completely change the
layout of clusters. Moreover, hierarchical clustering allows us to display multiple
layers with a different number of clusters at the same time.

2.2 Labelling Regions

To assist the user in interpreting the regions of the SOM, we automatically
generate labels for the clusters we identified previously. The cluster labels are
based on the unit labels generated by the LabelSOM method [8], which assigns
labels to the units of the SOM describing the features of the data points mapped
onto the respective unit. This is done by utilising the quantisation error of the
vector elements, i.e. the sum of the distances for a feature between the unit’s
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weight vector and all the input vectors mapped onto this unit. A low quantisation
error characterises a feature that is similar in all input vectors to the weight
vector. Thus the assumption is made that this feature describes the unit well. If
the input vector contains a lot of attributes which are non existent and therefore
have the value of 0, those attributes often also have a quantisation error of
almost 0 for a unit. However, such features are in most cases not appropriate
for labelling the unit, since they would describe what the unit does not contain.
Therefore, we require vector elements to additionally have a mean value above
a defined threshold. To choose a label for a region, we consider all the unit
labels present in that cluster. We chose to determine the cluster labels based
upon the unit labels as they are already a selection of features describing the
contents of each unit. This method is faster in computation than checking all
possible features. The user can specify whether he prefers labels based upon a
low average quantisation error, a high mean value, or a combination of both.
Utilising the properties of the hierarchical clustering we can also display two or
more different levels of labels, some being more global, some being more local.

In the visualisation of the SOM, the labels are placed in the centroid of the
cluster, which may result in some overlapping labels. To achieve a clear arrange-
ment, labels can be manually moved on the map, or adjusted in their size and
rotation. For some labels, it might be useful to edit their text, for example if the
label text is only a word stem as in the experiment described below.

2.3 Region Summarisation

Even though labelling the map regions assists the user in quickly getting a coarse
overview of the topics, labels can still be ambiguous or not conveying enough
information. Therefore, we also employ Automatic Text Summarisation [9] meth-
ods. We provide the user with summaries of single documents (based on extrac-
tion methods), however, the main focus is to assist the user in quickly analysing
the contents of the Digital Library by providing summaries of the previously
identified regions using multi-document summarisation. The application allows
the user to select whole regions, or manually any other rectangular shape or
units along a path. From the documents on those units, the user can choose from
several different summarisation algorithms using different weighting schemes to
determine the importance of sentences for the summaries. Further, the user can
specify the desired length of the summary, measured in percent of the original
sentences. Thus, a somewhat more concise description of the topical areas is
provided to the user.

3 Experiments

The following experiments were performed using the 20 newsgroups data set
(http://people.csail.mit.edu/jrennie/20Newsgroups). It consists of 1000
newsgroup postings for each of its 20 different newsgroups, such as alt.atheism
and comp.sys.mac.hardware. We used a bag-of-words indexing and Porter’s stem-
ming. Features for the input vectors were selected according to their document

http://people.csail.mit.edu/jrennie/20Newsgroups
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frequency, and the weights are computed using a standard tf × idf weighting
scheme. This resulted in a 3151 dimensional feature vector for each document,
from which the maps were trained. The specific map we will use in the remainder
of this paper to illustrate our results is 75x55 units in size.

3.1 Labelling Regions

In our application it is possible to explore the clustered SOM interactively: to
view the different levels of clustering and to zoom into the map to view the
single postings. The user can browse the clustering levels either viewing only
the cluster borders, or highlighting each cluster in a different colour. The former
is shown in Figure 1, illustrating the steps from one to eight clusters. There is
a special cluster in the lower right-hand corner with the a label also used on
other clusters – ’god’ in the fourth step, and ’gun’ in the steps five to seven.
This cluster is, however, not a separate one - when viewing the clustering with
colours, it becomes apparent that this area is part of the disjoint clusters ’god’
and ’gun’, respectively, in the upper part of the map.

Fig. 1. 1 – 8 Clusters With Labels

Figure 2(a) shows an already labelled map, holding nine clusters with larger
labels, and in addition 67 clusters with smaller labels. Again, there is one disjoint
cluster, labelled ’david’. As a result of the stemming, the labels are sometimes
not complete words that could be expanded to their original form.

In the top right-hand corner is a large cluster labelled ’game’ containing most
postings from the two sports related newsgroups. The large cluster next to it
labelled ’israel’ contains mainly postings from talk.politics.mideast. In the upper
left-hand corner there is a cluster labelled ’god’ containing all the newsgroups
dealing with religion, i.e. alt.atheism, soc.religion.christian and talk.religion.
misc. It is interesting to note, that, in contrast to the newsgroup hierarchy where
these groups lie in three different top level hierarchies, they are combined into
one cluster here.
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(a) (b)

Fig. 2. (a) 9 coloured and 67 smaller clusters (b) Summary of the cluster ’oil’

The large cluster in the middle labelled ’book’ contains many of the smaller
clusters of which only a few have meaningful labels. The clusters labelled ’in-
sur’ and ’doctor’ suggest that they contain postings from the sci.med newsgroup
and the cluster label ’orbit’ relates to the newsgroup sci.space. The labels con-
taining names such as ’gordon’, ’david’ or ’bill’ do not help in identifying the
underlying topics in those areas of the map. However, names cannot be eas-
ily automatically removed, as some common names as Mark or Bill are also a
verb or noun respectively. Furthermore names can sometimes be useful labels,
for example if they refer to a famous person. The small cluster labelled ’drive’
lies in the cluster with the hardware topics but also directly next to the cluster
labelled ’car’. It imples that in this area lies an transition of the word drive
being used in the meaning of hard disk drive or in the meaning of to drive a
car.

To enhance the comprehensibility of the map, the user can manually edit
labels, e.g. add word endings, or improve the labels of areas that have diverse
topics. For example the cluster automatically labelled ’car’ could be extended to
’car & bike’ to point out both newsgroups contained in this cluster. The cluster
’gun’ containing the newsgroups talk.politics.guns and parts of talk.politics.misc
and talk.politics.mideast could be adapted to ’politics’.

3.2 Region Summarisation

Figure 2(b) shows the summarisation of one of the regions in map, namely the
cluster labelled ’oil’. The lower-left part of the interface shows the summari-
sation module, which allows the user to select a summarisation method, and
the desired length of the summary. In our example, we use a multi-document
summarisation extracting sentences considering their importance for the whole
collection of documents selected, and chose 3% of the selected documents as
desired summarisation length.
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4 Conclusion

In this paper we presented the usage of the SOM as an interface to Digital
Libraries. On top of this well-known approach, we presented methods to assist
the user in interacting with the map. We employ clustering of the SOM to
reveal hierarchical structures to provide a rough overview of the structure of
the data. The clustering identifies regions, which we describe on the one hand
by single descriptive words extracted from the document contents, and secondly
by applying automatic text summarisation techniques to generate extracts of
the contents. All methods are integrated into a single application that provides
additional features such as visualisations and advanced interaction via zooming
and panning, and selection of arbitrary regions of the map. With these tools
available, the user can be greatly assisted in analysing the map and getting a
quick overview of the contents of the Digital Library itself.
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Abstract. We present the results of a questionnaire survey for the access and 
reproduction policies of 67 digital collections in 34 libraries (national, 
academic, public, special etc) from 13 countries. We examine and analyze the 
above policies in relation to specific factors, such as, the acquisition method, 
copyright ownership, library type (national, academic, etc.), content creation 
(digitized, born-digital) and content type (audio, video, etc.); how these factors 
affect the policies of the examined digital collections. Responses were received 
from a range of library sectors but by far the best responses came from 
academic libraries, in which we focus. We extract policy (access, reproduction) 
rules and alternatives according to these factors that lead to a policy decision 
tree on digital information management for academic libraries. The resulting 
decision tree is based on a policy model; the model and tree are divided into 
two parts: for digitized and born-digital content. 

1   Introduction 

We propose a policy decision tree that contains flexible alternative access and 
reproduction policy solutions for digital information management in academic 
libraries. The decision tree is based on a conceptual policy model for digital 
information management, which is an evolvement and extension of our previous 
theoretical access and reproduction policy model for university digital collections  
[2]. The resulted decision tree may constitute a map or guide or policy pathfinder,  
for decision-makers and library managers in forming the policies (i.e. access, 
reproduction) and managing academic libraries’ digital content.  

2   Findings  

We present the most important findings that were derived from the questionnaire 
survey and its data statistical analysis on collection level: 

• The factors that mainly affect the access and reproduction policies are the 
acquisition method, the copyright ownership and the content creation type.  

• Factors that affect less the previous policies are the content and library type. 
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• The content creation type is independent from the library type. 
• The library type diversifies the access policy structures (i.e. off-campus, offsite).  
• Digital contents’ acquisition method, especially in born-digital, diversifies access.  
• Users’ access diversification applies when other owners have the copyright. 
• The libraries provide full off-campus onsite access for their own digital content, in 

which they have or administer the copyright.  
• For the licensed content, and mostly for the born-digital, the libraries negotiate 

with the providers and they ensure remote access for their off-campus onsite users. 
• When other owners have the digital contents’ copyright, they restrict the full off-

campus onsite access and they provide it in a limited sense. 
• The libraries provide full offsite access for the digitized: library content, free third-

party, public domain and licensed content; for the born-digital, they forbid it. 
• In licensed content case, the provision of limited offsite access is widely used.  
• The fact of copyright, especially when belongs to other owners, determines the 

kind of the (remote) offsite access (i.e. full, limited, or not provided). 
• The user access rights’ clustering1 depends on digital contents’ acquisition method.  
• For the library, free third-party and public domain digitized content, users’ access 

clustering is not applied. 
• In the case of licensed digitized content, either no, or common clustering is applied. 
• For the purchased digital content, common clustering is applied.  
• Common clustering applies in born-digital content case, independent of the 

acquisition method used. Especially for the purchased content, except the common, 
additional clustering is also applied. 

• When the copyright belongs to other owners, usually common clustering is applied 
or rarely additional clustering may applied.  

• The users’ clustering is related with the, a) access diversification between onsite 
and offsite users, b) offsite, c) off-campus onsite and d) on-campus onsite access.  

• Limited on-campus onsite access means additional clustering. 
• The private reproduction is usually free, independent of library type, acquisition 

method and copyright ownership.  
• Libraries prefer providing their content with free private reproduction, either with a 

credit (mention) to the source, or by applying fair use provisions, but usually 
without enforcing written permission and/or fee, or any other additional restriction. 

• The commercial reproduction is usually not authorized; it is mainly permitted from 
other library types (i.e. profitable private libraries). 

• In most of the cases where the commercial reproduction is permitted, written 
permission and/or fee are required.  

• The copyright owner gives, except few cases, the written permission and takes the 
fee for the commercial reproduction. 

• The written permission is not always accompanied by fee payment. 

                                                           
1  In this research, we categorize (cluster) the users according to their access rights. The 

clustering may have the values: no, meaning that onsite and offsite users have the same 
access rights; common, meaning that there is diversified access between onsite and offsite 
users and/or between onsite users (on and off-campus); and additional, meaning that there is 
diversified access between on-campus onsite users, even if inside library premises. 
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3   Proposed Policy Decision Tree for Digital Information 
Management in Academic Libraries: Rules and Alternatives  

The rules and their alternatives that derived form the above findings result in a 
flexible (access and reproduction) policy decision tree, which is the core and proposal 
of this research. The decision tree is a policy route map, which offers alterative, 
flexible and effective access and reproduction policy solutions, according to the 
factors that apply on its case. It may have implications in building tools for making 
decision regarding policies and for managing the digital information.  

The decision tree refers to the digital information life cycle focusing on its creation 
(digitized, born-digital), acquisition and availability (i.e. access, reproduction) – 
without excluding its maintenance (preservation). It simplifies and unifies already 
used practices, and converts them to efficient policy rules. Additionally, it offers new, 
flexible, extensible and innovative policy alternatives (routes, paths).  

The decision tree is divided into two parts, for the digitized and for the born-
digital content separately, which are not included due to format constrains. However, 
the decision tree parts are incorporated in TR200701 technical report, available at 
http://dlib.ionio.gr/en/lab/treports.htm.  

3.1   Policy Decision Tree for Academic Libraries’ Digitized Content  

We analyze some representative examples of alternative proposed policy routes. 
Academic libraries may follow four available alternative options for their digitized 
content acquisition: library, third-party, public domain and licensed content. When 
library content is involved, the library digitizes the content available on its 
collections, in which it has or administers the copyright. The access is full and free for 
all users. Private and commercial reproduction should be permitted to all users with a 
credit to the source (i.e. content creator, provider) and with written permission from 
and fees paid to the library respectively.  

When the library digitizes third-party content, the library administers the 
copyright, or other owners hold it, or library and other owners mutually administer 
(share) it, or finally, it may varies from item-to-item. When the library administers the 
copyright two access alternatives are proposed: full for all users, or full for onsite (on 
and off-campus) only and no (forbidden) for offsite. The private reproduction should 
be permitted with a credit (mention) to the source or by applying fair use doctrine. 
The commercial reproduction has two alternatives; its provision with written 
permission from and fees paid to the library, or its examination on case-by-case basis.  

When other owners hold the third party digitized contents’ copyright, the access 
should be provided to onsite users only; and not to offsite. In this case, only onsite 
users have the content reproducing privilege, with a credit to the source for private, 
and with written permission, given by the owner, for commercial reproduction.  

Variant and alterative access and reproduction policy routes are proposed when the 
third-party digitized contents’ copyright is shared among library and other owners or 
varies from item-to-item. For instance, in case of copyright sharing, the access is full 
for onsite and it is limited or not provided for offsite users. Finally, the licensed or 
public domain digitized content has other alternative policy proposals. 
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3.2   Policy Decision Tree for Academic Libraries’ Born-Digital Content 

Examples of alternative proposed policy routes are analyzed. Academic libraries may 
follow four proposing alternatives for their born-digital content acquisition: license, 
purchase, voluntary deposit and library content. When occurs to purchased born-
digital content, other owners hold the copyright or library and other owners mutually 
administer it, or finally, it varies on item basis.  

When other owners hold the copyright, the proposing access policy path is full on-
campus, limited off-campus and no offsite. The private reproduction should be 
permitted with a credit to the source or under fair use provisions, and the commercial 
should not be authorized. Two additional alternative reproduction policy paths may be 
considered, when library and other owners mutually administer the copyright; the 
case-by-case examination (private and commercial) and the provision of commercial 
reproduction with written permission from and fees paid to the owners.  

When the copyright varies from item-to-item (encountered in purchased born-
digital content), three proposing alternative access policy paths may be selected: a) 
full on-campus, some off-campus and no offsite, b) full on and off-campus, some 
offsite (i.e. fig. 1), and c) full onsite and offsite. Proposing paths for reproduction are 
its provision by mentioning (credit) the source or by applying fair use doctrine (for 
private), and its forbiddance (for commercial).  

Academic libraries may alternatively select the voluntary deposit method for their 
born-digital content acquisition; having in mind that other owners control the 
copyright and normally impose policy (i.e. on access) restrictions. The proposing 
restrictive access (i.e. full on-campus, limited off-campus, no offsite) and reproduction 
(i.e. permitted for onsite users only) paths follow the logic of satisfying the content 
creators, and in accordance, ensuring the born-digital contents’ voluntary deposit, 
viability and preservation. 

 
Fig. 1. Policy path examples of the decision tree for academic libraries’ born-digital content  
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Abstract. Current digital libraries and online bibliographies share sev-
eral properties with the Web and thus also share some of its problems.
Faceted classifications and Semantic Web technologies are explored as
possible approaches to improving digital libraries and alleviating their re-
spective shortcomings. We describe the possibilities of using faceted nav-
igation and its personalization in digital libraries. We propose a method
of faceted browser adaptation based on an automatically acquired user
model with support for dynamic facet generation.

1 Introduction

Present day digital libraries (DL) and bibliographies enable users to browse,
search in and view their contents via web browsers, and can thus be considered
a specific subspace of the Web. Consequently, they share several of its properties:

– Size – contemporary DL present large information spaces.
– Changeability – DL are much less changeable than the Web. While new titles

are continuously added, the content of existing ones and their metadata (e.g.,
author, title, editor) remain the same. However, a diverse range of different
DL exists ranging from simple publications to archaeological artifacts.

– Complexity – varying degrees of complexity are common ranging from rela-
tively simply structured to very complex information spaces.

– User diversity – varies based on the target audience and DL type, with also
the individual users’ interests changing over time.

Unlike the current Web, DL display relatively good availability of metadata,
which however does not prevent DL users from navigation problems and high
recursion rate of navigation, which are common in the general Web [1]. Many
existing DL allow users to browse entries by subjects or titles and also support
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search with limited personalization capabilities (e.g., ACM DL or IEEE DL).
Others use simple faceted browsers that allow users to search for and navigate
in available entries using multiple views (e.g., SpringerLink).

Since existing DL offer only limited support for advanced browsing and nav-
igation in individual entries with minimal personalization features in terms of
adaptation and user collaboration, new approaches were proposed to address in-
formation overload and insufficient search and navigation support. The Seman-
tic Web incorporates shared semantics thus improving interoperability between
systems [2], while faceted browsers take advantage of faceted classification and
provide combined support for search and navigation as outlined in [3].

2 Adaptive Faceted Browsing for Digital Libraries

To address the disadvantages of faceted browsers insufficient personalization,
difficult understanding of the size and content of the information domain, and
access to popular topics, adaptation techniques were proposed in [4]. In this
paper we explore and extend the possibilities of faceted navigation use in digital
libraries and describe enhancements to faceted browsers by taking advantage of
ontologies and adaptation based on an automatically acquired user model.

We first determine the relevance of facets and restrictions based on the in-
session user behavior (i.e., user clicks), on the user model (i.e., user charac-
teristics described by their relevance to the user and the confidence in their
estimation) and based on global statistics (i.e., all user models). Next, we op-
tionally generate new dynamic facets at run-time and lastly adapt the faceted
browser interface in these steps:

1. Facet ordering – all facets are ordered in descending order based on their
relevance with the last used facet always being at the top (i.e., most relevant).

2. Active facet selection – the number of active facets is reduced to 2 or 3 most
relevant facets since many facets are potentially available. Inactive facts are
used for queries but their contents are not restored, disabled facets are not
used at all. Both inactive and disabled facets are still available on demand.

3. Facet and restriction annotation – active facets are annotated with tooltips
describing the facet, numbers of instances satisfying each restriction and the
relative number of instances satisfying each restriction via font size/type.

4. Facet restriction recommendation – the most relevant restrictions in a facet
are marked as recommended (e.g., with background color or “traffic lights”).

Adaptive views. Users can choose from several visualization options by
selecting one of the available views – simple overview, extended overview or
detailed view, which display increasingly more detailed information about indi-
vidual search results. The attributes of the displayed instances are adaptively
chosen based on their estimated relevance derived from the user model.

Information overload prevention. Based on facet and restriction relevance
we reduce the total number of accessible items in order to allow users to find
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relevant facets and restrictions more efficiently without having to scroll several
screens down. The selection of appropriate facet types and displayed restrictions
is performed automatically based on their relevance in the user model and based
on the current in-session user behavior so that it matches both long-term user
interests and short-term user goals.

Query refinement. By using additional facets created by dynamic facet genera-
tion, users can refine their queries beyond what would by possible with statically
defined facets. Furthermore, these are combined with additional functions often
used in advanced search such as OR, NOT or braces. For example, if some users
were interested in publications related to a given topic they would select that
topic as the subject of the publication in a static facet resulting in publications
which deal directly with the given topic. By using a dynamic facet generated
from the domain ontology (i.e., one that was not anticipated by the system’s
administrator), users can instead select publications presented on conferences or
in journals that deal with the given topic thus receiving a much broader set of
publications which are still related to the given topic.

Orientation support. Since faceted classifications and large information spaces
tend to be complex and hard to understand, we annotate facets and restrictions
with additional information to aid users in orientation. Facet and restriction
annotation includes the number of instances that satisfy a restriction and a
textual description of their meaning. Individual restrictions can be further an-
notated with background color indicating e.g. their relation to users’ field of
work. Individual search results are annotated using background color, based on
their relation to a given set of publications (e.g., already read or the author’s
own publications) by means of an external concept comparison tool [5].

Guidance support. The proposed method improves user guidance in several
ways. First, we order the set of available facets based on their estimated user
relevance thus recommending the most relevant facets. Next, we evaluate the
relevance of individual restrictions and recommend the most relevant ones based
on the user model, e.g. by means of background color. Moreover, we can recom-
mend the most relevant search results by ordering them using external ordering
tools [5,6] to evaluate the relevance of the final search results against the current
user model and query.

Social navigation and recommendation. Since the domain of DL is some-
what closely related to social networks of e.g. authors, we take advantage of
other users’ preferences in the evaluation of concept relevance. Global relevance
describes the overall “popularity” of concepts while cross relevance also consid-
ers the similarity between users. Thus we can recommend a publication if it is
relevant for many researchers in a particular field and the user is also interested
in this field, or a generic publication that seems to be relevant for many users.
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Visual navigation and presentation. In order to improve the understand-
ability of the domain and the available data a visual presentation method may
be more suitable than pure text. Visual navigation in clusters [7] provides users
with the necessary “global” overview of the respective information subspace se-
lected in a faceted browser. Likewise, a seamless transition between an adaptive
textual view with support for faceted navigation and a visual view, representing
the selected information subspace (e.g., based on clusters), with successive visual
navigation can provide users with a more intuitive browsing experience.

3 Conclusions

We presented a novel method of faceted browser adaptation with dynamic facet
generation. We evaluated selected part of the proposed method in the domain of
scientific publications (project MAPEKUS, mapekus.fiit.stuba.sk) by exper-
imenting with developed adaptive faceted browser – Factic. Factic is evaluated as
part of the personalized presentation layer proposed in [8] where it is integrated
with tools aimed at automatic user action logging and characteristics acquisi-
tion. Preliminary evaluation showed that the adaptation of facets alleviates some
disadvantages of faceted classification, such as difficult access to popular items,
and significantly improves overall efficiency by reducing information overload.

Future work will include the design and evaluation of additional method en-
hancements, especially dynamic facet generation, social navigation in the faceted
browser and recommendation based on user relationships.
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6. Horváth, T., Vojtáš, P.: Ordinal classification with monotonicity constraints. In:
Perner, P. (ed.) ICDM 2006. LNCS (LNAI), vol. 4065, pp. 217–225. Springer, Hei-
delberg (2006)
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Abstract. This poster reports on a study carried out to investigate and analyze a 
specific category of digital library visual interfaces that support information 
seeking, exploration and retrieval based on metadata representations, namely 
metadata-enhanced visual interfaces. This study has examined 21 metadata-
enhanced digital library visual interfaces from the following perspectives: a) 
information access and retrieval features supported; b) metadata elements used; 
c) visualization techniques and metaphors utilized.  The results show that visual 
interfaces to digital libraries enhanced with metadata are becoming more 
widespread. The study also demonstrates that the combined use of visualization 
techniques and metaphors is becoming increasingly prevalent as a design 
strategy to support users’ information exploration.  

Keywords: Visual interfaces, metadata, information visualization, digital 
libraries. 

1   Introduction 

Visual interfaces to digital libraries have recently found widespread attention.  
This development is mainly due to the fact that visualization techniques allow  
for rich representation of information bearing objects in digital libraries. This poster 
reports on a study of metadata-enabled visual interfaces to digital libraries based  
on the richness and variety of metadata elements, visualization techniques and 
metaphors.  

2   Methodology 

Borner and Chen [1] note that visual interfaces to digital libraries can support a 
range of information search and retrieval activities including the identification of the 
composition of a retrieval result, the interrelation of retrieved documents to one 
another, refine a search and to gain an overview of the coverage of a digital library to 
facilitate browsing. Shneiderman [2] identifies various visualization techniques 
based on data types and tasks. Based on the above research, this study has examined 
21 digital library visual interfaces from the following perspectives: a) information 



490 A. Shiri 

access and retrieval features supported; b) metadata elements used; and c) 
visualization techniques and metaphors utilized. (Tables 1 and 2 feature the above 
elements).  

Table 1. Metadata-enhanced Visual interfaces to Digital Libraries (1990s) 

Visual interface VT Type of  
metaphor 

Metadata 
Elements 
used 

Focus  
on 
QF& 
MV 

Focus 
on  
SRV  

Focus 
on  
CRV   

RV  
 

Fowler et al. 
(1991) [3] 
 

Net- 
work 

 

Fisheye views 
& overview 
diagrams 

 

Thesaurus 
terms, 
bibliographic 
elements 

    Yes 
 
Yes 
 

 
    No 

 

 
No 

 

Envision (Fox et 
al., 1993, Nowell  
et al., 1996) [4, 5] 

2D Scatterplot 
graphs 

Authors, date, 
title, document 
type, date, 
language 

Yes Yes No Yes 

Lyberworld 
(Hemmje et al., 
1994) [6] 

3D, 
Cone 
trees 

Spatial 
Navigation 

Titles, 
associated 
keywords 

Yes Yes Yes Yes 

Becks et al. 
(1998) [7] 

2D 
Spatial 
Representation 

(Map) 

Abstracts  
Yes Yes Yes Yes 

NaviQue (Furnas 
& Rauch, 1998)  
[8] 

2D Spatial 
metaphor 

Type of photo, 
location, title, 
date 

Yes Yes Yes No 

BALTICSEAWEB 
(Laitinen & 
Neuvonen, 1998)  
[9]  

2D 
Spatial 
representation 

(Map) 

Geographic 
regions, cities, 
borders Yes No Yes No 

VQuery 
(Jones, 1998) [10] 

2D Venn diagrams 
Collection and 
item titles 

Yes No No No 

LibViewer  
(Rauber & Bina, 
1999) [11] 

2D 
Shelf position, 
document type, 
colour, size 

Dublin Core 
(title, author, 
format, etc. 

No Yes No No 

NIRVE (Sebrechts 
et al., 1999) [12] 

2D & 
3D Map 

Titles, clusters, 
keywords & 
concepts 

 

No Yes No No 

Table acronyms:  

VT: Visualization Technique  
QF&MV: Query Formulation and Modification Visualization  
SRV: Search Results Visualization  
CRV: Collection Representation Visualization  
RV: Relevance Visualization  
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Table 2. Metadata-enhanced Visual interfaces to Digital Libraries (2000s) 

Visual 
interface 

  VT Type of  
metaphor 

Metadata 
Elements used 

Focus  
on QF 
&MV 

Focus 
on SRV 

Focus  
on 
CRV   

 
RV 

Borner et al. 
(2002) [1] 

3D 
Treemaps Item & collection 

titles, doc. types 
No Yes Yes No 

VIBE  (Christel, 
2002) [13] 3D, Temporal, 

multi-
dimensional 

Maps, 
timelines , 
scatter plots 

Transcripts &  
thumbnail  
images, 
geographic 
entities 

Yes Yes  Yes Yes 

Grokker  (2002) 
[14] Multi-

dimensional 

Venn 
diagrams, 
nested  
circles and 
squares 

Title, author, 
source, date, 

Yes Yes Yes Yes 

VisMeB (Klein et 
al., 2003) [15] 

 

2D, 3D,  
multi-  
dimensional 

Scatterplots, 
pie charts,  
bar charts, 
SuperTables 

Server type, 
language,  Date, 
relevance, title, 
abstract 

Yes Yes Yes Yes 

FedStats Browser 
(Kules & 
Shneiderman, 
2003) [16] 

2D, Tree 

Folders, trees,
maps 

Statistical 
metadata  titles, 
collections, 
regions 

Yes Yes Yes No 

Sumner et al. 
(2003) and 
Butcher et al. 
(2006) [17, 18] 

2D 

Semantic-
spatial maps 
(Strand/conce
pt maps) 

Educational 
metadata such as 
grade levels etc. 

No Yes No No 

Chang et al.  
(2004) [19] 2D 

Ambient 
slideshows,  
thumbnails 

Title, place, 
duration, media, 
Size, collection 

Yes Yes Yes Yes 

NSDL Virtual 
spine  (Dushay, 
2004) [20] 

2D 

Scatterplots,  
folders 

Creator, 
publisher, format, 
language, 
metadata 
provider, title, 
audience 

Yes Yes Yes No 

Fluid interface 
(Good et al.  
2005) [21] 

 
2D 

Treemaps File type, file 
name, date, 
thumbnails 

No 
Yes 

 
Yes 

 
No 

 

MedioVis (Grun 
et al., 2005) [22] 

2D 

Scatterplot, 
Tables, 
Spatial 
representation
ns 

Title, author, 
year, media type, 
full text 
description 

Yes Yes No No 

CombinFormation 
(Kerne, et al. 
2006)  [23] 

2D 
Text, image 
and temporal 
compositions 

Title, URL, 
caption  No Yes Yes No 

SRS browser 
(Mane & Borner, 
2006) [24]  

2D 
Association 
networks 

Gene and  protein  
metadata  Yes Yes Yes Yes 
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The information access and retrieval features examined in this study were based 
mainly on the usage scenarios identified by Borner and Chen [1]. Concerning 
metadata elements, both manually and automatically generated metadata elements 
incorporated into visual interfaces were evaluated. To establish the visualization 
technique(s) used within a particular interface, the author relied on the information 
provided in the paper or prototype description as well as on the examination of the 
interface. In categorizing visualization techniques, the taxonomy suggested by 
Shneiderman [2] was utilized.   

3   Results and Conclusion  

The interfaces analyzed in this study represent digital collections in a wide array of 
subject areas ranging from computer science, medicine, biological sciences, earth 
sciences, to arts and media, geospatial and digital image collections. The study of the 
21 visual interfaces developed in the 1990s and 2000s reveals some interesting 
patterns. One of the developments concerning visualization techniques lies in the 
increasing use of 3D and multi-dimensional visualization. Another observable 
development is the combined use of visualization techniques. Most visual interfaces 
developed in the 1990s employ real-world spatial metaphor and map-like 
representations of items and collections. A comparison between the interfaces 
developed in the 1990s and 2000s shows a noticeable shift towards the use of multiple 
visualization metaphors. In particular, metaphors such as Venn diagrams, pie charts 
and temporal representations are becoming increasingly popular. The study shows 
that the interfaces developed in the 2000s have increasingly made use of both 
manually and automatically generated metadata to overcome the challenge of 
knowledge representation. Of the 21 interfaces examined, 15 interfaces have 
incorporated query construction or modification features. Nineteen interfaces offer the 
search result visualization feature. The study also showed that 14 interfaces had visual 
collection representation facilities. Among the reviewed interfaces only eight of them 
have incorporated relevance visualization facilities. 

This study demonstrated that metadata-enhanced visual interfaces are an emerging 
category of visual interfaces. Developers of information retrieval interfaces can take 
advantage of a combination of manually and automatically generated metadata within 
digital libraries to create content-rich visual interfaces to represent multimedia and 
multimodal digital libraries. Metadata has the potential to inform and enhance 
visualization techniques and metaphors and to suggest new frontiers in developing 
enriched visual information seeking and exploration facilities.  
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Abstract. This paper describes the development of a distributed annotation sys-
tem which enables collaborative document consultation and creates new access 
to otherwise hard to index digital documents. It takes the annotations one step 
further: not only the same types of annotations are available across file formats, 
but robust references to the documents introduce format and location independ-
ence, and enable the attachment even when the document has been modified. 
These features are achieved using standards of the digital library systems, and 
don’t require modification of the original documents or impose further restric-
tions, thus being infrastructure independent. Integration into the Kepler work-
flow system allows annotating workflow results, and the automatic creation and 
indexing of annotations in document oriented workflows, which can be used as 
a flexible way to archive and index collections in the Cheshire3 search engine. 

1   Introduction 

In an era when digital documents are to a great extent replacing paper, there is a 
strong need for improved annotation tools which cover a range of annotation types, 
including good authoring tools, on a variety of common document formats. 

The primary aim of this work is to use digital library resources as the basis for col-
laborative research; therefore, the investigation has looked into how existing digital 
library developments can be used to support distributed, spontaneous collaborations. 
In particular, technologies which will enable research community users to annotate 
documents and other peoples’ data and share these annotations with others in a sim-
ple, spontaneous way. The result will support research collaborations within scholarly 
communities which are intellectually cohesive but geographically distributed. 

Our work builds and extends Multivalent annotations [1], which will allow users to 
annotate shared documents, in numerous ways, and to share these annotations without 
any special prior arrangement or significant systems overhead and creates new access 
to otherwise hard to index digital documents, such as images. 

The system, developed in the context of the JISC funded VRE programme, takes 
the annotations one step further: not only the same types of annotations are available 
across file formats, but robust references to the documents introduce format and loca-
tion independence, and enable the attachment also when the document has been  
modified, thanks to a novel use of lexical signatures [2]. These features don’t require 
modification of the original documents or impose further restrictions, and thus can be 
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adopted without any additional infrastructures. The system can be inserted in many 
contexts, including situations where the original files do not support annotations or 
must remain intact, as in a digital preservation environment. Also, the casual users 
need not feel intimidated when adding annotations as there is no risk of altering the 
original document. 

Integration of the key components into the Kepler workflow system [3] introduces 
the idea of annotating workflow results, and allows the automatic creation and index-
ing of annotations in document oriented workflows, that can be used as a flexible way 
to archive and index collections in the Cheshire3 search engine [4]. 

Due to the modular structure of the system, it will be possible to integrate alterna-
tive software components (e.g. a different workflow, database or document browser). 

2   Methodology 

The methodology followed aims to maintain a clear separation between the compo-
nents and to adopt the relevant standards: 

• Web services for the Cheshire3 workflow connector and the lexical signature  
service. These services are application specific, enabling reuse at a service level. 

• The SRW standard search protocol for searching and retrieving the annotations. 
• The XML Schema formally describes the annotations. The structure has been built 

to be extensible and application-agnostic. 
• The XML Digital Signatures to assure provenance and authenticity. The signature 

is applied optionally by the client (the Fab4/Multivalent browser) to the entire  
annotation. 

The annotation schema consists in an envelope for the annotation body, which is  
considered to be application dependant (in XML, text or binary format), containing: 

• The generic annotation metadata, using Dublin Core and some specific metadata 
(annotation format, generating application, nature of the annotation). 

• The digital signature applied to the annotation as a whole, so that both the body 
and the metadata are digitally signed. 

• The annotated resource element, the main feature identifying the referenced docu-
ment. This consists of multiple identifiers, permitting different levels of attach-
ment. These include the document URI, binary digest, lexical signature [2], and 
textual contents digest. 

The different identifiers, together, allow the attachment of the annotations according 
to different rules, which can be defined by the user (for example: attach to the same 
exact document, same location, same content, or similar document, in case of partial 
changes to the content). 

The format independence is achieved using the textual content digest which nor-
mally does not change across file formats. Afterwards, an SRW query to the database 
system allows retrieving all the annotations for a specific textual content. Other ad-
vanced methods, involving the document structure, will be implemented in the future. 
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Fig. 1. The system connection diagram shows the interaction between the three main compo-
nents. The infrastructure independency is highlighted by the use of web services. 

Use cases considered during the development include: peer review, scholars needing 
to disseminate knowledge bases and virtual collaboration environments for students 
and researchers. An exemplar, based on the AHDS-derived “Designing Shakespeare” 
collection, has been developed; the Tavistock Institute has conducted a user study in-
volving a community of students, researchers, and systems administrators. 

3   Results 

This system is now included in the default distribution of the Fab4 browser, publicly 
available [5].  

The annotations are robustly attached, and thus: 

• Location independent: the same file will always share the same notes, independ-
ently of where it resides (web server, local file system, email attachment etc.) 

• Format independent: a PDF and text version of the same document share the same 
annotations.  

• Robust to document changes: the same annotations can be attached to a document 
even if its contents are modified.  

The annotations are always distributed to all the copies of the document, without the 
need to redistribute or modify the original file, a great advantage for spontaneous col-
laboration. This differs from other annotation systems which apply the notes to the 
original file and require the redistribution of the file on every annotation. Further-
more, the annotations are robustly attached to the contents of the document, using 
Robust Locations [6]. 
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Fig. 2. A view of an annotated Open Document File in Fab4/Multivalent. In the annotations list 
on the left the trusted ones are highlighted. 

The digital signature and a trust system guarantee the secure attribution and origi-
nality of the annotations so that the provenance can be trusted and proved. This could 
be further extended to enable the application of trusted actions to documents in a peer 
review system (e.g. “approved for publishing”) or in other similar use cases. 

A search interface, built on the Cheshire3 system, allows retrieval of the annota-
tions, and, through them, of the referenced documents. This in fact creates new paths 
to the retrieval of digital objects. 
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Abstract. The National Science Digital Library (NSDL) Materials Digital 
Library Pathway (MatDL) has implemented an information infrastructure to 
disseminate government funded research results and to provide content as well 
as services to support the integration of research and education in materials. 
This poster describes how we are integrating a digital repository into open-
source collaborative tools, such as wikis, to support users in materials research 
and education as well as interactions between the two areas. A search results 
plug-in for MediaWiki has been developed to display relevant search results 
from the MatDL repository in the Soft Matter Wiki established and developed 
by MatDL and its partners. Collaborative work with the NSDL Core Integration 
team at Cornell University is also in progress to enable information transfer in 
the opposite direction, from a wiki to a repository. 

Keywords: Materials Science, wiki, plug-in.  

1   Introduction 

The National Science Digital Library (NSDL) provides a dynamic, organized point of 
access to science, technology, engineering, and mathematics (STEM) education and 
research resources as well as access to services and tools that enhance the use of this 
content in a variety of contexts [1]. The NSDL Materials Digital Library Pathway 
(MatDL) is a consortium of organizations establishing an information infrastructure 
and assuming stewardship of significant content and services to support the 
integration of education and research in materials science (MS) [2].  

MatDL provides the MS community with an open-source information 
infrastructure offering a variety services. This poster focuses on two of MatDL’s 
services: the Repository (http://matdl.org) which uses the Fez content management 
system (http://www.library.uq.edu.au/escholarship/), a web front-end built on the 
Fedora (http://fedora.info) digital repository middleware; and the Soft Matter Wiki 
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(http://matdl.org/matdlwiki), based on open-source MediaWiki (http://mediawiki.org) 
software. The Wiki enables communication and dissemination within the sub-domain 
of soft matter and facilitates expert community-driven development [3] of the publicly 
accessible site, ensuring that users have access to trustworthy, authoritative scientific 
information. Both services are stand-alone, but each contains resources relevant to the 
other service, making the development of a system of communication between 
installations a priority for MatDL. Currently, information regarding relevant research 
and teaching resources in the MatDL Repository is fed, via plug-in, into Soft Matter 
Wiki pages, providing additional, up-to-date context across topics bridging e-research 
and e-education.   

2   Results and Discussion 

A Fez search results plug-in has been developed for MediaWiki by extending its 
markup to include a <fez> tag, which is invoked with parameters indicating what to 
search for in the MatDL Repository and how to display results.  Search results may be 
included on any MediaWiki page.  Any desired search term can be used inside the 
<fez> tag and its arguments can be modified to customize aspects of the display, such 
as the maximum number of search results and whether or not to associate thumbnail 
images with each search result.  Soft Matter Wiki users may choose to link directly to 
the resource in the MatDL Repository from individual search result titles or to link to 
the full search results list in the Repository.  

MatDL is beginning to integrate its services both by bringing relevant results from 
the MatDL Repository into the Soft Matter Wiki, and by making resources originating 
in the wiki available in the repository.  The NSDL Core Integration (CI) team at 
Cornell University is currently designing OurNSDL, also built on MediaWiki.  
OurNSDL will provide the ability to add newly created wiki pages along with simple 
metadata to a Fedora-based repository.  MatDL is a co-designer and early adopter of 
the OurNSDL toolset, which will enable information flow from the Soft Matter Wiki 
into the MatDL and NSDL repositories. 
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Abstract. This demo shows a set of tools for managing and performing 
document transformations. These tools share a common infrastructure 
consisting on a set of Web Services and programming libraries to define 
semantic mappings and generate the corresponding transformation template 
automatically. The framework is currently being used on the Bibshare project to 
support the conversion between metadata formats, as well as in other domains 
related to Digital Libraries and Software Engineering. 

Keywords: XML, Interoperability, Metadata Schemas, Document 
Transformation. 

1   Introduction 

Besides its use in other domains, XML1 has been particularly successful in the field of 
Digital Libraries (DLs), specifically to cope with many interoperability problems 
coming from the heterogeneity of metadata formats. To convert metadata records 
from one format to another, we just need to have a well-defined transformation 
function expressed as an XSL transformation template. However, the definition of the 
transformation function and his implementation as a transformation template is not 
always easy. As a consequence, there is a clear need for tools that support the 
conversion definition and implementation processes. 

In this demo, we introduce two tools that allow the (semi)automatic generation of 
XSL templates: 

− Given two XML schemas S1 and S2, XSWebMapper generates the XSL 
template that transforms S1-valid documents into S2-valid documents. A typical 
example is the generation of the transformation template to transform records in 
a metadata format to records in another format. 

− Given an XML schema S, and a language whose syntax is defined by a  
grammar G, where some non-terminal symbols come from elements of S, 

                                                           
1 http://www.w3.org/XML 
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DSLWebMapper obtains the XSL template that transforms S-valid documents 
into G-valid documents. For instance, it can be used to obtain the SQL database 
creation script from the XML schema corresponding to a given metadata format. 

Although these tools were initially developed for the Bibshare project [1], they are 
general purpose tools as it corresponds to a generic language such as XML. Since 
both tools are implemented as Web applications, their software and hardware 
requirements are not restrictive. Section 2 describes the problem and the solution. 
Sections 3 present examples of XSWebMapper and DSLWebMapper use cases. 

2   The Problem and a Solution 

Sometimes, the definition of a transformation function is not easy; for instance, when 
source or target schemas are not well known by the user, or when the mappings 
between elements of the source and target schemas are not trivial. In other cases, its 
implementation as a transformation template is not easy because users do not know 
the template definition language. 

We think that these two difficulties can be overcome by following a semantic 
approach for the definition of the transformation function, supported by graphical 
metaphors and following an automatic approach for the generation of the 
transformation templates. The main contribution of this work is the definition and 
implementation of a transformation framework based on: 

- The graphical definition of transformation functions by the set of relationships 
between semantic concepts in source and target schemas. By semantic 
concepts we mean the set of different meanings of the data in the documents. 
Examples of semantic concepts in a bibliographic metadata format are title, 
name or publisher;.The meaning of several instances of data can be described 
by the same concept (for example the title of an article and the title of a book). 
Thus, every semantic concept is associated with the set of data binding or set 
of path expressions to the data that it describes. 

- The automatic generation of the transformation templates from its 
transformation function definitions. This is done by automatic compilation 
techniques. 

The main advantage of this approach is that users focus on the definition of the 
transformation in a more abstract way, therefore reducing implementation errors, 
enabling reusability, and making the definition of the transformation independent of 
the implementation. Furthermore, the automatic generation of the implementation 
enables an incremental description of the transformation function verifying that the 
solution is correct. 

The transformation framework is composed of three web services and two 
programming libraries [2]: 

− XSDInferer obtains the metadata schema of the source and target documents. 
− XPathInferer identifies the semantic concepts and the data bindings of the 

source and target XML schemas. 
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− XSLGenerator takes as input the schemas and the semantic relationships and 
returns the corresponding XSL template that implements the transformation. 

− XMapBuilder.dll and Grammar.dll implement the user interface of the 
XSWebMapper and DSLWebMapper, respectively, for the definition of the 
semantic relationships and the corresponding persistence classes. 

The architecture of the framework and the process of definition of a transformation 
is presented in Fig. 1. 

XPathInferer

User

XSLGenerator

Web Server

gramar.dll
XMapBuilder.dll

XSDInferer

DSLWebMapper
XWebMapper

Modelo 
Origen.xml

Source 
Document.xml

Source 
Schema.xsd

Semmantic 
Relations.xml

Template.xsl

Template.xsl

Semmantic 
Relations.xml

Source 
Document.xml

Source 
Schema.xsd

XPath 
Expressions.xml

 

Fig. 1. Architecture of the framework and data flow during the generation of an XSL template 
that implements a transformation between two documents 

3   XSWebMapper and DSLXSMapper Use Cases: Transformation 
Template from MODS to Simple Dublin Core and SQL Script 

As an example of use of XSMapper, let us suppose we need to convert bibliographic 
records in MODS2 to Simple Dublin Core3 (DC). As we said above, the 
transformation template is generated automatically from the definition of the 
relationships between source and target schema semantic concepts. Hence, the first 
step in the process is the inference of the semantic concepts and the data bindings for 
both schemas. This task is done by the XPathInferer from the MODS and Simple 
Dublin Core XSD Schemas4,5. In cases where a XML schema is not available, 
XSDInferer generates it automatically from a sample document. 

Next, the user defines the semantic relationships by using XSMapper that shows to 
the user the set of source and target concepts and data bindings and allows he or she 
to establish three kinds of relationships between them: 

                                                           
2 http://www.loc.gov/standards/mods/ 
3 http://dublincore.org/schemas/xmls/ 
4 http://www.loc.gov/standards/mods/v3/mods-3-3-draft-for-final-review-april-13.xsd 
5 http://dublincore.org/schemas/xmls/simpledc20020312.xsd 
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- Same Concept: one (or more) source concept is semantically the same as one 
(or more) target concept. For example, the MODS.topic and DC.subject 
concepts belong to this category. 

- Conversion: one or more source concepts must be converted to be the same as 
one or more target concepts. The allowed conversions are defined by the 
conversion functions provided by the transformation template definition 
language (in this case, the XSLT data conversion functions). For example, the 
DC.title concept is obtained as the concatenation of MODS.title and 
MODS.subtitle concepts. 

- Constant: one or more target concepts will have a constant value. DC does not 
include any constant concept, but suppose we include a new DC field to 
describe the source metadata format, in this case this concept will have MODS 
as a constant value. 

Relations can include all the data bindings of the concepts or a subset of them. For 
instance, the concept name describes the author and the editor names in MODS 
format and therefore includes two data bindings. However, the same concept 
relationship between MODS.name and DC.author is applicable only for the data 
binding of the MODS author name. In addition, filter and selection constructions are 
provided to define more precise relationships. For example, the name of the author in 
MODS is the name concept whose roleTerm value is “Creator”, therefore the 
semantic relation described above for the DC.author should be labeled with a where 
condition that filters those MODS names whose roleTerm values are not “Creator”. 

Finally, XSLGenerator takes the semantic relationships and generates 
automatically the corresponding XSL template. This template can be used to convert 
source schema-valid documents into their corresponding target schema-valid 
documents. 

The main difference between XSWebMapper and DSLWebMapper is that the first 
generates transformation templates whose target document is an XML, as the example 
presented above, and the second generates transformation templates whose target 
document is plain text (e.g. an SQL script). DSLWebMapper follows the same steps 
described above but replaces the graphical interface with a grammar edition tool that 
allow users to describe the syntax of the target (in this example the SQL script 
language for the creation of databases) with five possible elements: Text (constant 
strings that will be copied to the result document), Concepts (relations between source 
and target concepts), Rules (descriptions of the non-terminals of the grammar), and 
Enumerations (sets of ordered data from source document). 
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Abstract. Cultural heritage content is everywhere on the web, in con-
texts such as digital libraries, audiovisual archives, and portals of muse-
ums or galleries, in multiple languages and multiple media. MultiMatch,
a 30 month specific targeted research project under the Sixth Frame-
work Programme, plans to develop a multilingual search engine designed
specifically for the access, organisation and personalised presentation of
cultural heritage digital objects.

1 Research Agenda

Europe’s vast collections of unique and exciting cultural heritage (CH) content
are an important asset of our society. Much of this information is available in
digital form and via the Internet. However, CH objects on the web are generally
not found in isolation but as richly connected entities, equipped with very het-
erogeneous metadata, and with information from a broad spectrum of sources,
some with authoritative views and some with highly personal opinions.

What means do users have to access these complex CH objects? How can
they explore and interact with them in ways that do justice to the richness of
the objects without being overwhelmed? Currently, users interested in accessing
CH content - be it for educational, tourist, or economic reasons - are left to
discover, interpret, and aggregate material of interest themselves.

The cultural heritage search and navigation facilities that we envisage would
present users with a composite picture of complex CH objects. For instance, in
reply to a request for information on Van Gogh, the MultiMatch engine could
present certified information from multiple museums around Europe, in multi-
ple languages, complementing this with pointers to Van Gogh’s contemporaries,
links to exhibitions and reviews, etc. The need to provide users in the CH domain
� Work partially supported by the European Community under the Information So-

ciety Technologies (IST) programme of the 6th FP for RTD - project MultiMatch
contract IST 033104. The authors are solely responsible for the content of this paper.
It does not represent the opinion of the EC and the EC is not responsible for any
use that might be made of data appearing therein.
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with this kind of result poses a number of scientific challenges for information
retrieval research in areas as diverse as web crawling, multilingual and multime-
dia access [2], semantic processing [3], and presentation design. The MultiMatch
research agenda should make significant developments in each of these areas in
order to arrive at a proof-of-concept implementation of a user-centered search
and navigation engine for cultural heritage content.

2 Expected Results and System Functionality

Focused Search Engine. MultiMatch aims to take a significant leap forward
from today’s vertical search engines by offering ”complex object retrieval”
through a combination of focused crawling and semantic enrichment that
exploits the vast amounts of metadata available in the cultural heritage do-
main, presenting both certified and non-certified information together (while
clearly distinguishing one from the other).

Multilingual/multimedia indexing. Insteadof returning isolateddocuments,
MultiMatch will provide complex search results that put documents of vari-
ous media types (text, audio, image, video, or mixed-content) and in multiple
languages into context. This generates special challenges for indexing.

Information extraction and classification. MultiMatch will allow users to
interpret the wealth of CH information by presenting objects not as isolated
individual items, but with links to related context. A range of classifica-
tions, as well as various links to reviews, reports, and general background
knowledge, will be provided.

Multilingual/multimedia information retrieval. Recent years have seen a
significant increase in the investigation of information retrieval techniques
for multimedia and multilingual document collections. Unfortunately, so far,
there has been little transfer of research advances to real world applications.
MultiMatch aims at bridging this gap. A major challenge will be to merge
results from queries on language-dependent (text, speech) and language-
independent material (video, image) [1].

User-centred interaction. Content-based access (e.g. video and image re-
trieval by visual content) still faces significant barriers when attempting to
create truly effective and comprehensive retrieval with respect to user needs.
The MultiMatch user interface will integrate automatic techniques for low
level feature extraction and automatic concept classification. A key research
problem for MultiMatch will be enabling the user to adequately formulate
their query using the language of their choice and specifying both low-level
and high-level multimedia features [5].

The main functionality of MultiMatch has been defined according to the user
requirements collected during the first stage of the project [4]. The MultiMatch
prototype is expected to offer powerful and flexible access to Cultural Heritage
information available on-line, both on the generic Web as well as in specialized
digital libraries or portals. The main user needs are related to (i) the quality
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of retrieved items – they must be relevant to the user request, and provided
by certified sources – (ii) easy formulation of the user request, and (iii) easy
visualization and aggregation of retrieved items.

The MultiMatch Search Engine will enable the user to retrieve cultural objects
through different modalities:

– The simplest one is a traditional free text search. This search mode is similar
to that provided by general purpose search engines, such as Google, with the
difference that MultiMatch is expected to provide more precise results – since
information is acquired from selected sources containing Cultural Heritage
data – and with support for multilingual searches. This means that the user
can formulate queries in a given language and retrieve results in one or all
languages covered by the prototype (according to his/her preferences).

– Metadata based searches. The user will select one of the available indexes
built for a specific metadata field – initially only creators and creations –
and can specify the value of the metadata field (e.g. the creator’s name) plus
possible additional terms.

– A browsing capability will allow users to navigate the MultiMatch collection
using a web directory-like structure based on the MultiMatch ontology.

Finally, MultiMatch will support multimedia searches, based on similarity
matching and on automatic information extraction techniques.

From the results of the expert users survey we can conclude that, on aver-
age, CH professionals tend to classify searches for information about creators
(authors, artists, sculptors, composers, etc.) and creations (works of art and
masterpieces) as their most common search tasks. Therefore, in MultiMatch we
have initially decided to focus on two types of specialized searches for creators
and creations, although specialized searches focused on other relevant categories
will also be considered.

MultiMatch searches can be made at three main levels of interaction: (i) De-
fault search mode, (ii) Specialized search mode, and (iii) Composite search mode.

The simplest search mode is the default MultiMatch search level. This is pro-
vided for generic users, with a limited knowledge of MultiMatch system capabili-
ties, or with very general search needs. In this case, no assumption is made on the
user query, and MultiMatch retrieves information from all indexed material. In
this way, given a general query, MultiMatch will retrieve all the cultural objects,
web pages and multimedia content that best suit the query. Merging, ranking
and classification of these results will be also performed by the system. This level
of interaction involves the retrieval of not only cultural objects (i.e. creators and
creations) but also web pages, images and videos related to the query.

Users with a more precise knowledge of MultiMatch system functionality,
and with specific search needs, may use one of the specialized interaction levels
available. These allow the user to query MultiMatch specific search services (for
instance, video search, image search, etc.) and retrieve all the relevant infor-
mation available via the selected search service. In this way, MultiMatch will
include standalone image, video and metadata-based searches, each with its own
search fields, display and refinement options. It will also include a set of browsing
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capabilities to explore MultiMatch content. This interaction level will allow the
user to use specific query services, such as metadata-based search, image and
video search or browsing.

The general idea of metadata based search is that, for a given type of cultural
entity (for instance, creators), the whole collection of web pages can be used to
mine information about each particular entity that is not present in the individ-
ual documents. For instance, the set of all documents talking about Van Gogh can
be used to create a profile of the terms most closely associated (i.e. co-occurring
more frequently) with Van Gogh. This profile can be subsequently used to com-
pare Van Gogh with other creators. The implication is that for each type of entity
considered, MultiMatch must have an index containing such descriptions.

The composite search mode supports queries where multiple elements can be
combined. For example, it will be possible to search using the metadata fields
associated with each document, but combining this restriction with free text
and/or image similarity searches.

3 Conclusion

The MultiMatch project, funded by the European Commission under FP6 (Sixth
Framework Programme), began in May 2006 and will finish in November 2008.
A preliminary version of the MultiMatch search engine will be available in Oc-
tober 2007, while the final version is expected for October 2008. The consortium
comprises eleven partners, representing the relevant research, industrial and ap-
plication communities. The academic partners are: ISTI-CNR, Pisa, Italy (Co-
ordinators); University of Amsterdam, The Netherlands; LSI-UNED, Madrid,
Spain; University of Geneva, Switzerland; University of Sheffield, UK; Dublin
City University, Ireland. Industrial members of the consortium are OCLC PICA,
UK, and WIND, Italy. The cultural heritage domain is represented by Alinari,
Italy, Sound & Vision, The Netherlands, and the Biblioteca Virtual Miguel de
Cervantes, Spain.

More details on the project can be found at http://www.multimatch.org/.
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Abstract. A Workshop on “The Future of Large-scale Evaluation Cam-
paigns” was organised jointly by the University of Padua and the DELOS
Network of Excellence and held in Padua, Italy, March 2007. The aim
was to perform a critical assessment of the scientific results of such ini-
tiatives and to formulate recommendations for the future. This poster
summarises the outcome of the discussion with respect to the major
European activity in this area: the Cross Language Evaluation Forum.

1 Motivations for the Workshop

Since its beginnings, the DELOS Network of Excellence1 has recognised the
importance of R&D in the area of multilingual information access (MLIA) and
has supported the activities of the Cross Language Evaluation Forum (CLEF).

CLEF began life as a track for cross-language system evaluation within the
Text REtrieval Conference (TREC) series2 but was launched as a separate Eu-
ropean activity in 2000 with the goal of promoting the development of MLIA
functionality, producing test collections for system benchmarking, and last but
not least creating a multidisciplinary research community around this domain.

A major aim of a workshop held in Padua in March 2007 was to assess the
achievements of CLEF over the years, and to discuss directions for an even-
tual continuation under FP7. Commonalities and differences between CLEF and
TREC were also examined. This poster aims at stimulating further discussion
and getting feedback on the future of CLEF.

1 DELOS is currently running under the European Commission’s Sixth Framework
programme (FP6), see http://www.delos.info/

2 TREC is the major initiative for information retrieval system evaluation in North
America, see http://trec.nist.gov/
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2 Achievements of CLEF

When CLEF first started, the few existing cross-language information systems
generally handled only two languages, one of which was normally English, and
ran only for textual document retrieval. The long-term goal of CLEF has thus
been to promote the development of truly multilingual, multimodal systems via
a systematic study of the requirements of digital libraries and other globally dis-
tributed information repositories, and the design of tasks that meet these needs.
Over the years, we have gradually introduced new tracks and more complex
tasks to assess free-text and domain-specific cross-language retrieval, multiple
language question answering, cross-language retrieval for speech and for image
collections, multilingual retrieval of web documents, and cross-language geo-
graphic retrieval. For complete details of the CLEF 2000 - 2007 agendas, see the
website at http://www.clef-campaign.org/.

From discussions at the Padua workshop, it was established that the main
achievements of CLEF over the years can be summarised in the following points:

– implementation of a powerful and flexible technical infrastructure including
data curation functionality;

– promotion of research in previously unexplored areas, such as cross-language
question answering, image and geographic information retrieval;

– improvement in performance for cross-language text retrieval systems (from
50% of monolingual retrieval in 2000 to at least 85% in 2006);

– quantitative and qualitative evidence with respect to user interaction and
best practice in cross-language system development;

– creation of important, reusable test collections for system benchmarking,
covering 12 languages and three media (text, speech and image);

– building of a strong, multidisciplinary research community (94 groups from
5 continents submitted results in 2006).

Furthermore, CLEF evaluations have provided qualitative and quantitative ev-
idence along the years as to which methods give the best results in certain key
areas, such as multilingual indexing, query translation, resolution of translation
ambiguity, results merging. For a more detailed assessment of CLEF, see [1].

It was agreed that CLEF has been crucial in stimulating research in multi-
lingual IR not only in Europe, impacting both the information retrieval and the
digital library research areas.

3 Recommendations for the Future

However, despite these achievements, it was recognised by the participants at the
workshop that future editions of CLEF should not only continue to support annual
system evaluation campaigns with tracks and tasks designed to stimulate R&D
in the MLIA domain but should also (i) develop the facilities to further exploit
the results of these campaigns by promoting in-depth studies and analyses of the
outcomes, (ii) focus on areas of researchpreviously ignored by CLEF mainly due to
lack of resources, (iii) encourage the dissemination and technology transfer of the

http://www.clef-campaign.org/
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results obtained to the European digital library and related communities through
the specification of best practices in MLIA system development.

With respect to the first point, it is recognised that the experimental data pro-
duced during an evaluation campaign are valuable scientific data, and as a conse-
quence, should be archived, enriched, and curated in order to ensure their future
accessibility and re-use. Nevertheless, currentmethodologies do not imply any par-
ticular coordination or synchronization between the basic scientific data and the
analyses on them, which are treated as almost separate items. Researchers would
greatly benefit from an integrated vision of data plus analyses provided by means
of a scientific digital library system, where access to a scientific data item could
also offer the possibility of retrieving all the analyses and interpretations on it [2].

As CLEF is run almost entirely as a voluntary exercise it is not always easy to
find the necessary resources to follow a given line of action. However, if possible,
we believe that efforts in the near future should be concentrated in the following
key research areas:

– user modelling, e.g. what are the requirements of different classes of users
when querying multilingual information sources;

– language-specific experimentation, e.g. looking at differences across languages
in order to derive best practices for each language, best practices for com-
ponent development and best practices for MLIA systems as a whole;

– results presentation, e.g. how can results be presented in the most useful and
comprehensible way to the user.

We also need to identify new metrics specifically designed and tuned for use in
a multilingual context and we need to study new methods for creating test col-
lections quickly and efficiently [3]. So far, most CLEF evaluation methodologies
have tended to adapt and reuse evaluation methodologies already experimented
at TREC. We must move beyond topic-based relevance, absolute relevance of
documents in isolation and mean average precision to include multi-valued crite-
ria, such as diversity, novelty, authority, recency, and to address tasks which still
do not have well-developed evaluation methodologies. In particular, we need to
work on establishing realistic and scientifically well-grounded evaluation method-
ologies for interactive MLIA experiments and user studies [4].

In fact, a criticism made of CLEF at the workshop is that so far we have
focussed too much on measuring overall system performance according to ranked
lists of results while neglecting many other important aspects. As mentioned
above, one area that needs to be addressed in far greater depth is that of user-
centred evaluation; we need to know whether the system performance actually
satisfies the user expectations? For this reason, we believe that, in the future
the interactive track should be extended and more attention given to aspects
involving user satisfaction issues. One question is whether average precision is
really the best metric from the user viewpoint. In CLEF 2007, new metrics have
been introduced into the ad-hoc track in order to favour systems that achieve a
high precision of correct responses in the first ten results returned - rather than
a good average precision. This is a user-oriented measure and we believe makes
more sense in the Internet dominated world.
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Another issue regards system response times. CLEF 2006 took a first step in
this direction with the organization of a real-time exercise as part of the question-
answering track. In the end, the question was whether the best multilingual
question answering system was the fastest system or the most accurate one and,
given the choice, would the user prefer a faster system over a slightly less accurate
but slower one.

An important point made at the workshop was that there is still very little take-
up of MLIA functionality by the market. In fact, although CLEF has done much to
promote the development of multilingual IR systems, so far the focus has been on
building and testing research prototypes rather than developing fully operational
systems. One of the challenges that CLEF must face in the near future is how to
best transfer the research results to the market place. In our opinion, if the gap be-
tween academic excellence and commercial adoption of MLIA technology is to be
bridged, we need to extend the current CLEF formula in order to give application
communities the possibility to benefit from the CLEF evaluation infrastructure
without the need to participate in academic exercises that may be irrelevant to
their current needs. We feel that CLEF should introduce an application support
structure aimed at encouraging take-up of the technologies tested and optimized
within the context of the evaluation exercises. This structure would provide tools,
resources,best practice guidelines and consulting services to applications or indus-
tries that need to include multilingual functionality within a service or product.

In summary, CLEF should function as a center of competence for European
multilingual information retrieval system research, development, implementa-
tion, and related activities.
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Abstract. Since the establishment of the National Digital Archives Program 
(NDAP), Taiwan in 2002, the five divisions and their accompanying projects 
have generated a huge amount of digital materials. The diverse content is 
available for multiple purposes, such as research, value-added applications and 
educational projects. The goal is allow the public to explore the achievements of 
NDAP in user-friendly ways. Digital 101, which is also called the Public Exhibit 
System (PES), serves to connect various groups interested in Taiwan’s rich 
cultural heritage.  

PES incorporates artistic, creative & interactive user interfaces and popular 
methods that allow the public to utilize the content of the NDAP. Through 
collaboration with local artists, PES provides special exhibits and thematic image 
galleries about Taiwan’s rich culture. It is expected to become a gateway 
worldwide. 

Keywords: Digital 101, Digital Archive, Public Exhibit System. 

1   Article 

The National Digital Archives Program (NDAP) [2], which was established in 2002, 
has digitized many cultural treasures and constructed hundreds of archive databases. To 
make these digital resources easily accessible to people in Taiwan and abroad, Digital 
101 [1], which is also called the Public Exhibition System, was launched in 2005. 

The main purpose of PES is to introduce the public to the NDAP. The objective of 
PES is two fold: “public exhibition” and “achievement gathering.” To achieve these 
objectives, the following six functions have been implemented:  

1. Thematic Image Gallery: The high-quality digital images collected from various 
organizations have been classified into the following four categories for exhibition: 
Chinese Treasuries, Cultural Taiwan, Ecology, and Oceania. A 'search' function is 
available to simplify usage. Each image can also be used as wallpaper and as a 
puzzle game by users. 

2. Collection Catalog: This catalog, in conjunction with the Union Catalog [4], helps 
users browse collections according to the Content, Timeline and Geography, and 
link to the website and database of each content provider [3]. 

3. Special Exhibits: Special items of interest are selected for display by topic. 
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4. System Directory: The NDAP contains various systems which are listed in the 
directory. 

5. Teacher Center: This function allows elementary and junior high school teachers to 
incorporate the digital contents and related resources of the NDAP into their 
teaching programs.  

6. Licensing & Value-added technologies: This function allows content holders to 
access newly developed, value-added technologies to increase their content demand. 
It also introduces companies to the available digital contents and opportunities for 
commercialization. 

PES contains various types of resources, such as historical collections, archives, and 
information about the ecology of Taiwan and the world. It continues to accumulate 
immensely valuable cultural assets. In the future, more organizations/collections will 
be recruited to join PES. Furthermore PES will focus on selecting and presenting 
special exhibits via creative, interactive user interfaces to attract more users. 
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Abstract. At present, digital scientific resources can be hardly read by visually 
impaired people. The systems to retrieve and download documents in digital 
libraries can be easily used also through speech and tactile assistive 
technologies. The main problems concern the digital formats employed to store 
documents. Therefore, visually impaired readers often find the right document, 
but they cannot read it. That often affects the learning process especially at 
university. In order to contribute to the preparation of guidelines to provide 
accessible digital scientific resources and to widespread best practices and best 
experiences achieved by university libraries and support services, the thematic 
network aScience was established. It is a two years project supported by the 
European Union eContentPlus Programme. The web portal www.ascience.eu 
delivers information about the thematic network activities and it will distribute 
sample documents of digital scientific literature accessible through speech and 
tactile assistive technologies.  

1   The Problem 

Digital scientific resources are usually delivered in electronic formats which can be 
hardly accessed by visually impaired readers. The main problems concern how 
mathematical expressions can be explored and understood and how graphical 
representations can be described in alternative formats (e.g. by embossing them on 
paper through tactile embossers). Most of the formats widely used to store scientific 
resources (e.g. PostScript files) do not enable software agents to easily extract the 
document structure to the extent of elements which constitute a mathematical 
expression (e.g. numerator, denominator, parenthesis structure, etc.). This high level 
of granularity is indispensable to generate high quality and meaningful speech 
descriptions of mathematical expressions. Furthermore, since there exists many 
national mathematical Braille codes, the Braille representation has to be generated 
according to the national rules which require extracting and rearranging specific 
structural elements. As for graphical representations, the possibility for software 
agents to process metadata linked to specific parts of the images, can make possible 
the production of alternative descriptions mainly based on the combination of tactile 
embossing and audio messages. 
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2   Methodology 

The methodology proposed to address the problem of accessibility to scientific 
resources by visually impaired university students is based on the establishment of the 
aScience thematic network on science accessibility by visually impaired students. The 
founding consortium is made up of institutions with long experience in accessibility 
issues: the co-ordinating Universita' degli Studi di Milano, Biblioteca di Informatica 
(Italy), the University of Linz, Institute Integriert Studieren (Austria), the Katholieke 
University Leuven (Belgium), the Comenius University, faculty of Mathematics, 
physics and informatics (Slovakia), the Union of the Blind in Verona (Italy) and the 
Pierre et Marie Curie Université (France). At first the network aims to share and make 
cross-country reusable working practices proven to be effective and efficient in the 
national institutions. At the same time emerging technologies are experimented, 
assessed and documented in order to come to the preparation of guidelines strongly 
related to the technological evolution. Furthermore, collaboration actions will be 
undertaken to involve interested institutions. 

3   Sketching the Accessibility Solutions 

As mentioned above, high level granularity in the document format is necessary to 
produce high quality speech and Braille output. Actually, software agents which 
process the document to produce the suitable output have to access to the parts 
making up the document in order to extract the mutual relations necessary for Braille 
and speech rendering. Therefore, only if the document is highly structured all of the 
parts needed by software agents can be retrieved, mutually related and rendered. The 
development line which has been analysed up to now is based on the delivery of 
scientific learning resources through the web. Web pages produced in compliance 
with the Web Content Accessibility Guidelines developed by the World Wide Web 
Consortium can be accessed by speech and Braille assistive devices. Nevertheless 
these guidelines do not focus on how to design web pages embedding mathematical 
content. Up to recently, mathematical expressions have been embedded in web pages 
as images. Images cannot be rendered by mainstream assistive technologies (e.g. 
screen reader and Braille display), consequently visually impaired people cannot read 
the content conveyed through graphical representations. Furthermore, even if a verbal 
description of the expression is provided together with the image (e.g. as alternate text 
or as a long description), it is often not enough to improve understanding because of 
the inherent structural complexity of many mathematical expressions. Speech and 
Braille screen readers should be enabled to provide several exploration techniques 
according to the complexity of the expression and to the exploration style of the 
visually impaired reader. Indeed, there exist many differences among visually 
impaired people. Those readers who can rely on residual sight usually read through 
magnification programs. Instead, totally blind readers usually employ Braille for 
reading. Both visually impaired and totally blind readers often rely exclusively on 
speech output or on magnification tools or Braille in conjunction with speech output. 
At present there exist many national mathematical Braille codes all over the world 
and the rules to vocally render a mathematical expression are different from country 
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to country according to the national language. Therefore, what is needed is a markup 
language able to describe mathematical expressions, which can be embedded in web 
pages and rendered client side according to the user needs (e.g. Braille code, speech 
output, assistive device, etc.). These features can be achieved by using MathML 
markup language. Mathematical expressions can be embedded through MathML 
markup language so that software agents are enabled to access the expression 
structure thus producing high quality speech and Braille output [1] and implementing 
exploration strategies suitable for the reader's cognitive style. [2] Some emerging 
assistive tools (speech readers, Braille converters, etc.) to exploit MathML are 
available. Anyway, many extensions are necessary especially as for combination of 
national Braille codes and speech rendering of mathematical expressions in national 
languages. The aScience network will assess some of these emerging tools and 
document their use for reading scientific resources in educational contexts. 
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Abstract. The number of newly generated multimedia documents (e.g.
music, e-learning material, or 3D-graphics) increases year by year. To-
day, the workflow in digital libraries focuses on textual documents only.
Hence, considering content-based retrieval tasks, multimedia documents
are not analyzed and indexed sufficiently. To facilitate content-based re-
trieval and browsing, it is necessary to introduce recent techniques for
multimedia document processing into the workflow of nowadays digital
libraries. In this short paper, we introduce the PROBADO-framework
which will (a) integrate different types of content-repositories – each one
specialized for a specific multimedia domain – into one seamless system,
and (b) will add features available in text-based digital libraries (such
as automatic annotation, full-text retrieval, or recommender services)
to non-textual documents. Existing libraries will benefit from the frame-
work since it extends existing technology for handling textual documents
with features for dealing with the non-textual domain.

1 Introduction

Textual documents are very well integrated in the workflow of existing libraries.
They are automatically indexed, metadata is almost automatically attached to
these documents, and user interfaces are available for retrieving and working
with them. However, multimedia documents stored in existing libraries suffer
from the following problems: content is not indexed, it is still very difficult to re-
trieve these documents using well-known techniques (such as query-by-example),
and no common tools are available to work with them.

It is the goal of the PROBADO project to make it as easy as possible for
librarians and end-users to access and work with multimedia documents in real
world digital libraries. To this end, PROBADO provides a tool set for content-
based indexing, retrieval, and use of non-textual (or general) documents.
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2 Requirements and Assumptions

Nowadays, multimedia documents are stored in different types of repositories and
are generally accessible via different types of interfaces and protocols. Reposi-
tories also attach some metadata (in e.g. Dublin Core format) to the content.
As librarians want to provide stable and long-term access to content, almost all
such repositories are hosted and maintained at the libraries themselves. Several
different repositories for specific subject areas (e.g. large music-collections) al-
ready exist. However, there is no seamless integration of these repositories, no
single point of user access, and no common “content-based query language”.

To prove the design and functionality of a generic repository integration frame-
work, PROBADO in its first project phase considers three particular but fre-
quently used document classes: (1) music-documents, (2) e-learning material,
and (3) 3D-documents. However, as one main focus of PROBADO is on devel-
oping generic tools, infrastructure, and interfaces for integrating repositories of
arbitrary document types, repositories for other document types (e.g. video or
images) may be easily integrated at a later time. Concerning retrieval functional-
ity, users of the PROBADO framework are enabled to retrieve documents using
standard text-based interfaces as well as specialized interfaces for content-based
queries which depend on the particular document type.

It is obvious that types of metadata differ for every type of content. To facili-
tate cross-domain retrieval, we have identified a set of core metadata which can
be assigned to most existing document types and which are frequently available
in existing document collections. This core set of metadata is used to provide
retrieval functionality that is independent of particular document types and fol-
lows the example of the Dublin Core metadata elements. Additionally, domain
dependent metadata retrieval is possible using an extended search interface de-
pending on the particular repository.

3 PROBADO-Architecture

The proposed architecture of the PROBADO framework is divided into 3 lay-
ers, see Figure 1. Communication between the layers is implemented using web
services. Therefore it will be possible to expand the functionality as long as the
PROBADO protocol is implemented.

The frontend (layer 1) is divided into two types. Both are capable of present-
ing result lists of user queries. The first type is a lightweight web interface for
handling textual access methods like searching in the core metadata. Secondly,
there are domain specific query clients, where each domain provides specialized
interfaces for posing content-based queries. Examples are a query-by-humming
interface for music retrieval or a complex sketch-based interface for searching in
3D-document collections.

The core (layer 2) is accessible through a well defined SOAP-API. In addition
to the core metadata, this layer also contains administrative data about the
connected repositories, data on user sessions (such as query results and relevance
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Fig. 1. Architecture of the PROBADO-framework

feedback), and user profiles. The key part of this core layer is the dispatcher
which either schedules queries directly to the core layers’ metadata query engine
(for efficiency, the core metadata are mirrored in the core layer of PROBADO),
or sends them to the appropriate query engines located at the repositories. Result
lists returned by the repositories are aggregated by the dispatcher, previews (e.g.
thumbnails) are integrated, and hyperlinks to special functionalities provided
by the PROBADO framework (such as an annotation service for non-textual
documents) are created.

The repository wrapper (layer 3) connects existing repositories to the core
layer using well-defined SOAP-web services. This layer simplifies access to the
different repositories connected to the core layer. Each repository stores docu-
ment collections of specific subject areas (such as 3D-documents or music) and
associated metadata. Access to each repository is provided by a set of query en-
gines. Each connected query engine is registered with the core layer and provides
a particular search functionality (like query-by-humming for music collections).
By this means, the independently running repositories can provide their features
to the framework using a wrapper without losing control over their documents.

4 Communication

To establish an open architecture, PROBADO implements communication be-
tween the layers using well-defined SOAP-web services as described in Section 3.
The first step for a document repository to connect to the core layer is by de-
livering specific information. A repository may have several query engines for



PROBADO – A Generic Repository Integration Framework 521

separate types of query operations. For each of its query engines, a repository
has to declare a particular query type and the accepted query format. Whereas
the query format specifies what kind of data the engine accepts as an input
(e.g. text strings, SQL statements, or MIDI files) the query type describes what
kind of retrieval it provides (e.g. full-text retrieval, SQL-based database search,
query-by-example for symbolic music). In a second step, each repository has to
provide the set of core metadata derived form the internal metadata set, to the
core layer.

A user can access the PROBADO framework using either the lightweight web
interface or one of the domain specific clients provided by layer 1. Each of these
clients directs its queries (containing the query data itself, a session ID, a desired
range of query results, and optionally particular repository IDs) to the core layer.

In the core layer, each incoming request is processed by the dispatcher. Queries
on the core metadata are passed to the core’s local query engine. All other queries
are distributed to either the user-specified repositories or to all connected query
engines accepting the particular query format as an input (alternatively, all
repositories providing a particular query type can be used). Upon receiving a
query, each query engine calculates a ranked list of query results.

While collecting the results of the queried repositories, the dispatcher merges
these to a single result list. This list constitutes the basis for the response to a
user query. It contains specific details for each matching document, particularly
a document ID, rank, title, description, accessibility information, context infor-
mation, document type, and associated links. Furthermore, global information
for each query like the total number of results, the range of results, the session
ID, the query data itself, and IDs of involved repositories are stored.

When getting a response the fontend is responsible for presenting the result
list in an appropriate format. Again there are the standard web interface for a ba-
sic display of the results (default) as well as the specialized client applications for
creating complex representations (e.g. playback of audiovisual content). Regard-
ing the result list a user has different options. Beside the details page available
for each match, PROBADO provides a document preview.
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Abstract. VCenter, a platform for broadcasting digital video content, was 
developed by the National Digital Archives Program (NDAP), Taiwan. The 
platform provides a number of functions, such as digital video archiving, format 
transformation, streaming broadcasts, editing, geotagging, and blogging. The 
concept of Web2.0 is conducted in VCenter to increase user participation and 
improve interaction between the system and the user. 

For videos, VCenter adopts Flash technology because it has a multi-layer 
architecture and it can handle multimedia content. We can add watermarks or 
captions as layers to videos without changing the original video’s content so that 
when users browse videos, the multi-layer overlaps the original video layer in 
real-time. 

VCenter serves the Union Catalog system of NDAP as a video broadcasting 
platform. In addition to archiving the valuable videos of NDAP, it allows the 
general public to archive, broadcast, and share digital videos.  

Keywords: blogging, digital archive, digital video, Flash, watermark, Web2.0. 

1   Article 

To date, the National Digital Archives Program (NDAP) of Taiwan [3], which was 
launched in 2002, has archived more than three million digital objects. All the metadata 
of digital collections is stored in the Union Catalog (UC) system [7]. Users can search 
or browse all of the NDAP’s digital collections through the UC system. 

Processing digital video data in UC is a complicated task. Because of the different 
digital video formats used by content providers, UC needs to transform digital videos 
into a uniform format for general viewing. In addition, to protect the copyright of 
digital video content, digital watermarks must be added and transmitted by streaming to 
reduce the risk of illegal use. As these processes consume an enormous amount of 
manual efforts and computing resources, we have developed the VCenter [8] system to 
process digital videos, and thereby enhance the capability of UC.  

The most obvious difference between the VCenter platform and general multimedia 
content management systems is that VCenter is based on the concept of Web2.0 [2,4]. 
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The main objective is to increase user participation and improve interaction between 
the system and the user. Furthermore, as blogging is an important Web 2.0 application, 
we have incorporated a blogging function and interface in the design of VCenter. 

In addition to offering basic functions, such as file uploading, digital video format 
transformation, digital video streaming, and file management, VCenter also lets content 
owners decide whether to make their digital videos available to the general public for 
viewing. After watching a video, users can comment on or rate it. Based on users’ 
responses, VCenter then lists popular videos and recommends content on the 
homepage. The VCenter platform not only provides functions for users to query videos 
by entering keywords, it also incorporates the concept of Folksonomy [6]. Users can 
define a video’s category tag themselves so that it is easy to search for or browse a 
video.  

VCenter also provides online editing and geographic functions for videos. The 
online editing functions allow users to add digital watermarks, captions, and cue points 
to their videos in real-time on the Web without installing video editing software in the 
client computer. Meanwhile, to provide geographic capability, VCenter incorporates 
geographic information systems (GIS), such as Google Maps [5], which allow users to 
set the longitude and latitude of digital videos. As a result, users can search for digital 
videos by spatial search or by browsing digital videos on a map. 

We adopted the Flash video (FLV) [1] format for VCenter; hence all videos 
uploaded by content providers are transformed into FLV format. The advantage of 
using FLV is that it has a multi-layer architecture, which allows us to add a new layer to 
video frames in real-time. The function also allows us to add watermarks and captions 
to videos easily and rapidly in different layers, without changing the original video’s 
content. When users browse videos, the multi-layer overlaps the original video layer in 
real-time. 

 

Fig. 1. The integration of VCenter with the UC system 
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VCenter serves UC as a platform for digital video broadcasts. When a user browses 
video content in UC, VCenter transmits video data to the user. In addition to archiving 
the valuable videos of NDAP, VCenter also allows the general public to archive and 
share videos. The integration of VCenter with the UC system is shown in Figure 1. By 
using the platform, content owners can edit and broadcast digital videos easily, which 
encourages the sharing of video content. In this way, more "folk" videos will be 
collected, and thereby increase NDAP’s scope and impact on society. 
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Abstract. We are developing a Tsunami Digital Library (TDL) which can store 
and manage documents about tsunami, tsunami run up simulations, newspaper 
articles, fieldwork data, etc. In this paper, we propose a public education against 
the tsunami disaster mitigation as one of TDL applications.  For the education, 
we use mobile phones to retrieve TDL because we have to walk coast regions. 
Then, we have prepared summaries of documents and newspaper articles in 
TDL, and also developed query systems for mobile phone retrievals. 

Keywords: Tsunami Digital Library, Mobile Phone, XML Database. 

1   Introduction 

We are developing a Tsunami Digital Library (TDL) which can store and manage 
documents about tsunami, news paper articles, tsunami run-up simulations, field work 
data, videos, etc., in Japan [1][2].  

We have proposed a public education on the tsunami disaster which utilizes TDL 
for citizens in coast areas struck by the tsunami. We can visualize facts of tsunami 
disasters by clicking coast areas on the map in TDL. This shows a kind of virtual 
walking tours in TDL, and also is an effective public education. We can plan some 
walking tours in TDL based on spatio-temporal domain, the region or the era in 
Japan. For example, if you have any interest in the 1896 Meiji Sanriku Great 
Tsunami, you can travel Sanriku prefectures on the map, and see a lot of records on 
the tsunami by clicking villages, towns or cities along coasts in those prefectures. On 
the other hand, if one wants to know the tsunami disasters of a place where one is, 
he/she needs a PC which shows him/her the tsunami disasters. But its utilization is not 
useful at the open air. Therefore, we have developed a TDL environment using 
mobile phones. Furthermore, TDL will also contribute to a public education for 
tourists who go very occasionally sightseeing in the areas struck by the tsunami. This 
means TDL supports an actual walking tour. 



526 S. Imai, Y. Kanamori, and N. Shuto 

2   Retrievals by Use of Mobile Phones 

We have developed the necessary TDL environments to support such walking tours as 
follows: 

When tourists visit a coast area struck by a tsunami, a lot of facts of the tsunami 
disasters are automatically retrieved from TDL and displayed on mobile phones to 
attract their attention. Therefore, it is necessary to retrieve the region name of the place 
where tourists are in. We have obtained the place information from the area code when 
we use the i-mode [3] of NTT Docomo mobile phones. NTT Docomo provides Open i-
area service. Open i-area is a function for i-mode that allows detection and collection 
of information about the location of tourists. When tourists access a web site which 
supports Open i-area, they can get the area code where they are. Japan is divided with 
505 i-areas according to the base stations of mobile phones. The area code, which 
tourists receive, is based on the base stations of mobile phone which they access. 

By using the area code, tourists can retrieve information about tsunami damage 
concerned with the place where they are. But there are restrictions of the number of 
display characters and the computing powers in mobile phones. 

Only hundreds characters can be displayed in a mobile phone display. Because 
some documents about tsunami disasters include thousands of characters, it is hard to 
display the characters in a mobile phone display at a time. Then, we have to submit 
some remarkable contents, concerning the number of dead, destroyed houses and 
ships, and a summary of the document to mobile phones. We prepare summaries of 
tsunami documents and newspapers by using an algorithm based on sentence 
structures and weighted words [4]. 

3   Outline of Retrieval System 

There are restrictions of the number of display characters and the computing powers in 
mobile equipments. We have to give some important contents to fit mobile equipments. 
Also, the network power of mobile phones is not so powerful. Therefore, we developed 
the retrieval system for mobile phones. In order to access to TDL and to retrieve 
contents of TDL, we prepared summaries of description of the tsunami disasters. Fig.1 
shows the flow of database creation. At first we digitize the documents about tsunami 
disaster, and next, we create XML documents. XML documents are stored into whole 
text XML DB. Based on XML texts, summary XML texts are created by the summary 
creator. Summary XML texts are also stored into the summary XML DB. 

Table 1. Iwate Prefecture damage list 

City Dead Serious Injure Destroyed House 
Rikuzentakada 8 0 69 
Oofunato 47 27 203 
Kamaishi 0 0 17 
Miyako 0 0 22 
Ootsuchi 0 1 36 

Total 53 28 347 
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On the other hand, the documents about the tsunami disaster include many lists 
about the dead, injured persons, damaged houses, and so on. We extracted the lists in 
documents about tsunami disasters. These data are very useful for people who are 
learning about tsunami disasters, to understand damages and power of the tsunami at 
each coast area. Table 1 shows a sample of a damage list. 

 

Fig. 1. Flow of whole text and summary XML database creations 

 

Fig. 2. Retrieval of damage list for the place “Kamaishi” in Iwate prefecture 
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PC users can get data as Table 1, but mobile phone users need not whole data. 
They need a part of damage data list concerned with their current place. So we 
developed retrieval system by using the place as a key. Fig.2 shows the retrieval of 
damage list for the place “Kamaishi” in Iwate prefecture. When a user accesses a web 
page of TDL by a mobile phone, the mobile phone sends an area code, where users 
are, a tsunami name and a damaged object. The system retrieves damage lists 
concerning a given place from XML DB.  

4   Conclusion 

By using mobile phones, people who visit a coast can get information about past 
tsunami disasters at the place. Now, we are only offering the character data because of 
the limits of the computing power in mobile phones. However, we think that videos or 
run-up simulations are more effective to the public education.  In near future, our 
system will support such moving pictures. Furthermore, in order to support public 
education using mobile phones, the retrieval system needs to give the tsunami damage 
data depend on the age, the favorites and any other characteristics of the users. The 
retrieval system needs to get the information of user’s walking track by using GPS, 
and provide exact data. 
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Abstract. The Digital Image Archiving System (DIAS) is an image management 
system, the major functions of which are preserving valuable digital images and 
serving as an image provider for external metadata archiving systems. 

To enhance the security of images, DIAS enables online adding of 
watermarks to an image to protect the content owner’s copyright. We use the 
Flash format to add watermarks because it has a multi-layer architecture and it 
can handle multimedia content. The function allows us to set the watermark as a 
layer that overlaps the original image. DIAS also provides an offline DRM 
(Digital Rights Management) mechanism to protect downloaded images. We 
package an image and its authorized information in an execution file for 
downloading. Then, when a user executes the file, the program validates the 
authorized information before showing the image. Using the watermark and 
offline DRM improves the security of DIAS images. 

Keywords: digital image, DRM, Flash, watermark.  

1   Article 

The Digital Image Archiving System (DIAS) [2] is an image management system 
developed by the National Digital Archives Program (NDAP) [5], Taiwan. Its major 
functions are to preserve valuable digital images and serve as an image provider for 
external metadata archiving systems. Apart from providing basic digital image 
management and processing functions, DIAS also allows users to browse huge images 
on the Web and add watermarks to images online. In the past five years, DIAS has 
serviced nine NDAP metadata archiving systems and preserved approximately 670,000 
images with a storage capacity of 2.3TB; the number of images continues to increase.  

To prevent illegal use of images, DIAS provides a function that adds watermarks for 
content owner to indicate copyright [3]. The method adds a watermark to a certain part 
of an image; however, the drawback is that the watermark might disappear when the 
image is being zoomed into or moved in the viewer. We use Flash techniques to solve 
the problem [6]. As Flash has a multi-layer architecture and it can handle multimedia 
content, we implement an image viewer based on Flash technology, which can also be 
used to load images and overlay watermarks. By setting a watermark as a layer so that it 
overlaps the image, we can change the position and size of the watermark dynamically. 
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Another feature is that, no matter how the image is zoomed into or moved in the viewer, 
the position and size of the watermark layer will not change and it will continue to 
overlap the image. In this way, the loaded image’s data can be kept in the memory, 
instead of on a hard disk, which reduces the risk of the image being copied. Besides 
adding watermarks, we can easily add other layers, such as dialogue boxes or captions, 
to an image. 

In the past, DIAS only used watermarks to protect stored images; it could not protect 
downloaded images. To resolve the problem, we use an offline digital rights 
management (DRM) mechanism to improve security [4]. The mechanism determines 
the authorized information about an image before downloading [1]. As shown in  
Figure 1, the information is divided into two parts: (1) identity information, which 
includes the hardware specification of the client PC, smart card information and user’s 
ID/password to identify the user in the future; and (2) consent items, which include 
operations the image can be used for, and the days and times the image can be viewed. 
The image and its authorized information are then packaged in an execution file for 
downloading.  

 

Fig. 1. The offline DRM mechanism of DIAS 

When a user executes the file, the program loads the authorized information of the 
image in the file first. If the downloaded file passes the authorized information check, it 
will open the client’s default application program to show the image; otherwise, it  
will not open the image. Every time a file is opened, the program records certain 



 Using Watermarks and Offline DRM to Protect Digital Images in DIAS 531 

information in the client’s PC, such as the time and date the image was viewed, which 
can be used to verify the authorized information the next time it is viewed. 

We use the Flash format to improve the way watermarks are displayed so that 
images can be displayed more quickly. In addition, by using offline DRM to protect 
downloaded image files, we hope to enhance the security of DIAS so that it can provide 
complete protection for images.  
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Abstract. Integration of metadata from heterogeneous sources is a ma-
jor issue when connecting cultural institutions to digital library networks.
Uniform access to metadata is impeded by the structural and semantic
heterogeneities of the metadata and metadata schemes used in the source
systems. In this paper we discuss the methodologies we applied to ingest
proprietary metadata into the BRICKS digital library network and to
process CIDOC CRM metadata in terms of search and retrieval, and
how we strove to hide the semantic complexity from the end-user while
exploiting the semantic richness of the underlying metadata.

1 Introduction

When integrating multiple autonomous content repositories, the availability of
metadata is not sufficient – metadata interoperability is required. Within the
context of the BRICKS [1] project we have integrated metadata and content
from a number of archaeological institutions. It was our intent to provide uniform
access to their cultural assets via an end-user friendly application. Transparent
handling of the structural and semantic heterogeneities was a key requirement.

In the literature one can find many definitions [2,3] and approaches [4] to
achieve interoperability. We have chosen to use the CIDOC Conceptual Reference
Model (CIDOC CRM) [5] to provide interoperability among the metadata of
the archaeological institutions. The central idea of CIDOC CRM is to map each
proprietary schema to a global ontology, tailored to the cultural heritage domain.

2 Methods and Techniques

The ingestion of metadata from the systems of the participating institutions
involves two main steps: in the first step a domain expert identifies the metadata
attributes to be mapped from the source schemes to the CIDOC CRM and
defines unambiguous mapping chains. These are defined in a spread-sheet which
then is semi-automatically transformed into an XSL style-sheet. In a second step,
the importing process uses the style-sheet to transform the required metadata
into RDF [6] and ingests them into the BRICKS network.
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Within the system the CIDOC CRM is represented as an OWL ontology [7],
the metadata are persisted in a built-in RDF triple store and the field values are
full-text indexed. Simple full-text search requests deliver the matching CIDOC
CRM metadata descriptions – or rather a hierarchy of descriptions that reflect the
CIDOC CRM chains that were initially defined during the mapping process. For
targeted advanced search requests on specific metadata fields one must know the
corresponding CIDOC CRM chain. As this involves expert knowledge, traditional
advanced search mechanisms prove to be unsuitable in this application context.

On the user-application level we have introduced a set of pre-configured chains
that cover the most relevant fields, in order to overcome the limitations of the pre-
viously mentioned advanced search issue. To provide a simple yet powerful means
of searching – beyond full-text search – we offer a faceted-style, guided search in-
terface which dynamically narrows the search result set with each user interaction.

3 Lessons Learned and Future Work

So far we have built a prototypical application which handles all the issues men-
tioned in the previous section and successfully integrated sample metadata from
several archaeological institutions. We have noticed that the required integra-
tion effort decreases with every integrated institution. This is because existing
mappings may be reused as templates for other scenarios.

As the CIDOC CRM abstracts from any implementation, some issues arise,
such as the typing and embedding of data values, mapping of several chains to a
single metadata attribute or handling possible ambiguities when the same chains
are mapped to semantically distinct metadata attributes. This strong interde-
pendency between the mapping process and the implementation requires several
feedback cycles between the mapping experts and the application developers.
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Abstract. Digital curation is about maintaining and adding value to a trusted 
body of digital information for current and future use. This requires active 
management and on-going appraisal over the entire life-cycle of scholarly and 
scientific materials.  

Whether there is a desire to make materials as open as possible or a 
requirement to keep them closed and private (for example in the case of sensitive 
personal data), legal elements can have a huge impact on the overall ability to 
effectively curate and preserve digital information over time.   

The DCC advocates the development of a framework for any curation activity 
that includes consideration of legal matters throughout. - from copyright and 
licensing models, to freedom of information and data protection.  

Keywords: Digital curation, copyright, licensing, freedom of information, data 
protection.  

1   Description 

Digital curation is a very wide ranging discipline, as is law. The legal areas you will 
need to consider will depend very much on the stage of the curation life cycle at which 
you operate (are you a data creator, data curator, data re-user?) and the type of data that 
is involved. There will also be a certain amount of balancing to be done between the 
often discussed desire to make resources as widely available as possible at low or even 
no cost (open environment) and the sometimes conflicting requirements to keep certain 
data or materials private or proprietary (closed environment). 

2   Towards Openness 

2.1   Copyright  

Copyright is governed by the Copyright, Designs and Patents Act 1988 (“the CDPA”). 
It is the branch of intellectual property law that protects the expression of ideas. 
Copyright comes under a lot of criticism; especially from those involved in digital 
curation where the rights of the copyright holder can be seen as restricting vital curation 



 The Legal Environment of Digital Curation 535 

activities.1 However, there are certain exceptions to copyright and digital librarians 
should make full use of these. As well as the provisions aimed specifically at libraries 
and archives2 the ‘fair dealing’ provisions are at your disposal.3  They permit acts that 
would otherwise be copyright infringement in the case of research for non-commercial 
purposes, private study, criticism or review. It is important to note that at present the 
permission in section 29, applying to research and private study, does not apply to 
copyright in films, sound recordings, broadcasts or typographical arrangements. 
However, this was addressed in the recent Gowers Review of Intellectual Property 
(“the Gowers Review”) where it was recommended that private copying for research be 
allowed to cover all forms of content.4 The Gowers Review also recommended that the 
CDPA be amended so that libraries may format-shift archival copies to ensure records 
do not become obsolete.5 

A further positive is that the framework provided by the CDPA can be used as a tool 
to enable greater levels of access through licensing, to which we now turn. 

2.2   Open Licensing  

Licences such as Creative Commons licences, the BBC Creative Archive licence and, 
for software, the GNU General Public licence have been developed to enable wider 
access to copyrighted works. Each has slightly different objectives and approaches 
which cannot all be described in detail here. To take Creative Commons as our 
example, its licences give a copyright owner the ability to dictate how others may 
exercise their copyright rights. Creative Commons describes this as moving from an 
“all rights reserved” position to “some rights reserved”. It is achieved by applying a 
choice of elements: attribution; non-commercial; no-derivatives; and share-alike. The 
resulting licence attaches to the work and authorises everyone who comes in contact 
with the work to use it consistent with the terms. 

2.3   Freedom of Information (“FOI”)  

In broad terms the FOI Acts6 set out a right of access by the general public to all 
information held by public authorities. Information may be accessed by two means: 
via the public authority’s publication scheme and via a statutory right to request 
information. FOI is not only enables but requires openness in regards to digital 
records. 

                                                           
1  Muir, A., Digital preservation: awareness, responsibility and rights issues. Journal of 

Information Science, 30(1), 73-92. 
2  Sections 37-44 CDPA. 
3  Sections 29 and 30 CDPA. 
4  Recommendation 9, The Report of the Gowers Review of Intellectual Property. 
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http://www.hm-treasury.gov.uk/media/53F/C8/pbr06_gowers_report_755.pdf 

5  Recommendation 8, The Report of the Gowers Review of Intellectual Property. 
http://www.hm-treasury.gov.uk/media/53F/C8/pbr06_gowers_report_755.pdf 

6  There are two FOI Acts in the UK as Scotland has its own. Freedom of Information Act 2000 
and Freedom of Information (Scotland) Act 2002. 



536 M. McGinley 

The FOI Acts apply to electronic and paper records equally. Any recorded 
information can be requested which means that all applicable data has to be stored and 
retrieved effectively. Systems for organisation and retrieval are well established in the 
paper environment, but most records are now in digital format. A public authority’s 
ability to comply with the legislation will be facilitated by effective electronic records 
management and thorough appraisal procedures. 

In addition to this a record has not only to be retrievable but readable or useable over 
the long term. For this reason it needs to be preserved and curated. In some cases the 
FOI Acts have forced public authorities to tackle the question of longevity of data and 
allocate funds to support curation and preservation initiatives where they may not have 
otherwise done so. 

2.4   Re-use of Public Sector Information 

The relatively new law relating to re-use of public sector information was introduced in 
2003 by a European Directive.7 The Directive was implemented in the UK by the 
Re-use of Public Sector Information Regulations 2005 (“the Regulations”).8 

The aim of the Regulations is to encourage re-use of public sector information by 
removing obstacles that stand in the way of such action. The intention is that this will 
stimulate the development of innovative information products and services across 
Europe thereby boosting the information industry, as has been the experience in the 
United States.  Re-use of information is described as the reproduction of documents in a 
way that was not originally intended when they were created. The scope of the 
legislation is very broad and its objectives are similar to those of digital curation. 

It is important to note that at present the Regulations do not apply to archives, libraries, 
museums and cultural establishments or educational and research establishments. 9 
However, this has been criticised and there is a strong chance that when the Regulations 
are reviewed in 2008 the bodies that they apply to will be extended. Also, as great 
re-users of intellectual property, libraries are well-advised to maintain a sound knowledge 
of the Regulations so as to be able to use them from the requestor’s perspective. 

3   Keeping It Closed 

3.1   Data Protection 

Data Protection in the UK is covered by the Data Protection Act 1998 (“the DPA”)10 
and governs the handling of a living individual’s personal data. It seeks to strike a 
balance between the interests of an individual in maintaining privacy over their 
personal details and the sometimes competing interest of those with legitimate reasons 
for using personal information. It gives individuals certain rights regarding information 
held about them, whilst placing obligations on those who process that data. 

                                                           
 7 Directive 2003/98/EC on the Re-use of Public Sector Information.  

 http://europa.eu.int/eur-lex/pri/en/oj/dat/2003/l_345/l_34520031231en00900096.pdf 
 8 S.I. 2005 No. 1515 http://www.opsi.gov.uk/si/si2005/20051515.htm 
 9 Regulations 5(3)(b) and (c). 
10 http://www.opsi.gov.uk/ACTS/acts1998/19980029.htm 
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Data protection is relevant to digital curation from two different perspectives. 
Firstly, the DPA impacts the way those who have control over personal data can use it. 
If someone is curating or reusing data that is covered by the DPA (perhaps a researcher 
using medical or social science data) they will need to be aware of the legislation and 
take steps to comply with the Act. Although there are exemptions from certain of the 
data protection principles for, amongst other things, research use11 an awareness of the 
constraints imposed by the legislation and how it impacts the way the data can be used 
is crucial. This becomes even more significant if the personal data is of the type defined 
by the DPA as ‘sensitive personal data’.12 In such cases more stringent rules apply.   

From the other perspective, implementing robust curation practices in relation to 
digital data will be of great assistance not only in not falling foul of the legislation but in 
facilitating faster and more efficient compliance with the principles or any subject 
access request, thus requiring fewer resources in the long term. 

3.2   Copyright Permissions 

One of the more significant aspects of copyright for curation purposes is the fact that a 
user may not carry out an act restricted by copyright without the permission of the 
copyright owner. Preservation and curation of digital materials is dependent on a range 
of strategies that require the making of copies and modifications. It can therefore be 
appreciated that copyright’s scope for hindering the curation of digital data is 
significant.  Permission can be resource consuming to obtain.  Licences such as those 
discussed above can go some way to alleviating this problem.  However, in some cases 
it remains difficult.  One such example of this is with orphan works which are works 
where it is not possible to request permission from the rights holder because they are 
not known or cannot be traced.  Copyright permissions can also be difficult where it is 
not clear who owns the copyright, not because the owner cannot be traced, but because 
an employment relationship is involved or there are multiple authors.  

Another important element to consider in relation to copyright permissions is that a 
single digital object may embody more than one copyright work, each with a different 
owner. For example a television programme may have literary, dramatic and musical 
copyrights for the script, screenplay and score respectively. There will then be further 
protection for the recording of the programme.  In such cases permission will be even 
more burdensome to obtain. 

3.3   Database Right  

Much digital curation activity, especially in the scientific arena, involves databases. 
Unsurprisingly, the principal intellectual property right to look at when considering 
databases is the database right. This sui generis right was enacted relatively recently (in 
comparison to copyright’s 400 year existence) as a result of Directive 96/9/EC on the 
legal protection of databases (“the Database Directive”)13 and then implemented in the 
UK by the Copyright and Rights in Databases Regulations 1997.14 A key concern in 

                                                           
11 Section 33 DPA. 
12 Section 2 DPA. 
13 http://europa.eu.int/ISPO/infosoc/legreg/docs/969ec.html 
14 http://www.opsi.gov.uk/si/si1997/19973032.htm 
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relation to the Database Directive has been a perception that the right it creates seems 
close to the grant of an intellectual property right in data and information per se, 
allowing only limited extractions for the purposes of non-commercial research. The 
result is that scientists may suffer restrictions on access to, and ability to re-use the raw 
data necessary for scientific progress.15 Many of the considerations that apply to 
copyright also apply to the database right. 

3.4   Digital Rights Management (“DRM”)  

DRM is an umbrella term referring to any of several technologies used to enforce 
pre-defined policies controlling access to and use of protected works.  There is huge 
concern that DRM technology to protect content could lead to ‘digital lock out’ and the 
diminishment of the material freely available for use existing in the public domain. 
DRM can prevent a person from using a legitimate exception to copyright or the 
database right because it doesn’t recognise that a user fits into one of the relevant 
categories.  It is a significant issue for curation and preservation initiatives which may 
often rely on exceptions and who also hope to be the beneficiaries of future expansion 
of the exceptions as recommended in the Gowers Review.  

                                                           
15  International Council for Science, Scientific Data and Information – A Report of the  

CSPR Assessment Panel, December 2004. Available at http://www.icsu.org/Gestion/img/ 
ICSU_DOC_DOWNLOAD/551_DD_FILE_PAA_Data_and_Information.pdf  
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Abstract. In this demonstration we will show how a metadata infras-
tructure comprised of gazetteers, biographical dictionaries, and a “Time
Period Directory” can be dynamically exploited to help searchers navi-
gate through multiple web-based resources, and displayed in context with
related information about “Who?, What?, Where?, and When?” and
providing dynamic searches of those external resources. The demostra-
tion will show both a web-based interface and a Google Earth-based
geo-temporal browser.

1 Description

Metadata is ordinarily used to describe documents, but it can also constitute
a form of infrastructure for access to networked resources and for traversal of
those resources. One problematic area for access to digital library resources has
been the search for time periods and events, whether of historic import or of
significance in individual lives. If there is a capability to search for time, it
is usually a date search - a standardized and precise form but unfortunately
rarely used in common chronological expressions. For example, a user interested
in the “Vietnam war”, “Clinton Administration” or the “Elizabethan Period”
must either know the corresponding dates, or rely on simple keyword matching
for those period names. In addition to this limitation, facilities for effectively
browsing time periods are extremely limited.

In this demo we will show how chronological and geographic context can
be displayed in order to facilitate browsing and interaction with conceptually
related materials. This demo uses our prototype Time Period Directory[1], a
metadata infrastructure for named time periods linking them with their geo-
graphic location as well as a canonical time period range, in conjunction with
other local databases and web-accessible data. Both a conventional web interface
and a Google Earth-based geo-temporal browser will be shown. As an example
Figures 1 and 2 show examples of events on Budapest and biographically re-
lated information on the reign of Robert I of Scotland (also known as Robert
the Bruce).
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Fig. 1. Time Period Directory Entries in Google Earth

Chronological, geographical and biographical data lend themselves naturally
to being connected: an event is associated with a place, a time and potentially
with particular people; places are associated with different events and people;
and individual people are also associated (in a variety of ways) with different
places and events. One can foresee a plethora of relationships and possible search
questions that a truly interconnected system should be able to answer. We have
demonstrated with our Time Period Directory implementation that many dif-
ferent views and perspectives on the same data are possible and desirable.

Cultural heritage, history, and social sciences are fundamentally about human
activity.

Everyone is interested in what other people do and have done.
Life-stories are hard to beat as a basis for narrative and for engaging interest,

especially among young people. Biographies are regularly among the best-sellers.
Not only History, but also Geography and most other subjects can come alive
in the travelogues, journeys of discovery, and the life-stories of those involved.
Science can be explained through the work of scientists. Engineering is routinely
explained through the heroic struggles of inventors. Even natural history is often
taught through the unfolding drama of the activities of an individual animal
during its life-cycle or through the seasons of the year.

But mere narrative is not enough. Understanding the context differentiates
education from memorizing. Building and supporting a community of learners
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Fig. 2. Information on the Reign of Robert I of Scotland (Robert the Bruce)

needs more than facts. It is understanding the circumstances of people’s actions
that illuminates their lives, but there is a significant gap in the infrastructure
developed by libraries, museums, and publishers in this area. We have standards
for handling people’s names, but not for their lives or events in those lives. There
is, quite simply, no established standard or “best practices” for encoding what
people do, nor for helping them to search out the resources that can provide the
context to understand their actions and experiences.

Our objective in this project is to design, demonstrate, and evaluate tech-
niques that would bring lives to light by revealing them in their contexts.

We are now at work further developing the biographical aspect to our frame-
work. The Library of Congress Name Authority records are an obvious place to
look - not only do they provide already structured data on persons and other
corporate entities, they also inherently connect to a topical search applications
(the library catalog), potentially easing our task of connecting the different in-
formational aspects. Additionally, we are linking other sources of biographical
data to our infrastructure. Various other resources (Wikipedia, EAD Archival
Descriptions, etc.) are being mined to derive some prototype data to support the
dynamic interaction of Time Period Directories, digital gazetteers, biographical
data and ontological structures like thesauri and classification schemes, in com-
bination with a variety of network-accessible digital library resources ranging
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from library catalogs to archival collections and digitized version of historical
primary resources. Our vision is that in response to users’ expressions of in-
terest, their interaction with this system will construct a rich dynamic portal
of interconnected resources with maps, biographies, timelines and chronologies,
and primary research materials.
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Abstract. EDINA has been funded to undertake a variety of repository-related 
development activities to enhance and support access to scholarly and learning 
objects in the UK. JORUM is a national learning object repository for sharing 
and repurposing educational materials. The purpose of the Depot is to ensure 
that all UK academics can enjoy the benefits of Open Access for their peer-
reviewed post-prints by providing a repository for the interim period before 
every university has such repository provision. GRADE has been investigating 
and reporting on the technical and cultural issues around the reuse of geospatial 
data in the context of media-centric, informal and institutional repositories. 
With the DataShare project, by supporting academics who wish to share 
datasets on which written research outputs are based, a network of institution-
based data repositories will develop a niche model for deposit of ‘orphaned 
datasets’ currently filled neither by centralised subject-domain data archives nor 
institutional repositories. 

Keywords: repositories, open access, research outputs, learning objects, e-
prints, data sharing. 

1   Description 

EDINA is a national data centre funded by JISC (UK Joint Information Systems 
Committee) to provide network-level services for UK Further and Higher Institutions. 
Under the Digital Repositories and Preservation Programme, JISC aspires to increase 
capacity of institutions to provide stewardship of their knowledge assets for long-term 
preservation and sharing, such as under terms of open access. Through the JISC 
RepositoryNet, key projects provide support and services to institutions in the 
development of their institutional repositories and to academics where local 
repository provision is not available. Four projects and services are described where 
EDINA, with its partners, have added to the national fabric of repository provision in 
support of the development of and access to ‘community-generated content’ within 
UK Further and Higher Education. 

The Jorum repository service (http://jorum.ac.uk) supports the submission, 
sharing, reuse and repurposing of learning and teaching (L&T) materials in UK 
Further and Higher Education Institutions (F/HEIs).  The Jorum is the first 
collaborative venture of this kind on a national scale in UK F/HE, and is in the long 
run likely to form part of a distributed e-learning architecture that supports many 
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distributed repositories and user interfaces. The two JISC national data centres 
(EDINA in Edinburgh and MIMAS in Manchester) have worked together in this 
important policy area. The Jorum consists of two services: the Jorum Contributor 
Service, which takes in contributions of learning and teaching resources created 
within UK F/HEIs (started November 2005), and the Jorum User Service, which 
provides access to these contributions (started January 2006). Each service is open to 
all staff in F/HEIs, but not to students. In May 2007 there were over 2,000 resources 
and 2,800 registered users in over 360 institutions, of which 70 contribute content and 
320 were registered for the user service. 

The Depot facility (http://depot.edina.ac.uk) is based on E-Prints software and is 
OAI-compliant. Like other UK repositories, its contents will be harvested and 
searched through the Intute Repository Search project. It offers a redirect service, 
nicknamed UK Repository Junction, to ensure that content that comes within the 
remit of an extant repository is correctly placed there instead of in the Depot. 
Additionally, as IRs are created, the Depot will offer a transfer service for content 
deposited by authors based at those universities, to help populate the new IRs. The 
Depot will therefore act as a ‘keepsafe’ until a repository of choice becomes available 
for deposited scholarly content. In this way, the Depot will avoid competing with 
extant and emerging IRs while bridging gaps in the overall repository landscape and 
encouraging more open access deposits. The Depot is one of the supporting services 
of JISC RepositoryNet and works closely with SHERPA and the JISC Repositories 
Support Project. 

The GRADE project (http://edina.ac.uk/projects/grade), part of the Digital 
Repositories Programme of JISC, found that a significant degree of informal 
geospatial data sharing occurs because of the lack of any formal mechanism, and that 
there is demand for a mechanism to legitimately share and reuse geospatial research 
data. Main barriers to more formal geospatial data sharing within the community are: 
perceived complexity of licensing and digital rights issues surrounding data (re)use in 
the UK; lack of quality metadata; concerns over the protection of depositors 
intellectual property; and lack of community-based mechanism(s) for sharing. 
Institutional repositories do not manage any geospatial content (and would not be 
capable of effectively doing so currently). The geospatial community would support 
data reuse but not necessarily (at present) within an institutional repository. More fine 
grained sharing mechanisms are preferred i.e. data sharing amongst peer group 
networks defined by the depositor. Main factors that would encourage geospatial data 
sharing and reuse are identified as the establishment of a specific geospatial 
repository infrastructure as part of academic Spatial Data Infrastructure plus less 
restrictive licensing. Over 150 datasets have been submitted into the demonstrator 
repository. 

The DataShare project (http://www.disc-uk.org/datashare) is based on a 
distributed model in which each participating partner is responsible for the work on 
their own repositories, yet experience, support and knowledge are shared in order to 
increase levels of success. This builds on the existing informal collaboration of DISC-
UK members (Data Information Specialists Committee) for improving their data 
libraries and models of data support at four institutions: Edinburgh, London School  
of Economics, Oxford, and Southampton. It will also bring academic data libraries  
in closer contact with e-prints repository managers and develop new forms of 



 Repository Junction and Beyond at the EDINA (UK) National Data Centre 545 

cooperation between these distinct groups of information professionals within 
academic environments. The advantage for the broader community is to provide 
exemplars for a range of approaches and policies in which to embed the deposit and 
stewardship of datasets in institutional repositories. Indeed, among the partners there 
will be exemplars for the three main repository solutions: EPrints, DSpace and 
Fedora. Project management is based at EDINA. 
 
 
 



L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 546–548, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Scalable Data Management Tool to Support 
Epidemiological Modeling of Large Urban Regions 

Christopher L. Barrett1,2, Keith Bisset1, Stephen Eubank1, Edward A. Fox2, Yi Ma1,2, 
Madhav Marathe1,2, and Xiaoyu Zhang1,2 

1 Network Dynamics and Simulation Science Laboratory (NDSSL), Virgina Tech.,  
Blacksburg, VA, USA 24061 

2 Department of Computer Science, Virgina Tech., Blacksburg, VA, USA 24061 
{cbarrett,kbisset,seubank,mmarathe}@vbi.vt.edu, 

{fox,may05,zhangx06}@vt.edu 

Abstract. We describe the design and prototype implementation of a data 
management tool supporting simulation based models for studying the spread of 
infectious diseases in large urban regions. The need for such tools arises due to 
diverse and competing disease models, social networks, and experimental 
designs that are being investigated. A realistic case study produces large 
amounts of data. Organizing such datasets is necessary for effectively 
supporting analysts and policy-makers interested in various cases. We report 
our ongoing efforts to develop EpiDM—an integrated information management 
tool for interrelated digital resources, where the central piece is EpiDL(a digital 
library for efficient access to these datasets). The work is unique in terms of the 
specific application domain, which we are not aware of any such efforts and 
tools that can be generalized for simulation-based modeling of other socio-
technical systems. EpiDL follows the 5S framework developed in the DL 
community. 

Keywords: Computational Epidemiology, Public Health, Socio-technical and 
Information Systems, Simulation and Modeling, Digital Library. 

1   Introduction 

The spread of infectious disease depends both on properties of the pathogen and the 
host. Disaggregate or individual-based models [1,3,5,6] that have been developed 
recently represent each interaction between individuals, and can thus be used to study 
critical pathways. Simdemics [1,2,3,4] is a high fidelity agent based modeling 
environment for simulating the spread of infectious diseases in large urban regions 
and was developed by our group over last several years.  It has been used extensively 
in a number of user-defined case studies. For example, recently, Simdemics was used 
as a part of a Dept. of Health and Human Services (DHHS) sponsored case study 
[7,8]. Simdemics details the demographic and geographic distributions of disease and 
provides decision makers with information about (1) the consequences of a biological 
attack or natural outbreak, (2) the resulting demand for health services, and (3) the 
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feasibility and effectiveness of response options. See [1,3] for further details. 
Simdemics is in turn a part of Simfrastructure (a service oriented grid enabled 
modeling environment for integrating various simulation models).  
 
Need for a Data Management Tool: High-resolution agent based models such as 
Simdemics require diverse and large amounts of input data, consist of a number of 
models, and produce diverse and large amounts of output data. To put this in 
perspective, Simdemics uses more than 35 different commercial and open source 
databases as inputs to its modeling framework. A large number of disease 
transmission and social network models are constructed based on the level of 
resolution and detail. The DHHS case study involved a factorial design consisting  
of more than 200 cells each containing more than 10 replicates. Efficiently storing 
and accessing such large volumes of multi-modal data that these simulations  
produce cannot be done in an ad-hoc fashion. An integrated data management  
tool can provide a natural way to store and retrieve these data sets and models.  
See http://ndssl.vbi.vt.edu/opendata/index.html for dataset examples produced by 
Simdemics. 
 
Data Management Tool: We report ongoing work that is aimed at developing an 
architecture and a prototype implementation of a tool to support the above tasks. 
EpiDL is a digital library supporting epidemiological modeling. EpiDM is an 
integrated data management tool that contains beyond EpiDL. Architecturally, 
EpiDM resides within the data grid layer of Simfrastructure. EpiDL follows the 5S 
(Streams, Structures, Spaces, Scenarios, and Societies) framework that defines the 
meta-model for a minimal DL [8].  

It stores streams of textual bits from files or databases and audio/video sequences. 
Challenges arise from enforcing proper structures over heterogeneously structured 
digital objects with close conceptual relationships. In our prototype implementation, 
we used RDF based metadata, which defines semantic contents of objects and 
relationships among them. The metadata constructs a knowledgebase for 
Simfrastructure, on which a browsing service could be based. Simfrastructure objects 
contain both textual information and real number parameters. We extended vector 
space model, where a simulation is viewed as segmented vectors with different 
weights. We used R-Tree [9] based index structures to efficiently access indexed 
simulations. 
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Abstract. Digital Libraries are currently discovering the full potential
of web technologies in conjunction with building rich user communities
and retaining customers. A visit to a digital library should nowadays
offer more than passive consumption of content. Both the library and
the user can benefit from moving forward from the ”content provider”
vs. ”consumer” paradigm to the ”prosumer” paradigm, thus allowing the
user to produce and actively contribute content, interact with content
and be part of communities of interest. We are presenting a smart anno-
tation tool developed as part of the ’Living Memory’ applications in the
context of the EU-project BRICKS that supports the prosumer approach
by inviting users to contribute new information by annotating content
or commenting other annotations, thereby creating new knowledge in a
collaborative way.

1 Introduction

Current applications in the domain of digital libraries focus on technologies and
content, but in many cases do not exploit the full potential of web technolo-
gies to attract users and build user communities. Today’s applications should
be more user-centered and actively engage users by allowing them to participate
and contribute. Libraries and related memory institutions will profit from ap-
plications that not only allow them to present content to their user groups, but
also provide them with technologies which foster user communities around con-
tent. These communities of interest will see added-value in revisiting the digital
library.

We are presenting a method of gaining user participation by introducing
the ”Living Memory Annotation Tool”, which was developed as a core compo-
nent of the Living Memory applications in the course of the EU-funded project
BRICKS [1].
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2 Description

Although libraries and other memory institutions have discovered the added-
value of user involvement and user contributions, they still require appropriate
tools to monitor and control user input. In order to address this problem the
Living Memory Annotation Tool provides an annotation management compo-
nent that enables the organisation’s staff to control content of annotations and
access to annotations.

The annotation tool is a web-based application that allows the user to easily
create and modify annotations on images as well as on parts of images. The se-
lection of image parts supports different figures and styles. All annotations can
be shared with and commented by other users, thereby building threads of an-
notations. Thus the creation of user communities around clusters of annotations
is enforced and better insight into existing information can be gained.

Living Memory makes use of AJAX1 technique, which allows the user to create
annotations in an intuitive and user-friendly manner. Through AJAX, changes
are presented to the user without any disturbing page reloads and communication
with the back-end is streamlined. The user interface can be adapted to different
languages by creating a translated version of the English language resource file.

The Living Memory Annotation Schema has been defined to meet require-
ments of digital library’s visitors as well as curators of memory institutions. The
application communicates with the BRICKS network via web services to re-
trieve, store and modify annotation data. Annotations are stored in the BRICKS
Metadata Manager complying to the Living Memory Annotation Schema. The
BRICKS Metadata Manager is based on RDF[2] and JENA[3] and supports
keyword and schema based search; hence, image content can be discovered by
searching through its text annotations.

3 Future Work

We intend to refine and extend our annotation tool in different directions. The
major effort will go toward the integration of arbitrary taxonomies and ontolo-
gies. Creating structured annotations will support domain experts in classifying
content resulting in enhanced retrieval results. In parallel, a zoom-tool will be
added to the existing Annotation interface which will ease the annotation process
and allow users to create detailed annotation areas on high-resolution images.
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Abstract. The process of development of metadata elements and struc-
tures can be approached and supported in a number of different ways.
We sketch a user-centred approach to this process, based around an itera-
tive development methodology, and briefly outline some major questions,
challenges and benefits related to this approach.
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1 Introduction

Development of application profiles (APs) – a description of an application of a
metadata set – and metadata vocabularies is well-documented from many per-
spectives, with research focusing on aspects such as interoperability concerns,
modularity and reuse. We describe work arising from the JISC-funded IEMSR
metadata schema registry project. IEMSR attempts to support the process of AP
and metadata vocabulary development in Dublin Core (DC) and IEEE Learning
Object Metadata (LOM) via desktop and Web-based client software that draw
on the central registry as a resource[3]. As the IEMSR progresses from prototype
towards evaluation, collection of user feedback and use in real-world contexts, we
seek to align the software more closely with present-day best practice in meta-
data schema development. However, metadata development processes are often
relatively informal, drawing on professional experience rather than a formally
encoded process model. To inform this development, it was necessary to investi-
gate current development methodologies and to develop a compatible approach,
briefly sketched here.

1.1 Iterative Development

Our model is based on the star development life cycle[1], an iterative cycle that
emphasises input from stakeholders and frequent evaluation stages, reflecting an
underlying assertion that to speak of the usability of metadata is appropriate in
a large subset of cases. The accuracy of this assertion depends on the specific
context of use; for example, a metadata fragment destined for use only by soft-
ware acts as an internal data structure, making developers the sole stakeholder
group. By contrast, an AP may be in widespread use, often in several widely
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Fig. 1. The star development lifecycle

geographically distributed communities. This distributed usage pattern has a
limiting impact on knowledge transfer and the available channels for feedback or
repair, leading to circumstances in which usage patterns diverge. Iterative design
methods are sometimes used at present for AP developments; most processes fol-
low an essentially sequential model, although most permit ongoing application
of minor changes and apply a corresponding versioning process (eg. [7]).

2 Activities

Application of the star methodology imposes prerequisites on the process of AP
design. Stakeholders must be identified and approached, requirements (aims and
objectives) identified, managed and encoded at each iteration. The evaluation
stages of the methodology introduce additional challenges; evaluation of candi-
date APs or elements requires the identification of an appropriate technique for
evaluating metadata structures. Evaluation methods have been proposed and
applied for various aspects of digital library systems, eg.[2], [6]. Exploration of
‘paper prototyping’ approaches can permit exploration of metadata usage in
context before development takes place, allowing issues to be identified at an
early stage.

2.1 Supporting the Design Process

The schema registry may support this process in a number of ways – for example,
by: promoting an appropriate methodology, providing the means to develop tools
to support analysis of metadata use, and recording and allowing appropriate
visualisation of changes made. It may also act as a focal point bringing together
widely geographically distributed development communities.

2.2 Evaluation

Evaluation represents a key stage in this process. Marshall and Shipman[5] argue
that users may be unwilling or unable to explicitly express information, and thus
circumvent structures that require such formalisation. They describe many of
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the difficulties that this may cause, such as cognitive overhead and the need to
develop, apply and consult a wealth of tacit knowledge during the process of
developing a formalisation. The enforcement of a rigid, potentially misdesigned
structure is characterised as a disincentive to make use of a system. They then
outline an approach designed to minimise such problems, suggesting the following
five principles:

– Designers need to work with users to reach a shared understanding of the
use situation and the representations that best serve it.

– Designers must identify what other services or user benefits the computer
can provide based on trade-offs introduced by additional formalization.

– Designers should also expect, allow, and support reconceptualization and
incremental formalization in longer tasks.

– Taking a similar, computationally-based approach, designers may provide
facilities that use automatically recognized (but undeclared) structures to
support common user activities.

– Finally, training and facilitation can be used to help users effectively work
with embedded formalisms.

We may add the following points:

– Designers must identify appropriate metrics for system evaluation.
– Metrics are required for detection and handling of systematic or random

error in input. Consequences of error should be considered throughout the
design phase.

– System repair and feedback methods should be considered; Marshall & Ship-
man invoke the need to handle semantic change.

– Approaches to error-handling and correction should be considered.

2.3 Means and Modes of Evaluation

There are various metrics that may indicate that a knowledge representation
is failing the user. Dushay et al[4] demonstrate several in their analysis of DC
metadata in use.

– Missing data
– Confusing or inconsistent data
– Incomplete data

Their approach to discovering flaws was based around a visual graphical anal-
ysis tool called Spotfire, and is designed for application by a human analyst
rather than an as part of an automated system.

However, inconsistencies and missing data fields may generally be identified.
For example, inconsistently applied encoding or syntax can be recognised using
a variety of approaches, such as the use of sequence classifiers. Building and
applying a limited set of partial grammars to describe the contents of a given
field is possible; this is part of a general field of research covering the development
and application of grammar checking techniques for natural or formal languages.
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3 Future Work

Detailed user testing and evaluation is currently planned for the components
making up the IEMSR. This will also enable detailed case studies to be un-
dertaken regarding the development model described here, feeding into the de-
velopment of a mature policy and guidance framework. We will also evaluate
current developments in the area of computer-supported collaborative work,
such as Web 2.0, for relevance to registry design. Particularly of relevance to
the IEMSR project are developments in the areas of interoperability and archi-
tectural requirements.
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Abstract. The web is currently the information searching and browsing
environment of choice for scholars and lay users alike. The goal of most
cultural heritage applications is to interest a large audience, and therefore
web interfaces are being developed even when part of their functionality
is not offered to the general public. We present a web-based interface for
managing, browsing and searching a repository of historic documents.
The documents pertain to a region which has been an important regional
power in medieval times and their originals are under the custody of
the Portuguese national archives. The challenges of the project came
from its requisites in three aspects: rigorous archival description, the
incorporation of document analysis and a flexible search interface. The
system is an instance of a multimedia database framework providing
both browse and retrieval functionalities to end users and configuration
and content management services to the collection administrators.

Multimedia collections are more and more the rule. In digitally-born materials
current environments favor the integration of video and audio materials with
text, but cultural heritage collections can take advantage of media diversity to
account for the sensory aspects of ancient objects. An extra challenge for cultural
heritage materials comes from the need to analyze of their non-textual features
and obtain useful descriptors in manageable formats.

To manage collections of multimedia documents it is necessary to identify
abstractions which are useful for different kinds of objects and meaningful for the
user interfacing the repository. The MetaMedia model [1] has been designed to
satisfy these requirements and is organized around four main principles. The first
one is that multimedia objects are organized in a part-of hierarchy. Each level
has a set of attributes characterizing the corresponding set of items. The second
principle is that of uniform description, whereby the same set of attributes is used
for an individual object, for composite objects and for sets of related objects.
The third principle is concerned with the internal structure of the individual
� Supported by FCT under project POSC/EIA/61109/2004 (DOMIR).
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documents and assumes they will be stored in one or more segments capturing
components such as text or images. The fourth principle deals with document
analysis and allows the association of descriptors, resulting from the analysis of
some feature, as XML files to the segments.

The adopted principles have been embodied in a model capturing collection
structure, standard-compliant description and content [1]. There is a strong in-
tegration between the base descriptors following description standards and the
content descriptors resulting from content analysis; both are available from the
interfaces offered to the collection managers and the end users. The platform
has been designed as a web portal supported on a database system.

1 The Historic Documentation Repository

The Terra de Santa Maria historic documentation center [2] has been developed
taking advantage of existing work by a team of medieval history specialists who
have selected the documents and produced their transcriptions. The repository
has been built on the multimedia database platform and used as a case study
for the concepts of the model.
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Information for a document in the repository includes three parts: the digi-
tized image, the document transcription and the archival description according
to the ISAD/ISAAR standards. The snapshot above of the collection “tour”
shows a synthetic view of a single document; on the left we have its position in
the hierarchy and part of the description and on the right the image and the
transcription text.

When viewing a collection it is possible to have the complete descriptions for
documents and sub-collections at any level, but also to move to the detailed view
of the image and transcription for a single document.

The interface offers several views on the document, intended for different kinds
of users, their knowledge of the area and their permissions and is available in
English and in Portuguese; the archival descriptions have only been generated
in Portuguese.

On the Archive tab, it is possible to browse the hierarchy the archivists have
designed and to edit the descriptions. The Creators tab has detailed information
on the creators for the current unit.

The Document tab is intended for users who want to explore the contents of
the documents. A medievalist studying one of the parchments uses this mode
for observing the digitized image and its transcription side by side and possibly
uploading his own analysis of the text.

Specialists need to search on specific items, while casual users require a simple
keyword-based retrieval mode. Both are offered, and it is also possible to use the
concepts marked up on the document transcriptions for search purposes. The
figure below shows an excerpt of the available fields. Textual segments corre-
sponding to the digital content are internally marked using XML. The markup
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identifies key concepts that would be hard to spot on the original latin documents
and is important for allowing retrieval to non-specialized users.

2 Conclusions

The Terra de Santa Maria repository illustrates the instantiation of a multimedia
database framework in a cultural heritage application. The framework is based
on a model where hierarchic uniform description is complemented by content-
based document analysis. A web interface customizable for different user profiles
is used both for managing the collection and for offering visits to specialists and
to the general public. An archivist is able to create new subcollections and add
descriptive metadata. Scholars may associate new or alternative transcriptions or
translations to documents, or even upload some XML fragments resulting from
an image processing tool. A collection administrator can manage user accounts,
choose the items to highlight, add new documents and index the collection.
Search modes range from search on the standard descriptors to keyword search
on the full content and content search on the marked content.
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Abstract. We consider search engines and collaborative tagging systems from 
the perspective of resource discovery and re-finding on the Web. We performed 
repeated searches over nine-months on Google and del.icio.us for web pages 
related to three topics selected to have different dynamic characteristics. The 
results show differences in the resources they provide to the searcher. The 
resources tagged on del.icio.us differ strongly from the top results returned by 
Google. The results also suggest the changes in the most recently tagged web 
pages may be associated with the level of activity in user communities and, 
indirectly, with external events.  

Keywords: Folksonomy, Collaborative tagging, Resource discovery, Search. 

1   Introduction and Motivation 

Collaborative tagging of electronic resources has been described from the perspective 
of social navigation [4], distributed cognition [10], semiotic dynamics [1], and 
knowledge sharing and resource discovery [7]. In this project, we take the latter 
perspective and ask if delicious provides an additional dimension to information 
search resources on the Web. We pose our question in the context of communities as 
identified by users engaging in topical tagging activity. The users select Web 
resources and, by tagging them, provide an additional layer of information. We are 
interested in finding out if the selected Web resources are different from search 
engine results. We are also interested in examining changes in the kind and the level 
of tagging activity over long time periods.  

2   Methodology 

The Google and Delicious APIs were used make daily requests between 25.06.2006 
and 1.01.2007, and then again in March 2007. The successful requests sent to 
Delicious and Google within a 6-hour window on the same day were paired. The 
Google results captured the top 19 documents. The Delicious results returned the tags 
related to the request and the most recent 27-30 URLs and the tags produced by users 
for those URLs. Five kinds of searches were conducted 1) `world cup`, 2) the phrase 
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“world cup” on Google and `worldcup` on Delicious, 3) “web design” on Google and 
`webdesign` on Delicious, 4) `social tagging folksonomy`, and 5) `socialtagging 
folksonomy` (`“social tagging” folksonomy` on Google). 

3   Results and Discussion 

Overlap was calculated by counting exact matches of normalized URLs and for domains 
where any 'www.' prefix was stripped. Duplicates in a given day's data were removed for 
overlap and rank calculation. Table 1 compares the Delicious results with the top two 
pages (n=19) of Google results for submission of the same query over all days. 

Table 1. Overlap of Delicious and Google search results 

Query worldcup world 
cup 

webdesign social tagging 
folksonomy 

socialtagging 
folksonomy 

Total URLs  1402 3107 1129 1106 794 
Total domains 1204 1762 1081 1081 723 
URLs overlap % 1.5% 0.1% 0.6% 2.0% 0.0% 
Domain overlap % 9.3% 8.3% 2.1% 8.2% 1.1% 

Overlap between first page results from major search engines is low [2, 6]. Spink,  
et al. [9] found that 85% of the results were unique and the overlap between any pair 
of search engines was about 11%. They concluded that search engines appear to have 
different capabilities. We considered Delicious and Google as alternative search 
resources. Compared to Spink et al., we observed dramatically lower overlap even 
though overlap was calculated using only the top two pages of Google results. It 
seems unlikely Delicious users were tagging top ranked results retrieved from 
Google. This suggests users are tagging pages arrived at by other means, perhaps 
using very different queries to search engine, or by other Web search mechanisms 
altogether, for example recommendations or references in email or blogs. The 
mechanisms of user discovery of these pages may expose content that has not 
acquired (or was not designed to acquire) features that result in higher page ranks in 
the Google algorithm. It is also possible that taggers use search results but choose to 
tag only those items that are not in the top ranks, perhaps because they believe the top 
ranked results will remain easily found by the search engine. Future work includes 
considering Delicious overlap against multiple search engines. 

Delicious users from the US tend to be better educated and wealthier than average 
[8]. Professionals or those with expertise in an area may be tagging information and 
resources relevant to their needs and specific interests. These documents are likely to 
have low ranks for search engine queries using general terms a non-expert might use 
in seeking relevant information on the Web. 

We used ‘world cup’ to observe tagging activity on Delicious for a transient event, 
the 2006 FIFA World Cup. A rise in overlap was observed around the time of the 
conclusion of the event (July 9), when it might be expected that more of the new 
content produced by the event had been indexed by Google, and possibly that these 
new URLs had acquired sufficient link authority to be highly ranked. Figure 1 shows 
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the development of activity in new Web resources being tagged with “world” and 
“cup” while the 2006 FIFA event was taking place and shortly afterwards. It is 
interesting to see that many new resources were tagged daily until shortly after the 
conclusion of the event, when tagging activity declined and the bookmarks stabilized. 
Tagging activity for other communities (`webdesign’ and `social tagging folksonomy` 
not shown here) exhibit different dynamics, and we conclude that the level of activity 
may be used to characterize interaction within communities and how they are 
influenced by external events. 

 

Fig. 1. Unique URLs (horizontal) being tagged on del.icio.us with “world” and “cup” over the 
period of five weeks (from June 25 to July 31,06). FIFA’2006 World Cup ended on July 9.  

 

Fig. 2. Tags clouds with 64 most frequent words that co-occurred with “world” and “cup” in 
two month-long periods. July 2006 (FIFA World Cup in Germany) and March 2007 (Cricket 
world cup in Jamaica). “World” does not appear because it was on the stop-word list. 
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Figure 2 presents two tags clouds with 64 most frequent words that co-occurred 
with “world” and “cup”. The clouds are shown for two month-long periods, during 
which two big world cup events took place. The co-occurring tags are quite different in 
each case. We can certainly learn a bit about a world cup event, or events that were 
taking place during each period. For example, it is clear that the first is related to 
soccer and FIFA (Federation of International Football Associations), while the second 
to cricket and ICC (International Cricket Council). Since the latter was during winter, 
we also note “skiing” among the tags. We can see what world cup taggers found of 
particular interest. The French football player Zinedine Zidane’s infamous headbutt 
and the murder of cricket coach Bob Woolmer. We can identify countries that were 
involved in each event, but we cannot easily tell where each event was located. 
Clearly, this short analysis uses additional knowledge. Future work includes examining 
if tags could be used to provide machine support for information seeking tasks. 

4   Conclusion 

Considered as a search resource, Delicious results have very little overlap with the top 
pages of Google results, both in URLs and domains. The Delicious results appear to 
capture transient events and evolving developments in certain domains that are not 
reflected in Google’s top results. This provides evidence that Delicious offers a 
resource that may provide a new dimension for Web searching beyond the 
collaborative tagging activity. Furthermore, Delicious may provide source of 
information about the level and the kind of activity in different communities.  
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Abstract. DIGMAP is a project that will develop solutions for georeferenced 
digital libraries, especially focused on historical materials and in the promoting 
of our cultural and scientific heritage. The final results of the project will con-
sist in a set of services available in the Internet, and in reusable open-source 
software solutions. The main service will be a specialized digital library, reus-
ing metadata from European national libraries, to provide discovery and access 
to contents. Relevant metadata from third party sources will be also reused, as 
also descriptions and references to any other relevant external resource. The ini-
tiative will make a proof of concept reusing and enriching the contents from 
several European national libraries. 

1   Description 

DIGMAP is an international project co-funded by the European Community pro-
gramme eContentplus1. This project will develop solutions for georeferenced digital 
libraries, especially focused on historical materials and in the promoting of our  
cultural and scientific heritage. The final results of the project will consist in a set of 
services available in the Internet, and in reusable open-source software solutions. 

The main purpose of the project is to develop a specialized service, reusing meta-
data from European national libraries, to provide discovery and access to contents 
provided by those libraries. Relevant metadata from third party sources will be also 
reused, as also descriptions and references to any other relevant external resource. 
Ultimately, DIGMAP will pursue the purpose to become the main international in-
formation source and reference service for old maps and related bibliography. 

2   DIGMAP Use Cases 

DIGMAP proposes to develop a solution for indexing, searching and browsing in 
collections of digitised historical maps, according to the main use cases presented in 
                                                           
1 http://www.digmap.eu 
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the Fig. 1. It will be able to index maps by their geographic boundaries and will 
make it easy to classify, index, search and browse them with the support of multi-
lingual geographic thesauri. DIGMAP will take also advantage of any available 
descriptive metadata to improve the services. Anther important service provided by 
DIGMAP will be a reference service, through which it will be possible to submit 
questions to be answered by experts registered in the system with specific knowl-
edge in the area. This will be supported by in a controlled environment so that fur-
ther access to previous questions and answers is facilitated and irrelevant questions 
can be discarded. 

DIGMAP proposes also advanced features for the automatic indexing of historical 
maps, in order to make it possible to add to the collections and process new maps at 
very low human cost. Maps can be very rich in decorative and stylistic details, mak-
ing them very different from, for example, photos, so new image processing tech-
niques will be developed for this purpose. 

The final service will offer also a sophisticated browsing environment for humans, 
with special features such as geographic browsing and timelines (for those maps 
where it is possible and easy to assess the date). 

Global Use Cases

Searching 
Resources

Browsing 
Resources

Updating 
Catalogue

Asking an 
Expert

Updating 
Thesaurus

Registered User

User

External System
Geographer

Cataloguer

Administrator

Managing 
Serv ices

Updating 
Authorities

Proposing 
Resources

Dispatching 
Questions

 
Fig. 1. DIGMAP schematic architecture 
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3   DIGMAP Architecture 

All the software solutions produced in DIGMAP will be based on standard and open 
data models and will be released as open-source, so the results will be useful for local 
digital libraries of maps, as standalone systems, or as interoperable components for 
wider and distributed systems (as for example portal management systems). The ge-
neric architecture will follow the design represented in the Fig. 2. 

DIGMAP Information System

Data Providers

Provider Z

Users

Thesauri

User 
Interface

Prov ider W

MapW1 Image

MapW1 Metadata

MapW2 Image

MapW2 Metadata

Serv ice 
Interface

Catalogue

Prov ider Y

MapY1 Image

MapY1 Image

MapY2 Image
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Indexer

Human User

External 
Machine 
Serv ice

Local DIGMAP 
System

Interoperation with external portals (TEL, 
Google Earth, MapPoint, PORBASE, etc.)
and others such as GPS services, etc.

Interoperation between the Central DIGMAP service and remote 
instances of DIGMAP technology in local systems (integrated in local 
digi tal l ibraries) will be possible.

A provider of data (digitised 
maps) and metadata.

External Resources

Map X1 Image

Map X2 Image

Map X3 Image

An external site
with maps...

A provider of 
only maps!

 

Fig. 2. DIGMAP schematic architecture 

The Thesauri is the component of the System that registers auxiliary information 
for the purpose of indexing of Resources, searching be Resources and browsing for 
Resources. It will consist in a module able to manage information schemas compati-
ble with the Authority Files created and used by libraries (mainly in UNIMARC2 and 
MARC 213), as also compatible with gazetteers as defined by the OGC4. In this sense, 
this module will be developed as a semantic information system, to manage and  

                                                           
2 UNIMARC Forum – http://www.unimarc.net/ 
3 MARC Standards – http://www.loc.gov/marc/ 
4 Open Geospatial Consortium – http://www.opengeospatial.org 
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provide access to information relating to names of persons and organizations, con-
cepts, geographic coordinates, names of places or areas, and historical events related 
with geographic points, places or areas (with dates or time intervals). 

4   DIGMAP Service 

The DIGMAP service will offer a browsing environment for human users. The inter-
face will explore paradigms inspired by services and tools such as Google Maps5, 
Virtual Earth6, TimeMap7, etc. Besides that, special specific functions will be pro-
vided to explore the actual contents, such as timelines (for those maps where it is pos-
sible and easy to assess the date) and other indexing features. 

DIGMAP will give special attention to the development of visual clues, functions 
for browsing by collections, date periods, geographic areas, and other characteristic 
that can be extracted not only from the metadata but also directly from the digitised 
image of the maps and that can be used to create indexes for powerful but easy and 
pragmatic retrieving (and not forcibly from formal descriptions, which would require 
a higher level of quality control, possibly involving human intervention, and therefore 
the costs that we are trying to avoid). 

The Service Interface will provide services for external services. DIGMAP will 
explore all the possible kinds of relevant solutions for external interoperability with 
other systems and services (portals, services like Google Maps API8, etc.). For this 
purpose, the data models, applications and services to be developed will give a special 
attention to simplify the linking through keywords to places. To the best of our 
knowledge this will be the first attempt to promote a wide and systematic linking of 
historical terms and locations among different services, allowing cross searching with 
terms or places of mostly historical interest within present day maps, a service to be 
enabled by this project 

The project will make a proof of concept reusing and enriching the contents from 
the National Library of Portugal (BNP), the Royal Library of Belgium (KBR/BRB), 
the National Library of Italy in Florence (BNCF), and the National Library of Estonia 
(NLE). In a second phase, that will be complemented with contents and references 
from other libraries, archives and information sources, namely from other European 
national libraries members of TEL – The European Library9 (DIGMAP might became 
an effective service integrated with TEL - in this sense the project is fully aligned 
with the vision “European Digital Library” as expressed in the “i2010 digital librar-
ies” initiative of the European Commission). 
 

                                                           
5 Google Maps - http://maps.google.com 
6 MSN Virtual Earth - http://virtualearth.msn.com 
7 TimeMap Open Source Consortium - http://www.timemap.net 
8 Google Maps API - http://www.google.com/apis/maps 
9 The European Library – http://www.theeuropeanlibrary.org/ 
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Abstract. While digital library (DL) systems continue to become more 
powerful and usable, a certain amount of inherent complexity remains in the 
installation, configuration, and customization of out-of-the-box solutions like 
DSpace and Greenstone. In this work, we build upon past work in the 5S 
Framework for Digital Libraries and 5SL DL specification language to devise 
an XML-based model for the specification of DLs for DSpace. We pair this 
way of specifying DLs with a generator tool which takes a DL specification that 
adheres to the model and generates a working DSpace instance that matches the 
specification.  

Keywords: digital libraries, specification, generation, DSpace, 5S, 5SL. 

In today’s ever-changing world of technology and information, a growing number of 
organizations and universities seek to store digital documents in an online, accessible 
manner. These digital library repositories are powerful systems that allow institutions 
to store their digital documents while permitting the use, interaction, and 
collaboration among users in their organizations. Despite the continual work on DL 
systems that can produce out-of-the-box online repositories, the installation, 
configuration, and customization processes of these systems are still far from straight- 
forward. 

Motivated by the arduous process of designing digital library instances, installing 
software packages like DSpace and Greenstone, configuring, customizing, and 
populating such systems, we have developed an XML-based model for specifying the 
nature of DSpace digital libraries. The ability to map out a digital library to be created 
in a straightforward, XML-based way allows for the integration of such a 
specification with other DL tools. To make use of DL specifications for DSpace, we 
create a DL generator that uses these models of digital library systems to create, 
configure, customize, and populate DLs as specified. 

This is not the first work on DL specifications and generation. We draw heavily on 
previous work in understanding the nature of digital libraries from the 5S Framework 
for Digital Libraries [1]. That framework divides the concerns of digital libraries into 
a complex, formal representation of the elements that are basic to any minimal digital 
library system including Streams, Structures, Scenarios, Spaces, and Societies. 5S 
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provides a universal way to understand the structure and characteristics that all DLs 
exhibit. 5SL is a language for the declarative specification of DL systems based on 5S 
using XML [2]. Also derived from this body of work is 5SGen, a generator that takes 
5SL specifications and creates a set of tailored DL components that adhere to the 
specification [3]. In this work, we take a step beyond the theoretical, minimal DL 
towards practical DL systems like DSpace. 

We reflect on this previous work and provide a fresh application of the 5S frame-
work to practical DL systems. Our XML model for the specification of DSpace DLs 
provides the most commonly used functionalities and structures that the software 
furnishes. We divide our specification along the lines of the 5S’s, into the aspects of 
the digital libraries based on DL structure, user related details, interface issues, and 
file type representations. 

Our digital library generator is extensible and provides support for any digital 
library software for which generator classes are defined. The generation process takes 
a DL specification, checks it for validity against a corresponding XML schema, and 
goes through the various configuration, customization, and generation tasks specified 
including structure, users, import of content, and others. 

 

Fig. 1. Overview of our generation process. This representation of a DSpace specification serves 
as a metamodel for which specific instances can be derived that represent a user’s desired DL 
system and make up an abstract DL architecture. Based on the declared DL and DSpace 
software, a concrete architecture gets created for that DL, which finally builds a working DL. 
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Fig. 2. An example of the structure of the Society sub-model of our DSpace specification 
method. Society related issues are defined here and include Managers, Actors, and Groups 
(which map to DSpace administrative users, regular users, and Groups respectively.) 

We present this DSpace DL specification language and generator as an aid to DL 
designers and others interested in easing the specification of DSpace digital libraries. 
We believe that our method will not only enable users to create DLs easier, but also 
gain a greater understanding about their desired DL structure, software, and digital 
libraries in general.  
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Abstract. European libraries host millions of books published from 1500 to 
1900. Due to age and value, they are often only accessible to users actually 
present at these libraries. EOD (eBooks on Demand) is a European wide service 
which gives an answer to this problem by providing eBooks on request from a 
wide range of European Libraries. The service is currently carried out within 
the framework of the EU project "Digitisation on Demand". EOD is an open 
network and every European library is welcome to join. 
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1   The EOD Service Network 

1.1   Introduction 

Have you ever urgently needed a certain book in its original edition for an  
essay or out of mere interest? What was your reaction when this particular book  
was only available from a library many miles away to be borrowed exclusively  
on-site? 

Even if some major digitisation projects have been underway in recent years, many 
of them only cover world languages like English and do not provide adequate 
solutions in terms of different languages, alphabets and cultures, even though this is 
of special importance for Europe with its variety of different countries and languages. 
European libraries host millions of books published from 1500 to 1900. Due to their 
age and value, however, access to those “treasures” is often limited to experts or 
people actually working in places of textual preservation. 

In contrast, the Digitisation on Demand project, co-funded by the European Union, 
has been developing a more democratic, user-centred, approach for readers as it 
envisages a network of libraries offering every copyright-free book as eBook on a 
user’s request. It hosts an electronic service by which the vast variety of public 
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domain books from a consortium presently consisting of 13 European Libraries in 8 
different countries can be accessed. 1 

In general, every user is able to order copyright-free books via common library 
catalogues for a certain fee. The respective library then makes a digital copy of the 
requested book and e-mails the download-link to the user. Books digitised in this way 
will then be incorporated into the online repositories of the participating libraries and 
will thus be accessible to everybody on the internet. 

1.2   The Philosophy and Scope of Materials Offered Through the Service 

The general aim of EOD eBooks service is to extend the general accessibility of rare 
library holdings. Most of the EOD libraries offer copyright free books printed 
between 1500 and 1900. Some libraries nevertheless also offer the digitisation of 
books beyond that timeframe, namely for special user groups in particular 
circumstances, e.g. for researchers or for people who are visually impaired or blind. 

1.3   Ordering and Delivering eBooks Through EOD – From the Customer’s and 
the Library’s Point of View  

All catalogue records of books available for digitisation via EOD contain a special 
order button. Whenever a customer sees this button, he can order an eBook directly 
from the online catalogue of a library. 

 

Fig. 1. Example EOD button 

After filling out the order form the customer receives a notification and is directed to 
a special tracking page where he is able to discern the status of his order and 
communicate with the library administrator. 

The final product; the EOD eBook is a digitised book delivered as a PDF file. In 
the advanced version, the file contains the image of the scanned original as well as the 
automatically recognized full text. Marks, annotations and other notes in the margins 
of the original volume are also preserved in the digital version. 

Central to the EOD network is a web-based software (Order Data Manager). It is 
hosted by the central service provider and offers all necessary components for order  
 

                                                           
1 The EOD service is currently carried out within the framework of the eTEN program. The 

respective EU project “Digitisation on Demand” was launched in October 2006 with 13 
libraries from 8 European countries and runs until spring 2008. Project partners are the 
Bavarian State Library, Humboldt-University Berlin, National Library of Portugal, National 
Library of Estonia, National and University Library of Slovenia, National Széchényi Library 
of Hungary, The Royal Library of Denmark, University Library of Bratislava, University 
Library of Graz, University Library of Greifswald, University Library of Regensburg, Vienna 
University Library co-ordinated by the University Library of Innsbruck. For additional 
information see http://www.books2ebooks.eu  
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Fig. 2. EOD service – the architecture 

management, customer relations, eBook creation (including OCR), eBook delivery 
and accounting. 

1.4   Results and Outlook 

The experiences and results of the service implementation at the University Library of 
Innsbruck, which is actually a middle-sized library, are reported representatively: 

As far as this library is concerned an average of one eBook request per working 
day is currently being received either via direct order or via a cost estimation request. 
About two thirds of the overall cost estimations later become actual eBooks orders. 
Every second customer orders an eBook with automatically recognised text. About 
80% of all customers prefer the downloadable eBook to postal delivery. About the 
same number of people choose credit card as a payment option.  

As to the origins of eBook requests, the case of Innsbruck University Library 
shows a threefold division: one third of them are requests from Austria, another third 
from Germany and last but not least one third of requests come from other European 
countries and the rest of the world. 
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Abstract. As information becomes available in increasing amounts, and
to growing numbers of users, the shift towards a more user-centered, or
personalized access to information becomes crucial. In this paper we
consider the semantics and pragmatics of preference queries over tables
containing information objects described through a set of attributes. In
particular, we address two basic issues:

– how to define a preference query and its answer (semantics)
– how to evaluate a preference query (pragmatics)

The main contributions of this paper are (a) the proposal of an expres-
sive language for declaring qualitative preferences, (b) a novel approach
to evaluating a preference query (c) the design of a user friendly inter-
face with preference queries. Although our main motivation originates in
digital libraries, our proposal is quite general and can be used in several
application contexts.

1 Introduction

As information becomes available in increasing amounts, and to growing num-
bers of users, the shift towards a more user-centered, or personalized access to
information becomes crucial. Personalized access can involve customization of
the user interface or adaptation of the content to meet user preferences. This
paper addresses the latter issue, and more precisely adaptation of the answer
returned by a query to user preferences. We call preference based query, or sim-
ply preference query a usual query together with a set of preferences expressed
by user, online, during query formulation. Such queries are useful in several ap-
plication contexts where users browsing extremely large data collections don’t
have a clear view of the information objects . Rather, they are attempting to dis-
cover objects that are potentially useful to them in some decision making task,
or in other words to identify objects that best suit their preferences. The main
objective of this paper is to introduce a formal framework for specifying and
evaluating queries in digital library. However, although our motivation comes
from digital libraries [10], the results presented in this paper apply to other ap-
plication contexts as well (e.g. e-shops, e-catalogues etc.). We consider a digital
library catalogue essentially as a relational table describing various electronic

L. Kovács, N. Fuhr, and C. Meghini (Eds.): ECDL 2007, LNCS 4675, pp. 573–578, 2007.
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documents through a set of attributes. Figure 1 shows an example of a digital
library catalogue that we shall use as our running example. In the catalogue,
each document is described by a reference (e.g. the document’s URI), its year
of publication, the (first) author’s name, the subject category treated by the
document, the language in which the document is written and the electronic
format of document (such as Word, Pdf, and so on). In other words, we view
the catalogue just like a table of a relational database, whose schema is C(Ref,
Year, Author, Subject, Language, Format), and in which each column is
associated with a set of values (i.e. a domain). For simplicity, in Figure 1, we
denote the references to documents by integers.

A query expressed by a user is of the form A=a, where ‘A’ is an attribute and
‘a’ is a value in the domain of A. For example, consider the following query:

Q1 = [(Category = Poetry) ∨ (Category = Fiction)] ∧ (Language = English)

To answer this query we must compute the set of documents having Poetry
or Fiction as their Category attribute, then the set of documents having English
as their Language attribute, and finally take the intersection of these two sets:

ans(Q1) = ({1, 3, 5} ∪ {2, 4, 6}) ∩ {2, 3, 5, 6, 8} = {2, 3, 5, 6}
Given that the size of the answer set might be too large to be exploited by

a casual user, it would be interesting to present the returned documents in a
decreasing order with respect to user preferences. The user can then inspect
the most interesting documents first, and stop inspection when the documents
become less and less interesting. However, in order to produce such an ordering
of the answer set, the system must have access to user preferences, and this can
be done in one of two ways:

1. The user declares offline a set of preferences to the system, or the system
elicits user preferences by monitoring and analyzing previous queries; in ei-
ther case, the set of user preferences is stored by the system - and referred
to as the user profile (one talks then of profile-based queries).

2. The user declares online a set of preferences, together with the query; the
set of preferences is not stored by the system but simply used to order the
answer set during the processing of the query (one talks then of preference
based queries).

It should be stressed that, no matter how user preferences are made avail-
able to the system, they influence strongly the presentation of the answer set.
For example, consider the following statement of preferences over the attribute
Category:

P1 : (Category : Poetry → Fiction) [meaning that poetry is preferred to fiction]

We would like the previous query Q1, together with the statement P1, to
return a result showing the documents about poetry before documents about
fiction. In other words, we would like the answer to be presented as follows:

ans(Q1, P1) = {3, 5} → {2, 6}
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It is important to note that the answer set of Q1, processed alone, and the
answer set of Q1 processed together with the statement P1 contain the same set
of documents. The difference lies in the fact that, in presence of P1, the answer
set of Q1 is partitioned into two subsets ordered so that the first subset contains
documents about poetry and the second about fiction.

Oid Author Year Category Language Format

1 A1 2001 Poetry French Word
2 A1 1998 Fiction English Pdf
3 A2 2000 Poetry English Pdf
4 A3 2001 Fiction German Pdf
5 A1 2002 Poetry English Word
6 A2 2000 Fiction English Word
7 A4 1998 Drama German Pdf
8 A2 2002 Comedy English Pdf
9 A3 2007 Comedy French Pdf

Fig. 1. A Digital Library Catalogue

In the previous example a
preference was expressed in the
form of a pair of attribute values
(namely, Poetry and Fiction)
with the understanding that the
first value in the pair is pre-
ferred to the second. Expressing
preferences in the form of pairs
of attribute values is referred to
in the literature as the qualita-
tive approach [1,2,3,4,5,6,7,8,9].

The main contributions of
this paper are (a) the pro-
posal of an expressive language
for declaring qualitative prefer-

ences, (b) a novel approach to evaluating a preference query by rewriting it into
a sequence of standard queries whose evaluations constitute the answer to the
preference query and (c) the design of a user friendly interface that allows users
to express preference queries in two simple steps. The work presented here is part
of my doctoral work and it is conducted in the context of the DELOS Network
of Excellence in Digital Libraries, within WP-2, Task 2.10 (Information Access
and Personalization).

2 The Definition of a Preference Query

As we have seen in the introduction, each attribute

Fig. 2. P(Category) graph

is associated with a set of values, called its domain.
In order to simplify the presentation, we define the
domain of two or more attributes to be the Carte-
sian product of the attribute domains. For exam-
ple, the domain of Category, Format is defined as
follows:

Dom({Category, Format})= dom(Category)× dom(Format)

We define a preference over an attribute A to be any acyclic binary relation
P(A) over the domain of A. For example, the following is a preference over the
attribute Category:

P(Category)= {(Poetry, Drama), (Fiction, Drama)}
A pair (x, y) in a preference relation is interpreted as “x is preferred to y”. So

in our previous example Category is preferred to Drama and Fiction is preferred
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to Drama. Typically, a preference relation is of small size and is represented
as a graph, called the preference graph (see Figure 4). As we mentioned in the
introduction, a preference query is a standard query Q together with a preference
relation P. Here, we make the following simplifying assumption: the query Q
is always the disjunction of all values appearing in P (i.e. Q is implicit in P).
Under this assumption a preference query is defined by simply giving a preference
relation P. The problem then is how to evaluate P. In our approach, in order
to evaluate P we rewrite it as a sequence of standard queries whose answers
constitute the answer to P. We illustrate our approach in Figure 3, using our
previous example:

First, consider the query Q which is implicit in P: Q=Poetry∨ Fiction∨
Drama.

The values appearing in P(Category) that is the
nodes of the preference graph determine the tuple

space
(Cat = Poetry) ∨ (Cat = Fiction) ∨ (Cat = Drama)
︸ ︷︷ ︸

Tuple space: { 1, 2, 3, 4, 5, 6, 7}
The arrows of the graph determine how the Tuple

space is partitioned and ordered:

(Cat = Poetry) ∨ (Cat = Fiction)
︸ ︷︷ ︸

⇒ (Cat = Drama)
︸ ︷︷ ︸

Q1 ⇒ Q2
︸ ︷︷ ︸

Fig. 3. Evaluating a preference query

As Poetry is preferred
to Drama and Fiction
is preferred to Drama,
the documents returned
by Poetry (considered as
a query) should precede
those that are returned
by Drama (considered as
a query), and similarly,
the documents returned
by Fiction should precede
those that are returned
by Drama. On the other
hand, as Poetry and Fic-
tion are not comparable,
the documents that are returned by Poetry or Fiction should all precede the
documents returned by Drama. Therefore, the following sequence of queries pro-
duces the answer to P:

Q1= Poetry→ Fiction → Q2= Drama

In other words, is rewritten as a sequence of two queries, Q1 then Q2, whose
answers constitute the evaluation of P: { 1, 2, 3, 4, 5, 6} → {7}.

We have designed an algorithm that allows deriving the sequence of queries
systematically. Our algorithm is based on topological sorting, and its
application is illustrated in Figure 3. The complexity of the algorithm is
linear to the size of the preference graph, where this size is defined to be the sum
of the number of nodes and the number of edges. The algorithm described in
Figure 3 applies also to preference relations defined over sets of attributes. Such
“composite” preference relations are derived from “atomic” preference relations
declared over two or more single attributes. For example, given a preference
relation P(A) over attribute A, and P(B) over attribute B one can derive a com-
posite preference relation P(AB) over A, B. The composite preference relation
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relates tuples over A, B. A complete account of the derivation process is given
in the full paper.

3 The User Interface

An interface has been developed to allow users to define preference queries and
exploit their answers in two simple steps. Here, we explain these steps briefly
referring to the screen shot of Figure 3:

Fig. 4. P(Category) graph

Step 1: Definition
of preference relation P

1. The user is presented
with the set of all at-
tributes (i.e. the head-
ings of the catalogue).

2. The user choose an at-
tribute A and clicks the
“+” button and the
system shows a query
field and preferences
area where binary table
with attributes L and R
(for “Left” and “Right”,
respectively); the user
then enters the desired
pairs that constitute the
preference relation P(A)1

At the end of this step the system defines the preference relation and rewrites
it as a sequence Q1 → Q2 → · · · → Qn of standard queries.

Step 2: Exploitation of the answer

1. The user “clicks” on a button labeled “Search” and the system returns the
answer to Q1.

2. If the user is satisfied with the documents contained in the set ans(Q1) then
the session stops; otherwise the user clicks on “next” to receive the answer
of the next query in the sequence.

It is important to note that this dialogue between the user and the system allows
progressive evaluation of the queries in the sequence thus saving time: evaluation
of the preference relation is controlled by the user, and it stops as soon as the
user feels satisfied by the answers received so far.

1 In case of composite preference this step is repeated as many times as there are
attributes in the set defining the composite preference.
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4 Future Work

We have presented a formal framework for the definition and processing of both,
qualitative and quantitative preference queries, in a uniform manner.

For qualitative queries, in particular, we have introduced a language for ex-
pressing preferences, namely the language of precedence relations, which is strictly
more expressive than the languages that have been proposed in the literature.
Concerning the declaration of preferences (precedence or scoring) over multi-
ple attributes, we have adopted the approach of letting the user make declara-
tions over individual attributes, then choose a way of combining the declarations
(Pareto or Lexicographic) and finally have the system derive the combined pref-
erence over tuples (precedence P× or scoring S×). One can imagine a scenario
whereby the user declares preferences directly on a set of tuples, without having
to first declare preferences over individual attributes. Clearly, in such a scenario,
the definitions of answer given earlier still hold. However, we think that it is
more difficult for a user to express preferences by comparing or scoring tuples
rather than individual attribute values. Ongoing research aims at two objectives:
(a) designing efficient algorithms for the evaluation of preference queries and (b)
designing a user more friendly interface for the declaration of preference (c) pro-
cessing the same framework when A(i), where A an attribute and i an object
from Ref, is not element of dom(A) but a set of dom(A).
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Abstract. This poster presents plans for designing and developing learning 
support systems for end-users involved in the construction of a Language 
Learning Digital Library (LLDL). This is in conjunction with the LLDL project 
for developing stimulating interactive educational tasks that can be built on top 
of digital libraries made in Greenstone’s open source software specifically to 
support language teaching and learning. The relevance of the proposed work 
includes the development of training modules and in-depth workshops for 
language teachers and students involved in the participatory design of 
stimulating educational activities that can be uploaded to create digital library 
collections. Digital libraries can support language teaching and learning through 
the use of authentic media, comprehensive searching capabilities, and 
automatically generated precision-targeted exercise material. They also provide 
social computing environments for teacher-to-student and peer-to-peer 
communications, along with opportunities to collaborate on group projects. 
What is more, teachers can build their own digital resource collections and 
these can be shared among online teaching communities which include 
annotations and reflections on how to best integrate the digital library 
technology into their teaching practice.  

General Terms: Case Studies, Collection Development, Computer-Supported 
Collaborative Learning, Computer-Supported Cooperative Work, Educational 
Issues, Educational Applications, Information Retrieval, Interoperability, 
Knowledge Organization, Multilingual Issues, Multimedia. 

Keywords: Digital Libraries, Computer-Aided Language Learning, Educational 
Issues, Corpus Linguistics, Participatory Design, Collection Building, Learning 
Support, Technology Integration, Case Libraries, Teacher Development. 

1   Introduction and Motivation for Research 

• Design and development of instructional programs for building end-user 
digital library collections for language teaching and learning 

• Greenstone DL Software from the New Zealand Digital Library (NZDL)  
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• Target participants: teachers and students of English as a second or other 
language (ESOL) in connection with a recently initiated research project for 
the development of a language learning digital library (LLDL)  

• Recent developments in corpus linguistics for the use of authentic data in 
language teaching and learning 

• A community computing model for the participatory design of digital 
learning objects  

• Management and integration of digital libraries into language education 
• A case library within the LLDL that can capture the experiences and 

reflections of the participants involved in the design, development and 
utilization stages of the LLDL for knowledge building and knowledge 
sharing, as a means to answering the following research questions: 

 
What does it mean to empower teachers and learners?  
Can we enable teachers/learners to be creative/innovative in the design of digital libraries? 
How can we realise this vision of personalised participatory design for educational DLs? 
How can digital library applications in language learning and teacher development help? 

1.1   Educational Applications for Digital Libraries 

This study has the long-term aim of informing the design of future digital language 
learning libraries, and the learning environments and scaffolds that can be designed 
around them to best inform and involve end-users. Here, we are viewing the 
proposed digital library as a repository of learning objects and case scenarios for the 
foreign language teaching and learning community and not as an institution or a 
service in the more traditional sense of a library [1]. Research into applications for 
digital libraries in education is less prominent than the abundance of literature from 
the library and information sciences on training librarians on the state of the art in 
building and managing digital libraries [2]. Too often teachers and trainers are 
offered very limited resources and incentives for participating in innovation and 
training in e-learning. What is more, some leaders in education are still slow to 
realize that it is technology that is leading educational innovation and not pedagogy 
[3]. Cross-sector collaboration is therefore needed to support those practitioners in 
the field of education to better engage with and exploit digital library applications in 
e-learning operating under the wider umbrella of technology integration in 
education. 

1.2   Educational Affordances of the Greenstone DL Software 

The proposed LLDL in the highly-adaptive Greenstone digital library software offers 
teachers and learners greater control over their language teaching and learning [4] as 
they are able to tailor the development of learning content to their curricula needs 
with “end-user collection building” facilities and more [5, 6].  

Instructional sequencing and the amount of learner control reflect conceptions of 
teaching and learning which broadly speaking can be divided into two major 
approaches: the instructionist and constructionist approaches. In an instructionist 
approach the learner is a recipient of instruction whereby the learning program has  
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been designed to deliver content and cover the course outline in a sequential fashion. 
Conversely, in a constructivist approach the learner engages in actively constructing 
new knowledge based on his or her prior knowledge wherein the learning program 
hands over a high degree of control to the learner. Further barriers to successful 
digital library applications in e-learning and language learning include traditional 
curricula that assess individual learners on rote memorization and the ability to 
reproduce knowledge in written exams. This does not account for constructivist 
approaches to learning that involve, among other things, computer supported 
collaborative learning. Striking a balance has become increasingly desirable. 

2   Digital Collection Building for the Integrated-Skills Approach 

Communicative language teaching and learning has been described as a “tapestry”, 
consisting of the four primary language skills: listening, reading, speaking and 
writing. The tapestry also includes related skills, such as “knowledge of vocabulary, 
spelling, pronunciation, syntax, meaning and usage” [9]. According to Oxford, 
weaving all these skills together “leads to optimal ESL/EFL communication.” This 
has become known as the integrated-skills approach. 

The integrated-skills approach to teaching and learning is authentic because it 
reflects how we really use language. When we speak or write, we are almost always 
responding to something we have listened to, or read – or both. Therefore, in order to 
better help students learn to communicate in a second or foreign language, teaching 
materials as well as guidelines for curriculum design also need to have a strong focus 
on communicative competence – that is, they need to focus on language meaning as 
well as form [10]. As Oxford [13] points out, “Even if it were possible to fully 
develop one or two skills in the absence of all others, such an approach would not 
ensure adequate preparation for later success in academic communication, career-
related language use, or everyday interaction in the language.” Greenstone’s open 
source digital library software affords the ability to plug in additional languages to 
achieve a multilingual interface and this is an area that will be further explored with 
the continued development of the LLDL.  

 

Fig. 1. Content development of language learning activity types enabled by Greenstone 
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2.1   Authentic Communication: Corpus Linguistics 

Authentic communication skills can only be learned when the language, contexts, or 
tasks used to teach them are the same as, or closely simulate, those used in real 
situations. Corpus linguistics is a methodology that involves documenting real, 
authentic language, both oral and written, as it is used in the types of settings one is 
interested in. Major findings of Corpus Linguistics conclude that the traditional 
grammar-vocabulary dichotomy is invalid and that  

 
•    words need grammar for meaning and grammar has lexical restrictions; 
• most ‘used language’ is composed of pre-fabricated word combinations; and 
• intuitions about language are often unreliable. 
 
For example, the word reflect has several meanings. Some of these are: to indicate 

that something is good or bad; when an action reflects a certain quality; e.g. what 
mirrors do; to think about something in a certain way, e.g. to reflect on a situation. 

 

Fig. 2. Concordance line for ‘reflect’ to be used in data-driven learning 
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