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Abstract. Multimedia content annotation is a key issue in the cur-
rent convergence of audiovisual entertainment and information media.
In this context, automatic genre classification (AGC) provides a simple
and effective solution to describe video contents in a structured and well
understandable way. In this paper a method for classifying the genre of
TV broadcasted programmes is presented. In our approach, we consider
four groups of features, which include both low-level visual descriptors
and higher level semantic information. For each type of these features
we derive a characteristic vector and use it as input data of a multilayer
perceptron (MLP). Then, we use a linear combination of the outputs
of the four MLPs to perform genre classification of TV programmes.
The experimental results on more than 100 hours of broadcasted mate-
rial showed the effectiveness of our approach, achieving a classification
accuracy of ∼ 92%.

1 Introduction

Improvements in video compression, in conjunction with the availability of high
capacity storage devices have made possible the production and distribution to
users of digital multimedia content in a massive way. As large-scale multime-
dia collections come into view, efficient and cost-effective solutions for managing
these vast amounts of data are needed. Current information and communica-
tion technologies provide the infrastructure to transport bits anywhere, but on
the other hand, our current ability on user-oriented multimedia classification is
not still mature enough, due to the lack of good automated semantic extrac-
tion and interpretation algorithms. The problem concerning the reduction of the
”semantic gap” (i.e. combining and mapping low-level descriptors automatically
extracted by machines to high-level concepts understandable by humans) is the
main challenge of the Video Information Retrieval (VIR) research community. A
critical review of the applicability of VIR technologies in real industrial scenarios
in presented in [14].

In the television programme area, the classification of video content into dif-
ferent genres (e.g. documentary, sports, commercials, etc.) is an important topic
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of VIR. Even if the definition of genre may depend on social, historical, cultural
and subjective aspects, thus resulting in fuzzy boundaries between different gen-
res, many common features characterise objects belonging to the same genre.
Therefore, automatic genre classification provides a good way to capture seman-
tic information about multimedia objects. For instance, in video production,
genre is usually intended as a description of what type of content TV viewers
expect to watch.

In this work, a solution for automatic genre classification is presented. In
particular, we describe a framework that is able to discern between TV com-
mercials, newscasts, weather forecasts, talk shows, music video clips, animated
cartoons and football match videos. These genres are fairly representative of the
programme formats that are currently produced and distributed either through
the traditional distribution channels, such as broadcast, cable and satellite, or
through new platforms like the Internet or mobile phones. The present approach
is based on two foundations: (i) Multimodal content analysis to derive a com-
pact numerical representation (here in after called pattern vector – PV) of the
multimedia content; and (ii) Neural Network training process to produce a classi-
fication model from those pattern vectors. Neural networks are successfully used
in pattern recognition and machine learning [21]. Our system uses four multilayer
perceptrons to model both low-level and higher level properties of multimedia
contents. The outputs of these MLPs are combined together to perform genre
classification.

The remaining of the paper is organised as follows. The sets of extracted
features are detailed in Section 2. The process of genre classification based on
neural networks is described in Section 3. Experimental results are given in
Section 4. Finally, conclusions and future work are outlined in Section 5.

2 Proposed Feature Sets

Multimodal information retrieval techniques combine audio, video and textual
information to produce effective representations of multimedia contents [22].
Our system is multimodal in that it uses a pattern vector to represent the set
of features extracted from all available media channels included in a multime-
dia object. These media channels are representative of modality information,
structural-syntactic information and cognitive information. In the broadcast do-
main in which we operate, modality information concerns the physical properties
of audiovisual content, as they can be perceived by users (e.g. colours, shapes,
motion). Structural-syntactic information describes spatial-temporal layouts of
programmes (e.g. relationships between frames, shots and scenes). Cognitive in-
formation is related to high-level semantic concepts inferable from the fruition of
audiovisual content (e.g. genre, events, faces). An exhaustive analysis concern-
ing the representation of multimedia information content of audiovisual material
can be found in [16].

Starting from the basic media types introduced above, we derive the TV pro-
gramme pattern vector PV = (Vc, S, C, A). The pattern vector collects four
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sets of features that capture visual (Vc), structural (S), cognitive (C) and aural
(A) properties of the video content. We have originally designed some of these
features to reflect the criteria used by editors in the multimedia production pro-
cess. For example, commercials are usually characterised by a rapid mix of both
music and speech. On the other hand, the majority of talk shows present lengthy
shots and have less music and more speech contribution. The physical architec-
ture designed and implemented to calculate the pattern vector is presented in
[15]. The four feature sets included in the pattern vector are detailed in the
following subsections.

2.1 The Low-Level Visual Pattern Vector Component

The low-level visual pattern vector component includes seven features. Colours
are represented by hue (H), saturation (S) and value (V) [23]. Luminance (Y) is
represented in a grey scale in the range [16, 233], with black corresponding to
the minimum value and white corresponding to the maximum value. Textures
are described by contrast (C) and directionality (D) Tamura’s features [24].
Temporal activity information (T) is based on the displaced frame difference
(DFD) [26] for window size t = 1.

First, for each feature we compute a 65-bin histogram, where the last bin col-
lects the number of pixels for which the computed value of the feature is unde-
fined. The low-level visual features are originally computed on a frame by frame
basis (e.g. there is one hue histogram for each frame). To provide a global char-
acterisation of a TV programme, we use cumulative distributions of features over
the number of frames within the programme. Then, we model each histogram
by a 10-component Gaussian mixture, where each component is a Gaussian dis-
tribution represented by three parameters: weight, mean and standard deviation
[27]. Finally, we concatenate these mixtures to obtain a 210-dimensional feature
vector Vc = (H , S, V , Y , C, D, T ).

2.2 The Structural Pattern Vector Component

The structural component of the pattern vector is constructed from the struc-
tural information extracted by a shot detection module. First, a TV programme
is automatically segmented into camera shots. We define a shot as a sequence
of contiguous frames characterised by similar visual properties. Then, we derive
two features S1 and S2, obtaining a 66-dimensional feature vector S = (S1, S2).
S1 captures information about the rhythm of the video:

S1 =
1

FrNs

Ns∑

i=1

Δsi (1)

where Fr is the frame rate of the video (i.e. 25 frames per second), Ns is the
total number of shots in the video and Δsi is the shot length, measured as the
number of frames within the ith shot.
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S2 describes how shot lengths are distributed along the video. S2 is repre-
sented by a 65-bin histogram. Bins 0 to 63 are uniformly distributed in the range
[0, 30s], and the 64th bin contains the number of shots whose length is greater
than 30 seconds. All histograms are normalised by Ns, so that their area sums
to one.

2.3 The Cognitive Pattern Vector Component

The cognitive component of the pattern vector is built by applying face detection
techniques [5]. We use this information to derive the following three features:

C1 =
Nf

Dp
(2)

where Nf is the total number of faces detected in the video and Dp is the total
number of frames within the video.

The second feature (C2) describes how faces are distributed along the video.
C2 is expressed by a 11-bin histogram. The ith (i = 0, . . . , 9) bin contains the
number of frames that contain i faces. The 11th bin contains the number of
frames that depict 10 or more faces.

The last feature (C3) describes how faces are positioned along the video.
C3 is represented by a 9-bin histogram, where the ith bin represents the total
number of faces in the ith position in the frame. Frame positions are defined in
the following order: top-left, top-right, bottom-left, bottom-right, left, left, top,
bottom, centre.

All histograms are normalised by Nf , so that their area sums to one. We
concatenate C1, C2 and C3, to produce a single 21-dimensional feature vector
C = (C1, C2, C3).

2.4 The Aural Pattern Vector Component

The aural component of the pattern vector is derived by the audio analysis
of a TV programme. We segment the audio signal into seven classes: speech,
silence, noise, music, pure speaker, speaker plus noise, speaker plus music. These
computed duration values, normalised by the total duration of the video, are
stored in the feature vector A1. In addition, we use a speech-to-text engine [2] to
produce transcriptions of the speech content and to compute the average speech
rate in the video (A2). The aural component thus results in a 8-dimensional
feature vector A = (A1, A2).

3 Video Genre Classification

The process of video genre classification is shown in Figure 1. Let p be a TV
programme to be classified and Ω = {ω1, ω2, . . . , ωNω} be the set of available
genres. We firstly derive the pattern vector of p as described in Section 2. Each
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part of the pattern vector is the input of a neural network. We trained all net-
works by the iRPROP training algorithm described in [9]. The training process
runs until the desired error ε is reached, or until the maximum number of steps
MAXS is exceeded.

In order to define the most suitable network architecture for each part of the
pattern vector (i.e. the number of layers, neurons and connections), we considered
the following two factors:

1. The training efficiency η, inspired by the F-measure used in Information
Retrieval and expressed by Equation 3. The training efficiency combines the
training accuracy (the ratio of correct items to the total number of items
in the training set) and the training quality (the square error between the
desired output of an output neuron and the actual output of the neuron,
averaged by the total number of output neurons). The training efficiency,
the accuracy and the quality are all included in the range [0,1].

η =
2 · accuracy · (1 − quality)
accuracy + (1 − quality)

(3)

Figure 2 to Figure 5 show the training efficiency for each part of the pattern
vector;

2. The total number of hidden neurons (HNs) and the total number of hidden
layers (HLs).

For each NN we have an output vector Φ(p,n) = {φ
(p,n)
1 , . . . , φ

(p,n)
Nω

}, n = 1, . . . , 4

whose element φ
(p,n)
i (i = 1, . . . , Nω) can be interpreted as the membership value

of p to the genre i, according to the pattern vector part n. We then combine
these outputs to produce an ensamble classifier [17], resulting in a vector Φ(p) =
{φ

(p)
1 , . . . , φ

(p)
Nω

}, where:

φ
(p)
i =

1
4

4∑

n=1

φ
(p,n)
i (4)

We finally select the genre j corresponding to the maximum element of Φ(p) as
the genre with which to classify p.

Fig. 1. The video genre classification process
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Fig. 2. Training efficiency versus the number of neurons per hidden layer (n) for the
aural pattern vector component

Fig. 3. Training efficiency versus the number of neurons per hidden layer (n) for the
structural pattern vector component

Fig. 4. Training efficiency versus the number of neurons per hidden layer (n) for the
cognitive pattern vector component
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Fig. 5. Training efficiency versus the number of neurons per hidden layer (n) for the
visual pattern vector component

4 Experimental Results

4.1 The Experimental Dataset

The experimental dataset collects about 110 hours of complete TV programmes
from the daily programming of public and private broadcasters. We built the
dataset so that to obtain seven uniformly (w.r.t. the number of occurrences of
each genre in the TV programme schedules within a finite period of time) dis-
tributed genres: news, commercials, cartoons, football, music, weather forecasts
and talk shows. This experimental dataset could be made available for use by
researchers. Each TV programme was then manually pre-annotated as belonging
to one of the previous genres. Finally, we randomly split the dataset into K = 6
disjointed and uniformly distributed (w.r.t. the occurrence of the seven genres
in each sub-set) subsets of approximately equal size and used K-fold validation
of data. Each subset was thus used once as test set and five times as training
set, leading a more realistic estimation of classification accuracy.

4.2 Experimental Settings

In the experimental prototype we used the following libraries:

– The face detection task is performed using the RTFaceDetection library of-
fered by Fraunhofer IIS.1

– The speech-to-text task is performed using an engine for the Italian language
supplied by ITC-IRST (Centre for Scientific and Technological Research).2

– The neural network classifier is implemented using the Fast Artificial Neural
Network (FANN) library.3

1 http://www.iis.fraunhofer.de/bv/biometrie/tech/index.html
2 http://www.itc.it/irst
3 http://leenissen.dk/fann
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Based on the selection criteria presented in Section 3, we chose the following
network architectures:

– All networks have one hidden layer and seven output neurons with sigmoid
activation functions, whose outputs are in the range [0,1];

– All hidden neurons have symmetric sigmoid activation functions, whose out-
puts are in the range [-1,1];

– The Aural Neural Network (A-NN) has 8 input neurons and 32 hidden neu-
rons;

– The Cognitive Neural Network (C-NN) has 21 input neurons and 32 hidden
neurons;

– The Structural Neural Network (S-NN) has 65 input neurons and 8 hidden
neurons;

– The Visual Neural Network (VC-NN) has 210 input neurons and 16 hidden
neurons.

Finally, we set the desired error ε = 10−4 and the maximum number of steps
MAXS = 104.

4.3 Analysis of the Experimental Results

Table 1 reports the confusion matrix averaged on the six test sets. The obtained
classification accuracy is very good, with an average value of 92%. In some cases
the classification accuracy is greater than 95%. As expected, some news and talk
shows tend to be confused each other, due to their common cognitive and struc-
tural properties. Other false detection results may be due to the high percentage
of music with speech in the audio track of commercials, and thus misclassify-
ing some commercials as music clips. In addition, music genre shows the most
scattered results, due to its structural, visual and cognitive inhomogeneity.

Table 1. Confusion matrix for the task of TV genre recognition (Unit: 100%)

Genre Talk Shows Commercials Music Cartoons Football News Weath.For.
Talk Shows 91.7 0 0 1.6 0 6.7 0

Commercials 1.5 91 4.5 0 0 1.5 1.5
Music 1.7 5 86.7 5 1.6 0 0

Cartoons 0 0 3.4 94.9 0 0 1.7
Football 0 0 0 0 100 0 0
News 11.1 0 0 1.6 0 87.3 0

Weath.For. 1.5 1.5 0 1.6 0 0 95.4

4.4 Comparisons with Other Works

During the recent years many attempts have been done at solving the task of TV
genre recognition, according to a number of genres from a reference taxonomy
[1,3,4,6,8,12,13,19,20,28,29]. A comparison between our approach and some other
classification methods is reported in Table 2. From the analysis of previous works,
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several considerations can be made. First of all, the majority of past research
focused on either few genres, or well distinguishable genres. The approaches in
[1,6,8,20] led to focus on only one kind of genre (either cartoons or commercials).
Roach et al [19] presented a method for the classification of videos into three
genres (sports, cartoons and news). Dimitrova et al. [3] classified TV programmes
according to four genres (commercials, news, sitcoms and soaps). Truong et al.
[28] and Xu et al. [29] considered the same set of five genres, which includes
cartoons, commercials, music, news and sports. Liu et al. [13] used weather
forecasts instead of musics. Dinh et al. [4] split the music genre into two sub-
genres (music shows and concerts), thus resulting in a six-genre classifier. As
talk shows play an important role in the daily programming of TV channels, we
considered the talk show genre in addition to the genres used in [12,13,28,29].
Our classifier can thus distinguish a greater number of genres.

Another common drawback of existing works is that only a restricted set of
objects was used as representative of each genre. In fact, typical experimental
datasets consisted of few minutes of randomly selected and aggregated audiovi-
sual clips. We believe that this procedure is not applicable in real-world scenarios
(e.g. broadcast archives), where users are usually interested in classifying and
retrieving objects as whole and complete, rather than as fragments. To over-
come this limitation we used complete broadcasted programmes (e.g. an entire
talk show), thus limiting potential bias caused by authors in the clip selection
phase. A comparison between our experimental dataset and those used in previ-
ous works is reported in Table 3. Notice that the total dimension (in minutes) of
our experimental dataset increases by a factor of 37 w.r.t. the average dimension
of the experimental datasets used in previous works.

A third problem deals with the kind of classifier employed. In many cases,
classical statistical pattern recognition methods (i.e. crisp clustering algorithms
[4], decision trees [4,28], support vector machines [4,8], Gaussian mixture models
[19,29] and hidden Markow models [1,3,13]) were used. The biggest problem
behind statistical pattern recognition classifiers is that their efficiency depends
on the class-separability in the feature space used to represent the multimedia
data (see [11] for details). We addressed this problem by using four parallel
neural networks, each specialised in a particular aspect of multimedia contents,
to produce more accurate classifications. In addition, neural networks do not
require any a priori assumptions on the statistical distribution of the recognised
genres, are robust to noisy data and provide fast evaluation of unknown data.

Another important factor in the development of a classification system is
the choice of the data validation strategy [7]. Most of the earlier works used the
hold-out validation (HOV) technique [3,4,12,13,28,29], whereby the experimental
dataset is randomly split into two sub-sets for training and testing. The main
drawback of this method is that the classification accuracy may significantly
vary depending on which sub-sets are used. One approach used leave-one-out
cross-validation (LOOCV) of data [19], which involves the recursive use of a
single item from the experimental dataset for testing, and the remaining items
for training. This method is time consuming and its classification accuracy may
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Table 2. Classification accuracy compared between our work and some previous works

Authors Recognised
genres

Classifier
type

Dataset
Size

[minutes]

Data
Validation
Strategy

Classification
Accuracy

Dinh et al. [4] 6 k-NN 110 HOV 96%
Dinh et al. [4] 6 DT 110 HOV 91%
Dinh et al. [4] 6 SVM 110 HOV 90%
Xu et al. [29] 5 GMM 300 HOV 86%
Liu et al. [13] 5 HMM 100 HOV 85%

Truong et al. [28] 5 DT 480 HOV 83%
Liu et al. [12] 5 ANN 100 HOV 71%

Dimitrova et al. [3] 4 HMM 61 HOV 85%
Roach et al. [19] 3 GMM 15 LOOCV 94%

This work 7 MLPs 6692 KFCV 92%

be highly variable. In our system, we chose to use the K-fold cross-validation
(KFCV) of data. This approach limits potential bias that could be introduced
in the choice of training and testing data.

Finally, with regard to the accuracy of the experimental results, our approach
shows better performance than those in [3,12,13,28,29]. In two cases our approach
performs a bit worse [4,19].

Table 3. Details of some experimental databases used for the genre recognition task

Authors Clip Duration [seconds] Genre Duration [minutes]
Dinh et al. [4] 1 news (26), concerts (15), cartoons (19),

commercials (18), music shows (11),
motor racing games (21).

Xu et al. [29] 300 news (60), commercials (60), sports (60),
music (60), cartoons (60).

Liu et al. [13] 1.5 news (20), commercials (20), football (20),
basketball (20), weather forecasts (20).

Truong et al. [28] 60 news (96), music (96), sports (96),
commercials (96), cartoons (96).

Dimitrova et al. [3] 60 training (26), testing (35).
Roach et al. [19] 30 news (1), cartoons (7), sports (7).
This work 120 to 2640 music (233), commercials (209),

cartoons (1126), football (1053),
news (1301), talk shows (2650),
weather forecasts (120).

5 Conclusions and Future Work

In this paper we have presented an architecture for the video genre recognition
task. Despite the number of existing efforts, the issue of classifying video genres
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has not been has not been satisfactory addressed yet. We have overcome the
limitations of previous approaches by using complete TV programmes (instead
of shot clips of content), and by defining a set of features that captures both low-
level audiovisual descriptors and higher level semantic information. The greater
number of genres considered (w.r.t. previous works), the quality of the exper-
imental dataset built, the type of classifier employed and the data validation
technique used makes us conclude that our approach significantly improves the
state of the art in the investigated task. Future work will investigate the de-
velopment of new features, the introduction of new classes (e.g. action movie,
comedy, tennis, basketball) and the usefulness of new classifiers.
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