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Preface

AI*IA 2007 was the tenth in a series of international conferences on advances
in artificial intelligence held bi-annually in Italy by the Italian Association for
Artificial Intelligence (AI*IA). With a history of 20 years, the first congress after
the celebration of the 50th birthday of AI was a turning point and a good op-
portunity for reviewing the activities, research and achievements of these years.

AI research shows a growing impact on a variety of current problems ac-
cording to the assessment of well-known methods and approaches as well as
to novel paradigms (e.g, evolutionary computing). Most of today’s IT challenges
are strongly related to ideas, models and technological settings traditionally pur-
sued by AI in the last 50 years. Human-centered practices are nowadays the main
triggers of a variety of problems that the information society needs to tackle:
from security-related issues to distributed information access, from life-critical
applications to entertainment. It seems that most computer science interests are
oriented towards the automation of relevant and traditionally human-centered
tasks. In this perspective, AI takes a relevant, authoritative role, for its long-
standing tradition in cognitive models and algorithms as well as for its large her-
itage of interests, experiences and best practices. Tools and systems that spread
from non-traditional AI research are more and more rooted in paradigms well-
known in AI. The case of the Semantic Web is an example, where the emphasis
on representational aspects of data semantics, almost obvious for AI people, also
became a target for many researchers and practitioners outside AI.

These new challenges are all characterized by the central role played by hu-
mans as users but also producers of information or services and owners of critical
expertise on domains and processes. What AI brings into this game is the set of
paradigms and knowledge able to determine solutions and computational models
with a clear attitude: hiding the complexity of the underlying processes making
the use, adoption and penetration of new technologies harmonic with existing
human-centered practices. The attitude of making “natural” these transitions to
new technological settings is what we call human-oriented computing, as a unify-
ing paradigm for most of the traditional approaches in AI research. The cognitive
assumptions characterizing the AI approaches make the difference here.

The AI*IA 2007 Congress summarized the results in the diversified AI fields
and favored the interdisciplinary cross-fertilizations required. Advances in dif-
ferent broad areas were represented, ranging from knowledge representation to
planning, from natural language processing to machine learning. Special tracks
were designed to emphasize some specialized fields. The three Special Tracks
were: “AI and Robotics,” “AI and Expressive Media” and “Intelligent Access to
Multimedia Information” dedicated to progresses in significant application fields
that represent increasingly relevant topics.



VI Preface

The above contents are embodied in the proceedings of 52 papers together
with 18 papers for the three Special Tracks. In total, 80 papers were submitted
to the main conference of which 43 were selected as technical papers and 9 as
posters. Papers are representative of a wide international research community
with 15 countries involved and a percentage of 28% papers originating from
research institutions located outside of Italy.

We would like to express our gratitude to the AI*IA Board that selected the
Tor Vergata AI group for the organization of the 2007 congress. In particular,
we thank Marco Schaerf and Salvatore Ruggieri for their continuous help and
encouragement. A special thanks goes to Daniele Nardi and Vincenzo Lombardo,
Chairs of the Special Tracks on AI and Robotics and AI and Expressive Media,
respectively. They made these in-depth explorations of new fields possible, giving
an excellent contribution to the technical quality of this volume. A crucial role
was also played by the members of the Conference and Special Track Program
Committees, and all the referees, for their major support in the hard review
process. Our gratitude goes to all of them for the precious work in the selection
of the high-quality papers appearing in these proceedings.

A particular thank-you goes to our supporting institutions: the University
of Rome, Tor Vergata for hosting the event in the wonderful location of Villa
Mondragone; the “Unione Industriale e delle Imprese di Roma e del Lazio” for its
effort in the dissemination of the event at the industrial level; Rome Municipality
for its general advice as the closest public institution. The congress industrial
sponsors, IBM Italy, Google Inc., CELI, Exprivia S.p.A, also gave a vital support
to the congress. In particular, we thank CELI for funding the Best Paper award,
as well as IBM Italy, ENEA and Fondazione Bruno-Kessler1 that supported the
organization of three relevant workshops, hosted by the congress.

Last, but certainly not least, our thanks goes to the ART (AI Research @
Tor Vergata) group that acted as the local organization team: Diego De Cao,
Francesca Fallucchi, Cristina Giannone, Alessandro Moschitti, Paolo Marocco,
Daniele Pighin, Marco Pennacchiotti, Marzia Barbara Saraceno, Armando Stel-
lato and Fabio Massimo Zanzotto. Without their invaluable effort in the organi-
zation and timely problem solving, AI*IA 2007 would not have been possible.

June 2007 Roberto Basili
Maria Teresa Pazienza

1 previously ITC-Irst, Trento
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Natural Language Processing

The JIGSAW Algorithm for Word Sense Disambiguation and Semantic
Indexing of Documents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

P. Basile, M. Degemmis, A.L. Gentile, P. Lops, and G. Semeraro

Data-Driven Dialogue for Interactive Question Answering . . . . . . . . . . . . . 326
Roberto Basili, Diego De Cao, Cristina Giannone, and
Paolo Marocco

GlossExtractor: A Web Application to Automatically Create a Domain
Glossary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 339

Roberto Navigli and Paola Velardi

A Tree Kernel-Based Shallow Semantic Parser for Thematic Role
Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

Daniele Pighin and Alessandro Moschitti

Inferring Coreferences Among Person Names in a Large Corpus of
News Collections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

Octavian Popescu and Bernardo Magnini

Dependency Tree Semantics: Branching Quantification in
Underspecification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Livio Robaldo

Information Retrieval and Extraction

User Modelling for Personalized Question Answering . . . . . . . . . . . . . . . . . 386
Silvia Quarteroni and Suresh Manandhar



XIV Table of Contents

A Comparison of Genetic Algorithms for Optimizing Linguistically
Informed IR in Question Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 398

Jörg Tiedemann

A Variant of N-Gram Based Language Classification . . . . . . . . . . . . . . . . . . 410
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Abstract. Games, by definition, offer the challenge of the presence of
an opponent, to which a playing strategy should respond. In finite-timed
zero-sum games, the strategy should enable to win the game within a
limited playing time. Motivated by robot soccer, in this talk, we will
present several approaches towards learning to select team strategies in
such finite-timed zero-sum games. We will introduce an adaptive play-
book approach with implicit opponent modeling, in which multiple team
strategies are represented as variable weighted plays. We will discuss dif-
ferent plays as a function of different game situations and opponents. In
conclusion, we will present an MDP-based learning algorithm to reason
in particular about current score and game time left. Through extensive
simulated empirical studies, we will demonstrate the effectiveness of the
learning approach. In addition, the talk will include illustrative examples
from robot soccer. The major part of this work is in conjunction with
my PhD student Colin McMillen.
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Abstract. Artificial intelligence methods open up new possibilities in
art and entertainment, enabling the creation of believable characters with
rich personalities and emotions, interactive story systems that incorpo-
rate player interaction into the construction of dynamic plots, and inter-
active installations and sculptural works that are able to perceive and
respond to the human environment. At the same time as AI opens up
new fields of artistic expression, AI-based art itself becomes a funda-
mental research agenda, posing and answering novel research questions
which would not be raised unless doing AI research in the context of art
and entertainment. I call this agenda, in which AI research and art mu-
tually inform each other, Expressive AI. These ideas will be illustrated
by looking at several current and past projects, including the interactive
drama Facade. As a new game genre, interactive drama involves socially
and emotionally charged interaction with characters in the context of a
dynamically evolving plot.
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Artificial Ontologies and Real Thoughts: 
Populating the Semantic Web? 

Khurshid Ahmad 

Trinity College, Dublin Ireland 

Abstract. Corpus linguistic methods are discussed in the context of the 
automatic extraction of a candidate terminology of a specialist domain of 
knowledge. Collocation analysis of the candidate terms leads to some insight 
into the ontological commitment of the domain community or collective. The 
candidate terminology and ontology can be easily verified and validated and 
subsequently may be used in the construction of information extraction systems 
and of knowledge-based systems. The use of the methods is illustrated by an 
investigation of the ontological commitment of four major collectives: nuclear 
physics, cell biology, linguistics and anthropology. An analysis of a diachronic 
corpus allows an insight into changes in basic concepts within a specialism; an 
analysis of a corpus comprising texts published during a short and fixed time 
period –a synchronic corpus- shows how different sub-specialisms within a 
collective commit themselves to an ontology. 

1   Introduction 

The discovery of semantics by artificial intelligence researchers in the mid 20th 
century will serve as an exemplar of what converts feel when discovering something 
for themselves. Latter-day AI researchers had the enthusiastic confidence of early 
converts. Broad and nebulous terms were coined to describe the scope of artificial 
intelligence: frames (Marvin Minsky),epistemological engineering (Donald Michie) 
conceptual graphs (John Sowa), inheritance reasoning (Terry Winograd) and 
circumscription (John McCarthy) gave way to explicit conceptualizations, 
terminological logics, and a whole host of web acronyms– such as OIL, DAML.  

The term AI was coined in 1956 with a mission to develop an overarching view of 
knowledge, thought and cognition. This view was expected to inform the 
development of intelligent systems but led to systems that could only solve ‘toy 
problems’. About 20 years later, the mission was revised and the focus of AI was on a 
narrow, application-driven view of knowledge, thought and cognition and this view 
led to the development of systems that can solve well-defined problems and have a 
limited learning capability. One of the major challenges facing the AI community is 
the development of systems for automatically extracting information and knowledge 
directly from documents. Documents originating from a specialist domain of 
knowledge are indexed according to keywords. The choice and usage of keywords is 
motivated by a desire for communicating information and knowledge as accurately 
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and as precisely as possible. The choice and usage of keywords in a specialism is 
equally motivated by the ontological commitment of a specialist domain community 
or collective. The organisation of the keywords in hierarchies and networks enables 
an indexer to organise the documents. The organisation is also used to enable 
members of a collective to retrieve documents manually and latterly through search 
engines. The keywords and the organisational framework are surrogates of knowledge 
within a specialist domain – a trace of knowledge, which may be referred to as 
domain ontology. And indeed experts in a specialist domain have been enlisted to 
produce an ontology of their specialism (see [23], for example).  

Language plays a key role in the communication of concepts. There are several 
ways of investigating language ([29]):  

(i) Introspection or observation that typically involve methods from philosophy 
and logic;  

(ii) Elicitation experiments that are rooted in methods and techniques of 
psychology or anthropology; and,  

(iii) Systematic study of archives of texts and artefacts involving methods of data 
archiving and curation used extensively in empirical linguistics for example.  

One can argue that like other rationalists, a number of ontologists have relied on 
their introspection that formal logic will help to decipher the conceptual structure of a 
domain or the ontological commitment of the domain collective ([35,37,16]). The use 
of philosophical and deviant logics has also been suggested – this argument is put 
forward by the proponents of Bayesian systems and proponents of fuzzy logic 
([10,26]). And elicitation experiments have been used by some ontologists to decipher 
the conceptual structure of a domain ([12]). There is discussion in the literature that 
these alternatives are complementary in nature ([17]). 

The empirical route for deciphering the conceptual structure of a domain involves a 
systematic examination of domain texts using methods of text analysis ([4,3,15]). 
Hybrid methods using text analysis, for finding key ‘patterns’ in the discourse of 
medical collectives of differing interests, and formal logic have also been proposed 
([31]). The use of established general language a-priori hand-crafted thesauri to check 
how ‘clean’ an existing, formalised taxonomy within an arbitrary collective has also 
been described ([33]).  

The empirical data driven approach in this paper, however, relies solely on a text 
archive of a given collective for the identification and extraction of candidate single 
key words. The candidates are then used to populate a glossary of terms for the 
collective. This glossary is used to identify collocation patterns for the candidates, 
leading to a further population of the glossary, and establishing relationships between 
the keywords. The assumption is that a headword labels a key concept, describes an 
event, or denotes a person, place or thing. This keyword-based approach helps in the 
creation of a network that can be asserted directly into a representational system like 
PROTÉGÉ. If the text archive is updated with the addition of new texts, then the 
candidate keyword glossary can be re-populated, new terms will be taken into account 
and the influence of older, un-fashionable, and lesser-used terms will diminish in the  
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frequency count. Our glossary is generated and not hand crafted. The results for 
creating a domain terminology and ontology using this empirical approach are 
encouraging.  

In the next section on writing ontology, I will illustrate the use of the method for 
automatic term extraction and ontology construction by an analysis of the ontology 
collective itself: a synchronically organised corpus of texts in ontology is analysed to 
show the ontological commitment of a small, representative group of ontologists. 
Following writing ontology, I will introduce a text-informed method for building 
thesauri in specialist domains: I will try and demonstrate how the preferential use of 
certain words in the writings of specialists can be used for automatically extracting 
terminology and subsequently the ontology of their specialism.  

The study of how a given language or a given science is used in the 
conceptualisation of a specialism is regarded by Barry Smith as internal metaphysics: 
‘the study of the ontological commitments of specific theories or systems of beliefs’ 
([36]). Smith notes that linguists, psychologists and anthropologists have sought to 
‘elicit the ontological commitments of [..] different cultures and groups’ (ibid). In the 
section entitled nuclei: nucleus, cell, language, ethnology and ideology, I will seek to 
explore the ontological commitment of researchers in nuclear physics, cell biology, 
theoretical linguistics and cultural anthropology by exploring their use of vocabulary. 
This study was carried out by examining a randomly sampled collection of specialist 
texts. I will try and demonstrate that a diachronic analysis of texts in a specialism 
shows what is popularly regarded as ‘paradigm shift’; I will look at the developments 
in nuclear physics over a 100 year period related to the nuclear atom and 
developments in linguistics, especially the variation in the terminology of Noam 
Chomsky over a 30 year period to identify possible paradigm shifts in the two 
subjects. An analysis of texts produced in the same time period within the sub-
branches of a discipline suggests to me that the nuances of terms used across 
disciplines is changed so that sub-domains can be differentiated. To this end I have 
used my method to investigate two sub-branches in cell biology (mammalian and 
bacterial cell biology) and four in anthropology (cultural, social, medical, and 
psychological anthropology). The results appear encouraging. 

My intention is to explore whether one can understand ontological commitment in 
a given domain without referring to a discourse external reality or to the mental state 
of the members of the domain collective (Teubert made this point very elegantly in 
the context of corpus linguistics, [38]).  

2   Writing Ontology? Terminology and Ontological Commitments 
of Ontologists 

Those involved in any collective exercise tend to develop a semiotic system of their 
own. This system has icons defining the collective usually through language and in 
most cases through imagery and sounds. Doing science, theoretical or experimental, 
involves joining a defined collective of scientists, either as an interested lay-person or  
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as a potential member of the collective. In so doing, one has to learn the vocabulary of 
the given science to join a specific science collective. For example, a cell, a word 
borrowed from Old French into English, in biology is the ‘ultimate element in organic 
structures; a minute portion of protoplasm usually in a membrane’, but in the physics 
collective one has to define a cell as ‘a vessel containing one pair of plates immersed 
in fluid’ (OED Online - Oxford English Dictionary Online). OED Online tells us that 
the definition (of cell) in biology is related to the use of the word in general language 
where cell was used to refer to a compartment. In physics, or more accurately in 
physical chemistry, the term is related to its general language cousin ‘cell’ used to 
denote an enclosed space, cavity or sac. The first recorded use of the word as a 
biological cell was in 1672 and the use as chemical cell is found in documents dating 
back to 1828. In the 20th century the computing collective is defining a cell in three 
related ways: First as ‘an address or location in memory’, second as ‘the basic unit of 
a spreadsheet or some other table of text’, and third as ‘the name given to a packet in 
a packet switching system’ ([24]). It is no wonder Zellig Harris has remarked that 
special language is ‘a splinter of ordinary language’ ([20]).  

It appears that once a word is drawn into a collective and used to express a concept, 
label an object, describe an event or scene, or articulate a feeling, that word is used 
repeatedly. If the word happens to relate to a name (of a person, place or thing), it is 
often used in its plural form and sometimes adapted to describe an act also. One of the 
best examples is the use of the neologism/acronym laser beam –a beam created 
through ‘light-amplification by stimulated emission of radiation’ ([25]). We now have 
different types of lasers, and the acronym is used as a modifier as in laser printer and 
laser eye surgery for example. And, in the context of laser pointers we are warned 
that it is possible to “accidentally laser someone’s eye” ([39]). The collective, it 
appears, is economical: one word has many uses and all uses are well targeted so 
there is no confusion. A nuclear physicist is not looking for protoplasm in the nucleus 
and a biologist is not looking for neutrons, or protons or quarks, in animal or plant 
cells. This process of adapting words from general language, or occasionally creating 
a brand-new term (or neologism) is formalised through the agency of standardising 
organisations. The conformity shown by scientists and engineers to a given set of 
terms in established disciplines does not stop them from being as creative with the use 
of language as a painters’ use of a paint or a musicians’ plucking the string of a 
musical instrument.  

Frequently used single-word terms are often used in compound formation. For 
instance, an examination of a corpus of texts on the topic of ontology1 indicates that 
the most frequently used words in this domain, excluding the so-called closed class 
words or determiners, conjunctions, prepositions, and pronouns, include ontology, 
ontologies and ontological; these three terms appear once for every 100 words used in 
the ontology corpus (see Table 1). 

                                                           
1 A corpus of 38 papers and research reports on the topic of ontology was compiled that 

contains texts written by 18 researchers including Brian Smith and Nicola Guarino, 
comprising over 336,311 words in all. 
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Table 1. Most frequent open class words in our ontology corpus (N=336,311) 

RANK TOKEN FREQUENCY (f) RELATIVE FREQUENCY (f/N) 

16 ontology 1940 0.6% 

30 particular 864 0.3% 

39 web 714 0.2% 

40 world 688 0.2% 

41 knowledge 666 0.2% 

42 ontologies 665 0.2% 

48 ontological 647 0.2% 

50 relation 645 0.2% 

51 objects 639 0.2% 

52 self 629 0.2% 

The terms ontology (or ontologies) are frequently used either as heads of 
compounds, as in application ontology, biomedical ontologies, or, terms like 
X+ontology (or ontologies). In addition, terms ontology (and ontological) are used as 
modifiers, for instance, in ontology look-up service, and ontological commitment (see 
Table 2 & 3 below.  

Table 2. The uses of the term ontology as head in nominal compounds 

TOKEN +ONTOLOGY +ONTOLOGIES TOTAL 
formal 81  81 

application 34 9 43 
gene 40  40 

domain 13 8 21 
method 19  19 

fungalweb 18  18 
core 18  18 

generic  17 17 
philosophical 15  15 
foundational 10 5 15 
biomedical  13 13 

medical 6 5 11 
top-level 10  10 
applied 10  10 

linguistic  9 9 
representation 7  7 

minimal 6  6 
building  5 5 

Total 287 71 358 

Table 2 shows that in our small corpus, the term ontology appears to have 18 
preferred neighbours out of a vocabulary of over 16,000 unique words. My ontology 
corpus is dominated by articles by Brian Smith and Nicola Guarino (22 out of 38 
articles in the corpus are by them and their colleagues, see Table 6 for details). This 
domination is reflected by the very frequent use of highly theoretical terms like 
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formal ontology, philosophical ontology, foundational ontology and representational 
ontology (See Table 2). The presence of terms like gene ontology, fungalweb ontology 
and medical and bio-medical ontology, indicates the increasing importance of 
ontology in genomics, agricultural sciences, and bio-medical sciences. 

The adjective ontological shows similar preferences for key terms amongst all the 
tokens in the ontology corpus: In ontology literature, both the singular and plural 
forms of ontological commitment is used with about the same frequency, there no 
ontological theories but ontological theory is half as frequent as ontological 
commitment. (See Table 3). 

Table 3. Compound terms that comprise ontological as modifier of nominals 

ONTOLOGICAL + SINGULAR PLURAL TOTAL 
commitment 19 15 34 

level 10 9 19 
analysis 16  16 
nature 15  15 

engineering 12  12 
theory 9  9 

category  9 9 
status 8  8 

distinction  8 8 
choice  7 7 

sentence  7 7 
criterion  6 6 
TOTAL 89 72 161 

Linguists have noted that a collocation pattern shows a ‘habitual co-occurrence of 
individual lexical items […][that] are linguistically predictable to a greater or lesser 
extent’ ([11]). The frequently occurring compounds containing ontology, especially 
formal ontology, gene ontology and ontology library, appear to collocate with other 
terms to make longer compound terms that show further restrictions being placed on a 
notion expressed by a collocate (see Table 4). 

Using a text-based approach, usually one can also identify and then find 
elaborations of a term which is not used frequently: The collocating patterns of terms 
continuant and its synonym endurant, suggest that there may be contiuant entities that 
may be dependent or independent, and that there are physical and non-physical 
endurants (see Table 5). 

The empirical data driven approach described in the next section facilitates the 
generation of thesauri of specialist domain. Candidate keywords are identified and 
used to populate a glossary of terms for a specialist collective. Collocation patterns 
further expand this glossary and suggest relationships between terms. This keyword-
based approach helps in the creation of a network that can be asserted directly into a 
representational system like PROTÉGÉ. If the text archive is renewed by the addition 
of new texts, then the candidate keyword glossary can be re-populated – new terms 
will be taken into account and the influence of older, non-fashionable, and lesser-used 
terms will lose prominence. 
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Table 4. Multiword candidate terms that involve the use of ontology and ontological. Super-
ordinate terms are prefixed by the symbol (▼) and instances by ○2.  

ontology 
▼ formal ontology 
  ○ basic formal ontology 
▼ gene ontology 
  ○ gene ontology consortium 
  ○ gene ontology proceedings 
  ○ gene ontology project 
  ○ gene ontology tool 
 ▼ ontology library 
  ○ generic ontology library 
  ○ integrated ontology library 
 

ontological 
▼ ontological analysis 
  ○ direct ontological analysis 
  ○ ontological analysis theory 
▼ ontological categories 
  ○ basic ontological categories 
  ○ distinct ontological categories 
  ○ relevant ontological categories 
  ○ top-level ontological categories 
▼ ontological commitment 
  ○ minimal ontological commitment 
  ○ well-founded ontological commitment 

Table 5. Neologisms in the literature on ontology in our corpus (N= 336,311) 

continuant 
▼ continuant entities 
 ○ dependent continuant entities 
 ○ independent continuant entities 
 ○ continuant entity cells  

endurant 
▼ non-physical endurant 
 ○ non-physical endurant time 
▼ physical endurant 
 ○ eventive physical endurant  

3   A Text-Informed Method for Building Thesauri  

Quine’s observations related to ‘words’ provide an inspiration for a text-informed 
method for building a thesaurus: “Words, or their inscriptions, unlike points, miles, 
classes, and the rest, are tangible objects of the size so popular in the marketplace, 
where men [or women] of unlike conceptual schemes communicate with each other” 
([28]).  

As early as the 1940’s, Stanley Gerr ([14]) noted that the size of scientific 
vocabulary is in itself an indication of progress in that science and that language 
facilitates the verbalization of conceptualisations through the construction of 
compound terms for representing complex and/or derivative concepts. This 
verbalization is facilitated through a reduction in syntactic complexity. The syntactic 
reduction and the precision in use of terms appear to be an attempt by scientists to 
organise their thoughts using the apparatus of formal logic ([14]). The evidence of the 
verbalization of conceptualisation can be found in written texts and speech excerpts of 
members of a thought collective. There are four observations of leading pioneering 
corpus linguists that have guided me in the development of the automatic term and 
inter-term relationship extraction method from such written or spoken texts: 

FIRST OBSERVATION: Frequency of a lexical token usually correlates with its 
acceptability within a linguistic community, [30]. 

                                                           
2 These hierarchies were produced automatically by marking up the collocational patterns in 

RDF and then processing the RDF file through the PROTÉGÉ system. 
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SECOND OBSERVATION: Semi-preconstructed phrases constitute single choices, even 
though they might appear to be analysable into segments’, [32]. 

THIRD OBSERVATION: There are subsets of a natural language, for example, subject-
matter sublanguages that are characterised by: ‘a limited vocabulary […] in which the 
occurrence of other words is rare’, [20];  

FOURTH OBSERVATION: What members of a collective, for instance, scientists, do is to 
‘take resources that already existed in English and bring them out of hiding for their 
own rhetorical purposes: to create a discourse that moves forward by logical and 
coherent steps, each building on what has gone before’, [18].  

Computationally, we can identify terms through a contrast by comparing the 
distribution of a token in a corpus of specialist texts with that of the distribution of the 
(same) token within a general language corpus. Consider the distribution of the 20 
most frequent tokens in our small corpus of ontology articles together with the 
relative frequency of these terms in both our corpus (fSP/NSP) and in the 100-million 
word British National Corpus (BNC3) (fBNC/ NBNC). The composition of our ontology 
corpus is shown below in Table 6. 

The distribution of the word the is approximately the same in the two corpora once 
we take into account the size of the corpus. In our corpus the is used 17352 times in a 
corpus of 336,311 tokens, while the occurs over 6 million times in the BNC that 
comprises 100 million words. The ratio of the two relative frequencies is 0.83 – that is 
the word is distributed in a similar manner in both the corpora; the same is true for a 
number of other tokens like is, or, in, of, a, and and so on. However, note the token 
ontology, ranked the 15th most frequent token in our ontology corpus, occurs 1940 
times out of 336,311 tokens, but ontology only occurs 52 times in the BNC – the ratio 
of two relative frequencies is 10895. This means that for every one occurrence of the 
token ontology in English of everyday usage, we will find 10895 occurrences of 
‘ontology’ in ‘ontology-speak’ (see Table 7), thereby suggesting some kind of special 
use.  

This ratio of relative frequencies is called a weirdness ratio ([6]) following the 
remarks of the British anthropologist, Bronsilaw Malinowksi that the South Sea 
shamans use the names of deities so frequently as to make their speech weird.  

It appears that the token ontology is a high frequency token with high weirdness. In 
order to quantify the fuzzy notion of ‘high’, we compute the standardised z-score for 
the frequency and for weirdness score for each token. If both the standardised scores 
are above a given threshold, our system will signal that the token is a candidate term. 
The threshold set at zero, therefore only those tokens whose frequency and weirdness 
is greater than or equal to the average frequency and average weirdness are selected. 
Low frequency and high weirdness tokens are excluded, for example spelling 
mistakes, and high frequency and low weirdness tokens are excluded, as they are 

                                                           
3 The BNC is a carefully sampled corpus comprising over 100 million words spread over 

4,000+ texts published mainly between 1960-1990 and cover genre as diverse as magazine 
articles, newspaper excerpts, romance and crime fiction, and a few scientific papers.  
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usually closed class words. Table 7 shows that 5 most frequently occurring tokens in 
our corpus have a high z-score for frequency, but a negative z-score for weirdness. 
This is not the case for the token ontology, which has both high frequency and 
weirdness values with (large) positive z-scores for both. 

Table 6. Composition of my Ontology corpus: texts were taken mainly from Applied Ontology, 
Synthese, BMC Bioinformatics journals 

Collectives or Specialistation 
Author 

Time 
Period Computing Genomics 

(Human+Plants)
Infectious
Disease 

Philosophy
& Logic 

Physics & 
Chemistry 

TOTAL 

Authors 
Smith et 

al 
Barry 

1978-
2006 

2 3  7  12 

Guarino 
et al 

Nicola 
1991-
2004 

10     10 

Baker et 
al 

Christopher 2006  1    1 

Borson Stig 2006   1   1 
Côté Richard G. 2006  1    1 

Donnely Maureen 2005    1  1 
Goggans P. 2000     1 1 
Hacking Ian 2001    1  1 

Hale Susan C 1991     1 1 
Hartati Sri 1995     1 1 

Jaiswal et 
al 

Pankaj 2006  1    1 

McIntyre Lee 2006     1 1 
Musen et 

al 
Mark 2007 1     1 

Rector et 
al 

Alan 2000 1     1 

Romana 
et al 

Dumitru 2005 1     1 

St. Anna Adonai S. 2000     1 1 
Stanford P. Kyle 2006   1   1 

Steve Geri 1995  1    1 
TOTAL 
Domains 

  15 7 2 9 5 38 

Table 7. Distribution of tokens in our ontology corpus (Nsp=331,669 words) and the BNC 
(NBNC =100, 467,090). The numbers in parentheses for the token ontology and its 
morphological variants are the frequencies of the tokens in the BNC.  

Rank Token fsp fsp/Nsp fBNC/NBNC Weirdness z-scores Term? 
   (a) (b) (a)/(b) zfsp zweird  

1 the 17352 5.16% 6.18% 0.83 40.67 -0.10 No 
2 of 14321 4.26% 2.94% 1.45 33.54 -0.10 No 
3 a 9532 2.83% 2.15% 1.32 22.28 -0.10 No 
4 and 8253 2.45% 2.68% 0.92 19.27 -0.10 No 
5 in 7279 2.16% 1.88% 1.15 16.98 -0.10 No 

15 ontology (52) 1940 0.58% 0.00005% 10895 4.42 3.32 Yes 
41 ontologies (1) 665 0.20% 0.000001% 197940 1.43 62.09 Yes 
46 ontological (279) 647 0.19% 0.00028% 690 1.39 0.11 Yes 
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As already indicated, the writings and speech patterns of scientists extensively use 
collocation patterns through the use of compound terms and frozen phrases. Usually 
one thinks of a collocation pattern in terms of a contiguous unit such as nuclear atom. 
These collocation patterns constitute qualifications and statements of possession, 
causality and so on related to the two or more constituent terms. Consider, the 
collocation uses of two terms in nuclear and atomic physics –atom and nucleus 
including non-contiguous collocates (see Table 8).  

Table 8. A concordance of the term atom from texts published between 1911 to 2002. (*) Niels 
Bohr 1911; (**) Phys Lett. A, 296, 2002; (***) Phys. Rev. 49, 324 (1936).  

-5 -4 -3 -2 -1  1 2 3 4 5 Ref 

    nuclear atom*      N. Bohr 
1911 

   nuclear hydrogen atom      N. Bohr 
1911 

     atom       

 nuclear interactions in kaonic atom       

nuclear transition energy for muonic atom       

    H atom nuclear cusp **    
Phys 

Lett. A, 
296, 
2002 

    
2-

electron atom possessing nuclear spin***   
Phys. 
Rev. 

49, 324 
(1936) 

     atom having infinite nuclear mass   

     atom, in its new nuclear   

The collocation patterns show the effect of the ontological commitment in the 
domain of physics to the notion of a nuclear, sub-divisible atom. The relation this 
collocation expresses between the two notions, one, a self-contained identifiable unit 
(the atom) and the other, the existence of its centre, kernel or nucleus, is not only a 
container-contained phenomenon. The collocation reveals that the atom has nuclear 
properties. Extending this there are new forms of atom, kaonic and muonic atoms, 
comprising a nucleus around which kaons and muons revolve rather than the old 
electron.  

The frequent use of collocation patterns has led to the claim that the language of 
science is becoming increasingly opaque ([21]). Despite the fact that many 
collocation patterns are deliberately introduced, it is still important to verify the fact 
of collocation through tests of statistical significance. And, here we face the difficulty 
in choosing an appropriate measure of association ([9], [13]). No matter, we will 
follow the two indicators of association developed by F. Smadja ([34]) because it 
takes into account longer-range collocations quite transparently. The terms to be 
collocated are those with positive z-scores for weirdness and frequency. The 
algorithm is set out below.  
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Let wi denote a keyword that collocates with another word wj in any of the k 
neighbourhoods indexed between –k/2 to +k/2, e.g. for k=10, we will have wj 
occurring in 5 positions to left of wi and 5 to the right; 

 Let k
ijf be the frequency of the word wj occurring in the k-th neighbourhood 

of wi 
Let Ui be the spread of the collocation between wi and wj defined in terms of 

a variance metric: 
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If the strength ( ijζ ) and spread (Ui) are both above a certain threshold then 

wi and wj are statistically acceptable collocates, otherwise such patterns are 
rejected.  

Smadja suggests 10 =ζ , and 100 =U  [34, pp155], which I have used. 

4   NUCLEI: Nucleus, Cell, Language, Ethnology and Ideology – 
Ontological Commitments in Four Domains  

In this section we demonstrate the extent to which the proposed method for text 
analysis facilitates the investigation of the ontological commitment for a given 
domain. The analysis automatically leads to a set of candidate terms and the 
compound terms are organised in a network that may be regarded as candidate 
ontology of the domain. The composition of the text corpora used in this study is 
shown below (Table 9). 

4.1   Nuclear Physics 

The atomist philosophy in physics was investigated towards the end of the 19th 
century as scientists tried to explain the origins of electricity. This attempted  
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Table 9. The composition of the 5 corpora of mainly British & American English special 
language used in my study 

Corpus 
Nuclear 
Physics 

Mammalian 
Cell Biology 

Bacterial 
Cell Biology 

Linguistics Anthropology 

No. of texts 398 43 53 68 374 Volumes 
No. of 
tokens 

1,934,658 309,007 273,424 1,659,266 39,471,742 

Time 1900-2007 1996-2006 1996-2006  1980-2002 

Genre 
Journals, Books, 
Letters, Popular 

Science 
Journals 

Journals and 
Books 

Journals and 
Books 

Journals, Book 
Reviews 

explanation and a host of experimental discoveries – unique spectra for each chemical 
atom, black body radiation, and indeed radioactivity – led to the foundation of 
quantum mechanics at the turn of 20th century. Within the next 10 years or so Niels 
Bohr, Ernst Rutherford, Heidi Yukawa and Jean Perrin all proposed a model of the 
nuclear atom; Rutherford went on to experiment on the artificial transmutation of 
elements – where protons and helium atoms were fired upon heavier stable elements 
to create unstable and radio-active elements. The Second World War caused a mass 
migration of scientists and a team led by Enrico Fermi in Rome created an atomic 
battery – the first chain reaction involving neutrons producing fission in Uranium 
([5]) which ultimately led to the construction and detonation of the first nuclear bomb.  

Diachronic Measure of Weirdness and Atomic Theory 
The creation of new compounds – and very seldom new single-word terms- indicates 
changes in a specialist domain that comprise innovations, revisions and rejections 
([1]). This compound formations happens when members of the domain collective try 
to assert an idea. The developments in physics at the turn of 20th century illustrate 
this point. Some physicists were convinced that the atoms of all elements have a 
nucleus and they wanted to convince their peers that the atom indeed is divisible: the 
repeated use of the collocation pattern atomic nuclei helped in the denial and rejection 
of the atomist philosophy. This rejection led to an innovation –nuclear physics; 
another compound term but this time includes a derivation of the term nucleus, the 
adjective nuclear as a modifier in the compound term. The new sub-discipline nuclear 
physics has been defined as ‘the physics of atomic nuclei and their interactions with 
particular reference to the generation of nuclear energy or nuclear physics for short’ 
([25]). 

The development of both experimental and theoretical nuclear physics from a 
standing start in the 1930s –the term was not even used until the late 1940s- clearly 
shows a change in the ontological commitment of the physics collective with 
awesome and awful effects. The decline of atomist philosophy in physics can be seen 
when we look at the relative distribution of key terms used in physics at the beginning 
of 20th century (texts in our Early Nuclear Physics corpus are used for that purpose 
and comprise articles written by Niels Bohr, Ernst Rutherford and Enrico Fermi 
amongst others) through to the period soon after the Second World War (1945-1970) 
and thence on to modern times (c. 1980-2007).  
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Table 10 shows relative decline of the terms used in the early period when 
compared to the later two periods. If we use the BNC to identify terms, we will still 
get high weirdness for terms ranging from the composite atom and the constituents 
nucleus and electrons, and the constituents of the nucleus –neutron, protons and the 
super-ordinate nucleon. But if we use our early corpus as a base, then the weirdness 
declines dramatically indicating the increasing non-use of certain terms (especially 
atom and electron) and even the term nuclei! (Table 10 has the details). 

Table 10. Change in the usage of key terms used in physics of atoms and nuclei in three 
periods when compared with a sample of English used generally (1960-1999) 

 Relative Frequency of  Usage   Weirdness 

 
1900-1945 

(N=201737) 
1945-1970 
(N=79773) 

1980-2007 
(N=1384317)) BNC 

1900-1945 
(45 texts) 

1945-1970 
(70 texts) 

 a b c   (b)/(a) ('c)/(b) 
Atom 0.48% 0.07% 0.009%  972 0.15 0.1 
nucleus 0.48% 0.31% 0.14%  964 0.65 0.4 
Electron 0.30% 0.22% 0.03%  605 0.74 0.1 
neutron 0.14% 0.19% 0.28%  1127 1.4 1.5 
Nuclei 0.24% 0.30% 0.25%  816 1.2 0.8 
nucleon 0.0003% 0.10% 0.16%  27262 344 1.7 
scattering 0.105% 0.26% 0.17%  208 3 1 
Proton 0.063% 0.17% 0.17%  307 3 1 

When we look at the collocates of the term nuclear, we see some dramatic changes 
in the collocation patterns – nuclear atom is less of a statistically significant collocate 
than was the case in the early period; nuclear physics and nuclear theory have become 
statistically significant collocates as measured by Smadja’s U and ζ –scores (if U is 
greater than 10 then invariably ζ is greater than 1, but reverse is not the case; we omit 
the value of ζ unless it is less than the threshold 1 – see Table 11): 

Table 11. Changes in the collocation ‘strength’ of compounds, comprising nuclear as a 
modifier, over a century in English special language of physics 

nuclear 
Collocate U-score 

Time Period atom charge theory reactions structure matter physics 

1890-1945 2 109 4 66 54 3 4 

1980-2007 0.4 189 64 1333 9137 8303 18755 

U-score ratio 0.2 1.7 16 20.2 169.2 2767.7 4688.8 

Halo Nuclei 
Having established their subject, the nuclear physicists have become more and more 
abstract. They talk about unstable nuclei and go on to create Carbon-17 from the 
stable Carbon-12 (6 neutrons and 6 protons) by artificially adding 5 extra neutrons 
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making a halo around the stable core C-12. The unstable systems remain alive and 
the extra neutrons go around the stable core in an orbit that comprises three 
interlocking rings, Borromean rings to be ‘precise’; but if one ring is removed the 
structure collapses. Currently these rings are also of interest in mathematical topology 
and the adjective Borromeo comes from the fact that three interlocking rings were an 
emblem of a minor Italian nobility – the Borromeo family. The stem ‘halo’ also refers 
to the observation that the planetary halo usually comprises dust particles: the 21st 
century artificially created nuclei have a neutron (proton) halo. The literal and 
metaphorical use of the term halo is quite firmly established and we find halo nuclei 
as the basis of other compounds; some of these are yet to ‘establish’ in that the U-
score and ζ values are below our empirical threshold of 10 and 1 respectively (see 
Table 12). 

Table 12. Collocations of the term nuclei and halo nuclei, where the compound is also found in 
other compounds. The symbol (▼) denotes a super-ordinate term and the instances are denoted 
by (○). 

Nuclei 
 

Collocate 
 

U-score 
 

z-score 
(ζ) 

Acceptable 
(U≥10, ζ≥1)? 

▼halo nuclei 6333 23 Yes 
 ▼neutron halo nuclei  101 101 Yes 
  ▼two- neutron halo nuclei  79 11 Yes 
 ○ borromean halo nuclei 46 9 Yes 
 ○ non-borromean halo nuclei 3 2 No 
 ▼halo nuclei breakup 11 7 Yes 
  ▼neutron halo nuclei breakup 0.4 3.5 No 
 ○ proton halo nuclei 2 1.9 No 

4.2   Linguistics 

Chomsky’s contribution to linguistics is immense but he has been a controversial 
figure within the linguistic community (see [19] for a rather dramatic account). For 
this reason, we begin a diachronic study of changes in linguistics with the texts of 
Noam Chomsky and investigate whether Chomsky’s terminology, and by implication 
his ontological commitment, is still intact in the current linguistic literature. The 
iconic terms introduced by Chomsky expressed his rationalist commitment through 
universal grammar, innateness, language acquisition device and other terms by 
inflecting the token grammar and using its derivations (grammatical) [2]. We 
examine the use of terminology in Chomsky’s own work and its continuing effect in 
the linguistics domain in the publications of a randomly selected group of linguistics 
researchers. 

Chomskyian Linguistics 
I do not have Chomsky’s books in digitised form and have to rely on the excellent 
facility provided by Amazon Inc., for ‘searching inside’ the books the organisation 
sells. Amazon provides a ‘concordance’ of each of the books they have in digitised 
form, comprising 100 most frequent words excluding closed class words. I have 
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looked at eight of Chomsky’s books published between 1957, his earliest, and 1995. 
These are very well cited books and are integral to many linguistics curricula. The 
ontological commitment to a universal (grammar) peaked in Chomsky’s writings, as 
represented by the random sample of his eight books, in 1965 (f=0.25%) and has 
waned to the same level (f=0.02%) in 1995 as it was in 1957. Language and Mind 
comprises the key mission of Chomsky: establishing linguistics as a discipline, 
convincing his peers of the innateness of language and concomitantly of the existence 
of a universal grammar (see Table 13 below)  

Table 13. Variation of the use of three key terms in Chomsly’s texts between 1957-1995 

 
Syntactic 
Structures 

Generative 
Grammar 

Aspects of 
Syntax 

Language and 
Mind 

Rules and 
Representations 

Government 
& Binding 

Barriers 
 

The 
Minimalist 

Prog. 

Year of Pub 1957 (2000) 1964 1965 2006 (1968) 1980 
1981 

(1993) 1986 1995 

Words 32,089 30,248 32,089 89,372 73,833 148,310 27,708 136,360 

Linguistic 0.44% 0.53% 0.53% 0.27% 0.10% 0.02% 0.04% 0.04% 

Universal 0.01% 0.02% 0.25% 0.24% 0.12% 0.00% 0.01% 0.02% 

Innate 0.00% 0.01% 0.07% 0.12% 0.08% 0.00% 0.00% 0.00% 

Chomsky is keen for us to think of language as a system; he seeks to create a 
theoretical foundation of the study of language and has taken a staunchly anti-
empirical stance against corpus linguistics. As a rationalist, Chomsky works with 
structures and rules (of grammar). Again, we see a peak in the use of these terms in 
Aspects of the Theory of Syntax (1965), after which the use of five key meta-
theoretical terms reverts to his earlier usage of the terms (until Government and 
Binding) and then declines to almost zero in the publications in the 1980s and 1990s 
(see Figure 1). 

Chomsky (57-95): Variations in general terms
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Fig. 1. Diachronic changes in 5 key terms in Chomsky over 28 years 

The term grammar, terms used frequently to describe language either at different 
level of linguistic description, syntactic and semantic, and terms used to describe 
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linguistic units, phrase and sentence, all show a decline in use in Chomsky’s writings; 
except for phrase that has a massive peak in Barriers (1986) and comprises 2.54% of 
all the text in the book (See Figure 2). 

Chomsky (57-95): Variations in linguistic terms
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Fig. 2. Diachronic variation in 5 language-specific terms in Chomsky between 1957-1995 

Modern Linguistics and Its Ontological Commitments 
Noam Chomsky’s influence can still be felt in our randomly sampled corpus that 
comprises papers from 1960-2006 comprising 1.65 million words. The key collocate 
used is universal grammar followed by generative grammar. But we also have 
frequent references to phrase-structure grammar and grammars that do not employ 
phrase structure rules like head-driven and generalised phrase structure grammars; 
Lexical functional grammar is also a strong collocate as are tense and categorical 
grammar (see Table 14). 

Table 14. Collocation patterns of the the term grammar in our linguistics corpus 

grammar (f=1979)  U-Score 
 ○ universal grammar  803 
 ○ generative grammar  514 
  ▼phrase structure grammar  334 
    ○ head-driven phrase structure grammar 86 
    ○ generalized phrase structure grammar 26 
  ○ lexical-functional grammar  292 
  ○ categorical grammar  80 
  ○ tense grammar  154 
  ○ transformational grammar  64 
  ○ relational grammar  26 
  ○ word grammar  24 

Chomsky’s contribution can still be felt through his original formulation of phrase 
structure grammar despite the fact that many of the recently developed grammars 
were formulated to improve upon his original idea. 
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4.3   Cell Biology: Commitments in Mammalian and Bacterial Cell Biology 

The key ontological commitment in biology is the concept of cell. There are a variety 
of cell types and for the purposes of illustration we will consider mammalian cells and 
bacterial cells. Texts were selected from journals and public-information documents 
in two major areas that related to types of cells mentioned above: study of mammalian 
cells in immunology and that of bacterial cells in bacteriology for diagnosis and 
therapy. The differences in commitment appear both at cellular level and at the next 
level down when the constituents of the cell are discussed – for instance the 
cytoskeleton of a cell - the internal scaffolding of cells which determines ‘cell shape, 
organizes structures within cells, and helps cells and growth cones of developing 
axons move.’(from Wikipedia). The different ways in which the knowledge of how a 
cell behaves – its movement or migration in the body of mammal or the adhesion of 
bacterial cells at a site – is denoted by the preferential use in the two related but 
divergent domains (Table 15). 

Table 15 shows that whilst the super-ordinate terms appear with equal strength in 
the two sub-disciplines, the instances of these terms can be only found in one domain 
and not the other. So, for example, the compound term cell migration is strongly 
present in the bacterial cell biology corpus (U=14165), and is still strongly present in 
the bacterial cell biology (U=382). But, all the instances of cell migration are found in 
the bacterial cell corpus. The opposite is true of cell adhesion, showing different 
ontological commitments. 

Table 15. Synchronic and contrastive analysis of two key ontological commitments (cell and 
cytoskeleton) in cell biology through the presence (or absence) of collocates of these terms. The 
symbol (▼) denotes a super-ordinate term and the instances are denoted by (○). 

UB-score UM-score 

 
Concept 

 
Collocates  

Bacterial Cell 
Biology 

(Bacteriology)
(N=273,424) 

Mammalian Cell 
Biology 

(Immunology) 
(N=309,007) 

▼ cell   f(cell)= 1,077 f(cell)=3,540 
 ▼cell migration  382 14,165 
  ○germ cell migration NF 490 
  ○endothelial cell migration NF 13 
  ○border cell migration NF 17 
 ▼cell adhesion 746 333 
  ▼tumor cell adhesion 51 NF 
  ▼metastatic cell adhesion 19 NF 

   
○ metastatic tumor 

cell adhesion 
13 NF 

▼cytoskeleton    65 248 
 ▼microtubule cytoskeleton 20 31 
 ▼actin cytoskeleton 1.4 1,842 
 ▼cytoskeleton motility NF 1,220 
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4.4   Anthropology 

Anthropology is a well-established subject that has overlapping boundaries with 
sociology, psychology, economics, zoology, medicine, law and religious studies. It is 
defined as the “science of man, or of mankind, in the widest sense.” (OED). In this 
section, I will present a synchronic analysis of the principal term in the subject 
kinship. Consider, first those collocates in which kinship appears as a modifier. The 
strength of the collocation kinship system is such that it appears as term in all the four 
domains –ethnology, cultural anthropology, medical anthropology and psychological 
anthropology. The two journals that cover all the domains, Journal of the Royal 
Institute of Anthropology (RIA) and the American Anthropologist (abbreviated as Am. 
Ant.) have all the five major collocates of kinship: system, terminology, ties, theory 
and categories. But except for articles in the journal on ethnology, American 
Ethnologist (Am. Ethn.), the other three branches of anthropology do not share the 
preference for these collocates. Here again, like the different branches of cell biology, 
a key concept (kinship) is shared across the domain, but not all of the compounds are 
so shared (Table 16 and 17). I have used the Journal of Cultural Anthropolgy (J. Cult. 
Ant.), Journal of Medical Anthropology (Med. Ant.) and Ethos – a journal of 
Psychological Anthropology. 

The collocations where kinship is modified by other terms, have even wider 
distributions of these collocates. By looking at the two multi-disciplinary journals in 
anthropology (Journal of the Royal Institute of Anthropology and American 
Anthropologist), we see that all collocations are present in these journals, except 
perhaps for lesbian and gay kinship. These terms are relatively more popular in 
cultural anthropology. There is no discernible collocate of X+kinship in either 
psychological or medical anthropology (Table 17). 

Table 16. The right-collocates of kinship in 6 journals of anthropology covering 4 subjects 

Subjects in Anthropology 
kinship+ 

General Ethnology General Culture Psychology Medicine 

Journal RIA Am. Ethn. Am. Ant. J. Cult. Ant. Ethos J. Med. Ant. 

fKinship 5071 3878 2657 671 276 246 

system 2122 1159 478 17 19 3 

terminology 1326 196 195 2 NF NF 

ties 239 659 128 7 4 6 

theory 170 295 29 7 0.4 0.4 

categories 78 11 3 0.3 0.1 1 

If we agree that the frequent use of a term, say kinship, indicates an ontological 
commitment to the concept underlying the term, then we one can argue that the less 
frequent use of the term (kinship), and its collocates (social kinship to gay kinship in 
Table 17 above) in psychological anthropology and in medical anthropology suggests 
there is less of a commitment in these branches of anthropology then is the case in 
others. 
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Table 17. Strong collocates with kinship as head word, in 6 journals of anthropology covering 
4 subjects 

Subjects in Anthropology 
+kinship 

General Ethnology General Culture Psychology Medicine 

Journal RIA Am. Ethn. Am. Ant. J. Cult. Ant. Ethos J. Med. 
Ant. 

fKinship 5,071 3,878 2,657 671 671 246 
social 222 392 164 2 2 1 
gender 385 562 133 60 4 6 
ritual 37 117 56  1  

american 183 212 39 377 1 4 
matrilineal 27 23 24 0.09 NF 0.09 

fictive 85 47 17 0.16 0.36 6 
bilateral 28 11 14 11   
lesbian (1.45) 0.09 0.36 117 0.36 0.36 

dravidian 484 42 2 NF NF NF 
aboriginal 36 1 0.09 0.09 0.16 0.06 
cognatic 46 3 1 1 0.09 0.36 

gay 0.64 0.09 0.36 42 0.09 0.36 

5   Afterword 

I hope that the above tour de force of a range of disciplines and a rather straight-
forward analysis of (randomly-selected) texts in the domain have given you some 
food for thought as to how we look at what there is synchronically and what there 
was which has now become what there is by a diachronic analysis of specialist 
domain texts 

I have focused on compound terms throughout this paper. But two collocating 
words are not just in the head+modifier (or modifier+head) position. Causal relations 
(X causes Y), meronymic relations (X is_a part of Y) and many other lexical-
semantic relations can be viewed as collocation patterns. Following Stanley Gerr and 
Zellig Harris, it is also possible to identify a local grammar that is exclusive to a 
domain of knowledge. Such a grammar, in principle, is a grammar of lexical semantic 
relations between terms of a domain.  

Given the emergence of e-books and the fact that most journal publishers are 
publishing a parallel e-journal, the idea that we can literally feed books into a 
computer system is not such a fictional one. The availability of texts in almost all of 
science and technology opens up the possibility of thoroughly investigating the 
ontological commitments of the members of a domain community. This, I think, is the 
first step towards populating a semantic system that is designed for processing 
knowledge. Once we have the basic and comprehensive data related to a domain –its 
terminology and the inter-relationship of the terms- only then we can seriously 
discuss which formal method to use for representing knowledge. The semantic web 
needs to be populated systematically – hence the need for formal schema; the 
semantic web must have an exhaustive coverage- hence the need for large volumes of 
domain as typically written by members of a domain community. 
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and Louise Travé-Massuyès2
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Abstract. In this paper we deal with the problem of model-based diag-
nosability analysis for Web Services. The goal of diagnosability analysis
is to determine whether the information one can observe during ser-
vice execution is sufficient to precisely locate (by means of diagnostic
reasoning) the source of the problem. The major difficulty in the con-
text of Web Services is that models are distributed and no single entity
has a global view of the complete model. In the paper we propose an
approach that computes diagnosability for the decentralized diagnostic
framework, described in [1], based on a Supervisor coordinating several
Local Diagnosers. We also show that diagnosability analysis can be per-
formed without requiring the Local Diagnosers different operations than
those needed for diagnosis. The proposed approach is incremental: each
fault is first analyzed independently of the occurrence of other faults,
then the results are used to analyze combinations of behavioral modes,
avoiding in most cases an exhaustive check of all combinations.

1 Introduction

Although many electronically controlled systems nowadays boast diagnostic
capabilities, the actual performance of run-time diagnosis depends on several
factors, and in particular on the design choices. This makes design-time diag-
nosability analysis a very important task in the design cycle of such systems.

In recent times automated diagnosis techniques have started being applied to
the software domain; in particular model-based diagnosis approaches have been
extended to deal with composed Web Services (WSs for short), as for example in
[2,3,4]. However, for the diagnostic tools to be successful, diagnosability analysis
becomes a design-time requirement also in these contexts.

Diagnosability tries to determine, given the current design and observability
degree of the system, which faults can actually be diagnosed at run-time. This
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type of analysis depends on the specific formalization of the notion of diagnosis
that is being used for on-line software. In this paper we analyze the problem of
diagnosability, with respect to the formalization of diagnosis introduced in [2]
and the algorithm described in [1].

Before giving a short description of this framework, it is worth pointing out
some peculiarities of the WS scenario, that pose some interesting problems with
respect to existing literature on diagnosability analysis.

Web Services are often obtained by composing the functionalities of several
simpler services. In this situation, it becomes important albeit difficult to find
which of the simpler services did actually cause a malfunctioning. First of all,
the parties that are involved in the composition, and then the model of the
overall composition, cannot be assumed to be statically known1. For example,
in an e-commerce scenario, it is easy to imagine that the shipment service is
instantiated at run-time, depending on the customer requirements and type of
delivery. Second, the internal models of the individual services are visible only
to their owners, which can of course be different ones.

This scenario is addressed by the diagnosis approach in [2,1] as follows:

– Each WS is described, as in the component-oriented style of model-based
diagnosis, by a relation among finite-valued variables that expresses
both the process flow (workflow) and the dependencies between input and
outputs of each workflow activity. Each activity is regarded as a possible
source of errors.

– Diagnosis is defined as the task of finding which activity (or set of) may have
caused the observed malfunctioning; formally the notion of consistency-
based diagnosis [5] is adopted.

– Diagnosis is carried out through a decentralized framework. Diagnostic
reasoning with respect to each WS model is performed by Local Diagnosers
(one for each WS), while a Supervisor propagates solutions from one Lo-
cal Diagnoser to the other, thanks to run-time information about the WSs
interfaces and their connections.

– Diagnostic reasoning exploits a least commitment approach: solutions are
represented as partial assignments to model variables, and variables that
appear irrelevant to the diagnostic process are left unassigned. This has the
twofold advantage of reducing the space needed to represent solutions and
of avoiding the involvement of Local Diagnosers which have nothing to do
with the observed problem. This approach has been generalized to any type
of discrete constraint-based model in [1], while its specific tailoring to the
WS case is discussed in [2].

In this paper we propose an algorithm for diagnosability analysis that builds
upon those ideas, and that exploits, at the Supervisor level, operations analogous
to those that Local Diagnosers implement for on-line diagnosis. We will show

1 In the WS literature different ways exist to compose WSs; not all of them are based
on a static model of the composition, therefore it is more general to assume that
such model does not exist.
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that, besides the above mentioned advantages, the usage of partial assignments
allows to perform an incremental analysis that at each step takes into consid-
eration more complex combinations of faults. Each step can reuse the results
of previous ones, thereby gaining in efficiency. Moreover, the output at each
step refines the analysis, so that a designer can interactively control the tradeoff
between detail in the result and computational costs.

As a difference with respect to the diagnostic approach, we will assume that
WSs are willing to disclose something more wrt their internal behavior: namely,
the values of observable variables associated with each fault hypothesis. This,
however, does not correspond to a centralized approach: the direct relation be-
tween fault hypotheses and observable is finally visible to the supervisor, but this
relation must be computed in a decentralized way exploiting private models.

This paper is organized as follows: first, we present a brief description of
the diagnosis approach in [1]. Then, we introduce some general notions related
to diagnosability, and we use them to define our approach. We then present a
complete example and discuss related work.

2 The Diagnosis Approach

As discussed in the previous section, the diagnosis framework we use as a refer-
ence has the following key features: it solves the problem of consistency-based
diagnosis for finite-valued relational models, by adopting a decentralized
approach and by exploiting a least-commitment strategy. Since the last point
is central to the diagnosability algorithm we discuss in this paper, it is worth
giving some more detail about it (see [1] for a more thorough description).

In the diagnosis algorithm, each Local Diagnoser has a threefold task: (i) ex-
plaining local observations and/or hypotheses on observations coming from other
Local Diagnosers (and forwarded by the Supervisor); (ii) using local observations
to discard hypotheses made by others; (iii) propagating the consequences of in-
ternal or external hypotheses so that others may discard them.

All these tasks are performed by finding those variable assignments that
are consistent with the hypotheses to explain/propagate/discard. However, only
variables that are relevant to the current task are considered, while the others
are left unassigned. The operation that does this computation is called Extend,
and it is also central to diagnosability analysis.

Extend works on partial assignments, that is functions that assign values to
variables but whose domain is a subset of the variables of the local model.

Extend is either invoked by the Supervisor, or autonomously executed by
the Local Diagnoser when it receives an alarm (the way diagnosis is activated).
In both cases, the results are sent to the Supervisor.

The input to Extend is a partial assignment representing a projection over
the local model variables of the current hypotheses in the system. The output
is a (possibly empty) set of partial assignments that extend the input, propa-
gating its values in the local model, and is meant to represent all the possible
explanation/consequences locally consistent with it. In case the Local Diagnosers
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has also some local observations, these are incorporated in the input assignment
before extending it.

Before returning the output set to the Supervisor, the Local Diagnoser re-
stricts all the partial assignments in it to public variables, that is variables whose
existence and value can be published to the Supervisor. These variables must
include, but are not necessarily limited to, interface and behavior mode vari-
ables. Only the former are however shared by the Supervisor with the other
Local Diagnosers, thus maintaining some privacy.

According to the framework in [1], the output set of extensions is built so that
it meets two requirements.

1. The set of extensions is sound and complete with respect to the input. This
means that the portion of model represented by the assignments in the set is
equivalent to the portion of the model represented by the input assignment
plus possibly the local observations.

2. Each extension in the set is admissible with respect to the local model. The
notion of admissibility is meant to formalize the least-commitment strategy:
intuitively, a partial assignment is admissible if it does not allow to infer
anything about the unassigned variables that could not be inferred using
the model alone.

3 Discriminability Analysis

Diagnosability analysis investigates the consequences of a fault on observable
values in order to understand whether it is possible to uniquely isolate the fault
starting from a given pattern of observables. More precisely, we need to distin-
guish the notion of fault, that is the individual state of one of the activities in a
WS, and the notion of fault mode, that is the complete state of all the activities
in the composite WS for which we want to do observability.

In the models we consider, each activity can either be ok (working as expected)
or ab (faulty), so if there are n activities there are n faults that can occur in the
system. A fault mode is instead a complete specification of ok/ab values for all
the activities, therefore a system has 2n possible fault modes2.

Full diagnosability would mean that every possible fault mode in a system
provides unique patterns of observable value; it is rather easy to see that this is
close to impossible to achieve, and, in most cases, it is not even a requirement,
given the improbability of some fault modes.

There are several ways for weakening this requirement so that it becomes prac-
tically interesting to study. For example, one could do the analysis only on fault
modes that have a reasonable probability to occur, as for example those with
single or double faults (i.e., 1 or 2 ab activities). Another possibility is to limit
the study to detectability, i.e. the problem of finding whether the observables
allow to distinguish a given fault mode from the “all ok” mode.
2 We will consider in this context that the “all ok” state is one of the possible fault

modes.
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Since, depending on the particular situation, many of these properties can be
of interest for the designer of a composite WSs, we prefer to focus on the notion
of discriminability, which is given with respect to a pair of fault modes:

Definition 1 (Discriminability). Two fault modes are discriminable if their
patterns of observable values are disjoint. Since we consider relational models,
this means that two fault modes f1 and f2 are discriminable if the portion M(f1)
of the global model consistent with f1, and the one (M(f2)) consistent with f2,
are disjoint when projected on observable variables.

Different types of “diagnosability analyses” can be obtained by choosing specific
pairs for a discriminability test. The approach that we present here ultimately
leads to a full discriminability analysis, but can be tuned to suit different needs.

As we discussed before, the diagnostic approach in [1] is centered around
the notion of partial assignment, the idea being that by keeping track only of
information that is relevant to the current analysis, one can store less information
and avoid performing unnecessary reasoning.

Moreover, the kind of computation that is locally needed in order to per-
form a global consistency check through several local ones (namely, the Extend

operation) naturally applies to partial assignments.
This leads us to the following definition:

Definition 2 (Partial fault mode). A partial fault mode is an assignment of
values (ok or ab) to some of the activity mode variables. A partial fault mode
in which all mode variables are assigned is simply a fault mode. The rank of a
partial fault mode is the number of mode variables it assigns, while its domain
is the set of mode variables it assigns. Two partial fault modes are said to be
alternative when they have the same domain, but assign a different value to at
least one mode variable. A partial fault mode pfm1 is a refinement for pfm2 if
every assigned variable in pfm2 is assigned with the same value in pfm1 and
pfm1 has a rank strictly greater than pfm2. In this case we also say that pfm2 is
a generalization of pfm1.

The notion of discriminability in the case of relational models can be naturally
extended to partial fault modes. It suffices to consider, in its definition, that f1

and f2 are partial fault modes.
Partial fault modes are actually more in number than “simple” fault modes:

for n activities in a WS, there are 3n partial fault modes. However, there are some
advantages in doing discriminability analysis over partial fault modes, especially
in the decentralized context. In fact, as we will shortly detail, we have that:

– the prediction of fault mode consequences (which is the part requiring the
cooperation of several local diagnosers) is only performed for partial fault
modes of rank 1. The actual discriminability analysis, that is, the comparison
of the observable patterns of two partial fault modes, can then be performed
by the Supervisor alone.

– The observable patterns are expressed in terms of partial assignments; that
is, irrelevant variables are left unassigned. This provides some more infor-
mation to the designer about the causes for non-discriminability.
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– It is necessary to compare only alternative partial fault modes, that is, partial
fault modes with the same rank and domain.

– The comparison of two alternative partial fault modes gives information also
on their refinements, sometimes allowing to avoid performing the discrim-
inability analysis for the refined pairs.

In particular, the algorithm exploits some properties that can be proved for
pfms and their extensions. A first property allows the Supervisor to reuse the
results of rank 1 analysis to compute extensions of pfms of higher ranks.

Property 1. Let pfm1 and pfm2 be two consistent partial fault modes, and
let us assume to have a complete set Ext(pfmi) of admissible extensions
for each of them. Then the set {α1 ∧ α2 | α1 ∈ Ext(pfm1), α2 ∈
Ext(pfm2), α1 consistent with α2} is a complete set of admissible extensions for
pfm1 ∧ pfm2.

A second one shows how extensions can be used to assess discriminability:

Property 2. Let pfm1 and pfm2 be two alternative partial fault modes, and let
us assume to have a complete set Ext(pfmi) of admissible extensions for each
of them. Then pfm1 and pfm2 are discriminable if and only if for all α1 ∈
Ext(pfm1), α2 ∈ Ext(pfm2), their restrictions α′

1 and α′
2 to observable variables

are not consistent (i.e. there is at least one variable for which they assign two
different values).

For some pairs of pfms (in)discriminability can be inferred from lower rank
results, without explicit analysis. This is straightforward for discriminability:

Property 3. Let pfm′
1 and pfm′

2 be two discriminable partial fault modes. Then
each pfm′′

1 , refinement of pfm′
1, and pfm′′

2 , refinement of pfm′
2, are discriminable.

Indiscriminability can be inferred under appropriate conditions:

Property 4. Let pfm1 and pfm2 be two alternative not discriminable partial
fault modes. Let D denote their (coincident) domain and Ext(pfm1), Ext(pfm2)
their complete sets of admissible extensions. Let m be a mode variable with
Dom(m) ∩D=∅.

If for every α1 ∈ Ext(pfm1), α2 ∈ Ext(pfm2), consistent with each other
when restricted to observable variables, it holds that Dom(α1) ∩ Dom(m) = ∅
and Dom(α2)∩Dom(m)=∅, then the combinations {(pfm1∧m=v1, pfm2∧m=
v2) | v1,2 ∈ {ok, ab}} are non-discriminable as well.

This property tells us that whenever at rank k a pair of partial fault modes
pfm1, pfm2 is non discriminable, and the extensions of pfm1, pfm2 do not mention
a given additional mode variable m, then we can avoid to further refine this pair
with m.

The algorithm can then be detailed as follows:

Step 1: The Supervisor computes a complete set of admissible extensions of all
partial fault modes of rank 1. It does so by exploiting the Extend operation
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offered by Local Diagnosers and detailed in [1], with the only difference that
Local Diagnoser treat all observable variables as public. In this way, for each
partial fault mode pfm of rank 1, the Supervisor acquires a complete set of
admissible extensions of pfm to observable, interface and mode variables.

Step 2: The Supervisor discards from the hypothesis table all the unobservable
interface variables, thereby keeping only mode and observable variables. For
each pfm the Supervisor has now a complete set of admissible extensions to
observables and mode variables alone3.

Step 3: The Supervisor performs discriminability analysis going rank by rank.
A discriminability analysis of rank k consists in comparing two alternative par-
tial mode assignments of rank k by exploiting their complete sets of admissible
extensions. The procedure is as follows:

Output=∅;Disc1 =∅;
ToDo1 ={(m = ok, m = ab) | m mode variable};
for (k=1; k ≤ maxrank ∧ ToDok �= ∅; k=k+1)

for each pair (pfm1, pfm2) ∈ ToDok

Ext1 =Extend(pfm1);Ext2 =Extend(pfm2);

AddDisc(Disck, Ext1,Ext2, pfm1, pfm2);

AddToDo(ToDok+1,Ext1,Ext2, pfm1, pfm2);

Output=Output ∪ Disck;

Disck+1 =Update(Disck, k + 1);

ToDok+1 =ToDok+1 \ Disck+1;

return Expand(Output, k);

The analysis proceeds rank by rank, that is it moves from more general partial
fault modes, to more refined ones. It stops when either the maximum rank has
been reached, or all the pairs of partial fault modes at higher ranks need not
be analyzed because their discriminability status can already be assessed from
the analysis of their generalizations at lower ranks. At the end of the algorithm
Output will contain the set of all pairs of discriminable alternative partial fault
modes of all ranks (including those that the algorithm did not explicitly analyze).

At iteration k, ToDok contains the set of pairs of alternative partial fault
modes of rank k that should be analyzed for discriminability. The goal of iteration
k is to find discriminable pairs of rank k, adding them to the output set, and to
prepare the pairs that should be analyzed during iteration k+1. For these reasons
it computes two sets: Disck (discriminable pairs of rank k) and ToDok+1 (pairs
to be analyzed in the next iteration).

For each element of a pair (pfm1, pfm2) ∈ ToDok a complete set of admissible
extensions is computed by Extend based on property 1.

AddDisc uses the results Ext1, Ext2 to assess, based on property 2, whether
pfm1 and pfm2 are discriminable. If the pair is found discriminable, Disck is
updated adding (pfm1, pfm2).

3 Due to space limits, it is not possible to discuss here the technical properties of
admissible extensions; some more detail can be found in [1].
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M1 O1

ok ok
ab ab
Activity A1

M2 X

ok ok
ab ab
Activity A2

M3 X O2 O3

ok ok ok ok
ok ab ab ab
ab ok ab ab
ab ab ok ab
Activity A3

M4 O1 O2 Y Z

ok ok ok ok ok
ok ab ok ok ab
ab ok ok ab ok
ab ab ok ab ab
ok ok ab ok ok
ok ab ab ok ab
ab ok ab ab ok
ab ab ab ab ab

Activity A4

M5 Y Z O3 O4 O5

ok ok ok ok ok ok
ok ok ab ok ok ok
ok ab ok ok ab ab
ok ab ab ok ok ab
ab ok ok ok ok ab
ab ok ab ok ab ok
ab ab ok ok ab ab
ab ab ab ok ab ab
ok ok ok ab ok ok
ok ok ab ab ok ok
ok ab ok ab ab ab
ok ab ab ab ok ab
ab ok ok ab ok ab
ab ok ab ab ab ok
ab ab ok ab ab ab
ab ab ab ab ab ab

Activity A5

Fig. 1. Illustrative example : two Web Services composed of five activities

Then, AddToDo updates the set ToDok+1 by adding only those pairs of par-
tial fault modes whose undiscriminability is not already certain, due to property
4, while property 3 allows Update to directly add in Disck+1 the refinements
of rank k discriminable pairs; this set can be subtracted from ToDok+1.

Since the analysis, thanks to search space pruning, could end before reaching
the maximum rank, the final output set is obtained by expanding all the dis-
criminable pairs found during the loop to higher ranks. In practice, the results
could be left implicit, without such an expansion.

4 Example

In this example we apply the algorithm defined in the previous section to the
Web Services whose model is described in figure 1. We assume that only interface
variables are observed. A Web Service variable is considered observable if the
observer is able to assess whether it is normal or not, thereby assigning a value
ok or ab to the corresponding model variable. The behavior of an activity is
described by a table; each tuple in the table corresponds to a valid combination
of ok and ab values for its variables.

At step one the Supervisor computes a complete set of admissible extensions
of all partial mode assignments of rank 1 (see figure 2). The information gathered
at this stage suffices for the rest of the analysis, and the Supervisor does not
need to invoke the Local Diagnosers anymore. As we said earlier, only observable
and mode variables are kept, while interface variables are discarded (none in this
case, since all interface variables are observable, see figure 1).
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pfm
mode vars observable vars

M1 M2 M3 M4 M5 O1 O2 O3 O4 O5

m1 ok ∗ ∗ ok ok ok ∗ ∗ ok ok
= ok ok ∗ ∗ ok ab ok ∗ ∗ ok ab

ok ∗ ∗ ab ∗ ok ∗ ∗ ab ab
m1 ab ∗ ∗ ok ok ab ∗ ∗ ok ok

= ab ab ∗ ∗ ok ab ab ∗ ∗ ab ok
ab ∗ ∗ ab ok ab ∗ ∗ ok ab
ab ∗ ∗ ab ab ab ∗ ∗ ab ab

m2 ∗ ok ok ∗ ∗ ∗ ok ok ∗ ∗
= ok ∗ ok ab ∗ ∗ ∗ ab ab ∗ ∗
m2 ∗ ab ok ∗ ∗ ∗ ab ab ∗ ∗

= ab ∗ ab ab ∗ ∗ ∗ ok ab ∗ ∗
m3 ∗ ok ok ∗ ∗ ∗ ok ok ∗ ∗

= ok ∗ ab ok ∗ ∗ ∗ ab ab ∗ ∗

pfm
mode vars observable vars

M1 M2 M3 M4 M5 O1 O2 O3 O4 O5

m3 ∗ ok ab ∗ ∗ ∗ ab ab ∗ ∗
= ab ∗ ab ab ∗ ∗ ∗ ok ab ∗ ∗
m4 ∗ ∗ ∗ ok ok ∗ ∗ ∗ ok ok

= ok ok ∗ ∗ ok ab ok ∗ ∗ ok ab
ab ∗ ∗ ok ab ab ∗ ∗ ab ok

m4 ∗ ∗ ∗ ab ab ∗ ∗ ∗ ab ab
= ab ok ∗ ∗ ab ∗ ok ∗ ∗ ab ab

ab ∗ ∗ ab ok ab ∗ ∗ ok ok
m5 ∗ ∗ ∗ ok ok ∗ ∗ ∗ ok ok

= ok ok ∗ ∗ ab ok ok ∗ ∗ ab ab
ab ∗ ∗ ab ok ab ∗ ∗ ok ab

m5 ∗ ∗ ∗ ab ab ∗ ∗ ∗ ab ab
= ab ok ∗ ∗ ok ab ok ∗ ∗ ok ab

ab ∗ ∗ ok ab ab ∗ ∗ ab ok

Fig. 2. The admissible extensions of all partial mode assignments of rank 1

At this point the Supervisor starts diagnosability analysis from rank 1. We
see that m1 and m4 are discriminable (i.e. m1 = ok is discriminable from m1 =
ab, and similarly for m4) thanks to property 2. Thus, these assignments are
inserted in the Disc1 set; each refinement of m1 = ok is discriminable from each
refinement of m1 = ab, and analogously for m4 = ok and m4 = ab. All these
refinements will be inserted in the Disc2 set so that the algorithm will not check
them anymore. Continuing with rank 1 analysis, the algorithm determines that:

– m2 is not discriminable (considering only restrictions to observable variables,
the second tuple of m2 = ok is consistent with the first tuple of m2 = ab)

– it needs to check m2 in combination with m3, since m3 is present in the
extensions of m2 (property 4).

Therefore, the algorithm inserts in the ToDo2 set the combinations:

(m2 = ok ∧ m3 = ok, m2 = ok ∧ m3 = ab), (m2 = ok ∧ m3 = ok, m2 = ab ∧ m3 = ok)

(m2 = ok ∧ m3 = ok, m2 = ab ∧ m3 = ab), (m2 = ok ∧ m3 = ab, m2 = ab ∧ m3 = ok)

(m2 = ok ∧ m3 = ab, m2 = ab ∧ m3 = ab), (m2 = ab ∧ m3 = ok, m2 = ab ∧ m3 = ab)

Analyzing the last fault mode variable, m5, the algorithm determines that it is
also non discriminable (considering only restrictions to observable variables, the
second tuple of m5 = ok is consistent with the first tuple of m5 = ab), and that
it needs to check at rank 2 combinations of m5 with m1 and m4.

Since we saw that m1 and m4 are discriminable, not all combinations of m5

with those mode variables need to be checked (more precisely, we do not need to
check those that are in Disc2, that is those where m1 or m4 have different values).
The algorithm inserts therefore the following four combinations in ToDo2:

(m5 = ok ∧ m1 = ok, m5 = ab ∧ m1 = ok), (m5 = ok ∧ m1 = ab, m5 = ab ∧ m1 = ab)

(m5 = ok ∧ m4 = ok, m5 = ab ∧ m4 = ok), (m5 = ok ∧ m4 = ab, m5 = ab ∧ m4 = ab)
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pfm
mode variables observable variables

M1 M2 M3 M4 M5 O1 O2 O3 O4 O5

(m2 = ok ∧ m3 = ok) ∗ ok ok ∗ ∗ ∗ ok ok ∗ ∗
(m2 = ok ∧ m3 = ab) ∗ ok ab ∗ ∗ ∗ ab ab ∗ ∗
(m2 = ab ∧ m3 = ok) ∗ ab ok ∗ ∗ ∗ ab ab ∗ ∗
(m2 = ab ∧ m3 = ab) ∗ ab ab ∗ ∗ ∗ ok ab ∗ ∗

(m5 = ok ∧ m1 = ok)
ok ∗ ∗ ab ok ok ∗ ∗ ab ab
ok ∗ ∗ ok ok ok ∗ ∗ ok ok

(m5 = ab ∧ m1 = ok)
ok ∗ ∗ ok ab ok ∗ ∗ ok ab
ok ∗ ∗ ab ab ok ∗ ∗ ab ab

(m5 = ok ∧ m1 = ab) ab ∗ ∗ ok ok ab ∗ ∗ ok ok
ab ∗ ∗ ab ok ab ∗ ∗ ok ab

(m5 = ab ∧ m1 = ab) ab ∗ ∗ ok ab ab ∗ ∗ ab ok
ab ∗ ∗ ab ab ab ∗ ∗ ab ab

(m5 = ok ∧ m4 = ok) ∗ ∗ ∗ ok ok ∗ ∗ ∗ ok ok

(m5 = ok ∧ m4 = ab)
ok ∗ ∗ ab ok ok ∗ ∗ ab ab
ab ∗ ∗ ab ok ab ∗ ∗ ok ab

(m5 = ab ∧ m4 = ok)
ok ∗ ∗ ok ab ok ∗ ∗ ok ab
ab ∗ ∗ ok ab ab ∗ ∗ ab ok

(m5 = ab ∧ m4 = ab) ∗ ∗ ∗ ab ab ∗ ∗ ∗ ab ab

Fig. 3. The contents of the ToDo2 set

At this stage, rank 2 analysis can start: combining the results of extend
at rank 1, all extensions of the partial fault modes contained in ToDo2 are
calculated. Examining the six pairs of partial fault modes containing m2 and
m3, the algorithm can determine that they are all discriminable except for
(m2 = ok ∧ m3 = ab,m2 = ab ∧ m3 = ok). The relative extensions do not
mention any other mode variables, therefore the algorithm can conclude that
each refinement of (m2 = ok ∧ m3 = ab) is non-discriminable from each re-
finement of (m2 = ab ∧m3 = ok). Examining the 4 pairs of partial fault modes
containing m5 and m1 or m4, the algorithm can determine that (m5 = ok∧m1 =
ab,m5 = ab ∧m1 = ab) and (m5 = ok ∧m4 = ok,m5 = ab ∧m4 = ok) are dis-
criminable. On the other hand, (m5 = ok ∧m1 = ok,m5 = ab ∧m1 = ok) and
(m5 = ok ∧m4 = ab,m5 = ab ∧m4 = ab) are non-discriminable. The extensions
of (m5 = ok ∧m1 = ok,m5 = ab ∧m1 = ok) mention m4, while the extensions
of (m5 = ok ∧m4 = ab,m5 = ab ∧m4 = ab) mention m1.

The algorithm puts in the ToDo3 set the following 2 combinations:

(m5 = ok ∧ m1 = ok ∧ m4 = ok, m5 = ab ∧ m1 = ok ∧ m4 = ok)

(m5 = ok ∧ m1 = ok ∧ m4 = ab, m5 = ab ∧ m1 = ok ∧ m4 = ab)

(m5 = ok ∧ m1 = ab ∧ m4 = ab, m5 = ab ∧ m1 = ab ∧ m4 = ab)

In fact, combinations with different values for m1/m4 are discarded due to
property 2 (m1 and m4 are discriminable, thus these combinations are in Disc3).

By checking the observable variables for each pair (see figure 4), the algorithm
finds that the first and the third one are discriminable, while the second one is
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pfm
mode variables observable variables

M1 M2 M3 M4 M5 O1 O2 O3 O4 O5

(m5 = ok ∧ m1 = ok ∧ m4 = ok) ok ∗ ∗ ok ok ok ∗ ∗ ok ok
(m5 = ab ∧ m1 = ok ∧ m4 = ok) ok ∗ ∗ ok ab ok ∗ ∗ ok ab
(m5 = ok ∧ m1 = ok ∧ m4 = ab) ok ∗ ∗ ab ok ok ∗ ∗ ab ab
(m5 = ab ∧ m1 = ok ∧ m4 = ab) ok ∗ ∗ ab ab ok ∗ ∗ ab ab
(m5 = ok ∧ m1 = ab ∧ m4 = ab) ab ∗ ∗ ab ok ab ∗ ∗ ok ab
(m5 = ab ∧ m1 = ab ∧ m4 = ab) ab ∗ ∗ ab ab ab ∗ ∗ ab ab

Fig. 4. The contents of the ToDo3 set

not. Since the extensions do not constrain other fault modes, the pair refinements
are non-discriminable as well. Therefore the algorithm stops at rank 3.

As a final result, two partial fault modes are not discriminable if and only
if they refine the pairs (m2 = ok ∧ m3 = ab,m2 = ab ∧ m3 = ok) or (m1 =
ok ∧ m4 = ab ∧m5 = ok,m1 = ok ∧ m4 = ab ∧m5 = ab). All other pairs are
discriminable. In this example a full discriminability analysis is obtained already
at rank 3 (while the maximum rank is 5).

5 Conclusions and Related Work

The decentralized diagnosability approach proposed in this paper is based on the
diagnosis algorithm developed in [2,1], and it is suited for the same application
context for the same reason: it allows models of individual Web Services to be
kept private. The main additional contribution of the diagnosability analysis in
this paper is an incremental approach, where the implications of each individ-
ual fault on observable variables are analyzed, identifying those consequences
that hold independently of the presence of other faults, and other observable
consequences that only hold assuming the presence or absence of some other
fault. Thanks to the newfound properties described in section 3, the results of
this analysis can be used to compute or infer discriminability results for specific
combinations of faults.

Distributed diagnosability analysis is also studied in [6,7], but the approach
focuses on discrete event systems modeled by communicating automata. Di-
agnosability is analyzed in the context of event-based diagnosis, which means
that the fault signatures are composed of sequences of events. In the discrete
event systems framework, other well-known methods for diagnosability analy-
sis, in particular [8], but also [9], [10], are devoted to centralized systems. In
[11], diagnosability is analyzed upon a logic based formalism and within a state-
based diagnosis framework that is closer to ours, however it focuses on cen-
tralized systems. The diagnosability analysis proposed in [12] also refers to a
state-based diagnosis approach for centralized systems. [13,14,11] provide defi-
nitions of faults, fault modes, signatures and discriminability bridging different
diagnosis approaches.
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Abstract. Finite model reasoning in UML class diagrams is an impor-
tant task for assessing the quality of the analysis phase in the develop-
ment of software applications in which it is assumed that the number of
objects of the domain is finite. In this paper, we show how to encode fi-
nite model reasoning in UML class diagrams as a constraint satisfaction
problem (CSP), exploiting techniques developed in description logics. In
doing so we set up and solve an intermediate CSP problem to deal with
the explosion of “class combinations” arising in the encoding. To solve
the resulting CSP problems we rely on the use of off-the-shelf tools for
constraint modeling and programming. As a result, we obtain, to the
best of our knowledge, the first implemented system that performs finite
model reasoning on UML class diagrams.

1 Introduction

The Unified Modelling Language (UML, [8], cf. www.uml.org) is probably the
most used modelling language in the context of software development, and has
been proven to be very effective for the analysis and design phases of the software
life cycle.

UML offers a number of diagrams for representing various aspects of the
requirements for a software application. Probably the most important diagram is
the class diagram, which represents all main structural aspects of an application.
A typical class diagram shows: classes, i.e., homogeneous collections of objects,
i.e., instances; associations, i.e., relations among classes; ISA hierarchies among
classes, i.e., relations establishing that each object of a class is also an object
of another class; and multiplicity constraints on associations, i.e., restrictions on
the number of links between objects related by an association.
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1..1
Curriculum

20..∗

enrolled
Student

1..1
Curriculum

1..1 1..1

20..∗
enrolledStudent

likes

(a) (b)

Fig. 1. UML class diagrams with (a) finitely satisfiable and (b) finitely unsatisfiable
classes

Actually, a UML class diagram represents also other aspects, e.g., the at-
tributes and the operations of a class, the attributes of an association, and the
specialization of an association. Such aspects, for the sake of simplicity, will not
be considered in this paper.

An example of a class diagram is shown in Figure 1(a), which refers to an
application concerning management of administrative data of a university, and
exhibits two classes (Student and Curriculum) and an association (enrolled)
between them. The multiplicity constraints state that:

– Each student must be enrolled in at least one and at most one curriculum;
– Each curriculum must have at least twenty enrolled students, and there is

no maximum on the number of enrolled students per curriculum.

It is interesting to note that a class diagram induces restrictions on the number
of objects. As an example, referring to the situation of Figure 1(a), it is possible
to have zero, twenty, or more students, but it is impossible to have any number
of students between one and nineteen. The reason is that if we had, e.g., five
students, then we would need at least one curriculum, which in turn requires at
least twenty students.

In some cases the number of objects of a class is forced to be zero. As an
example, if we add to the class diagram of Figure 1(a) a further association,
likes, with the constraints that each student likes exactly one curriculum, and
that each curriculum is liked by exactly one student (cf., Figure 1(b)), then it
is impossible to have any finite non-zero number of students and curricula. In
fact, the new association and its multiplicity constraints force the students to
be exactly as many as the curricula, which is impossible. Observe that, with a
logical formalization of the UML class diagram, one can actually perform such
a form of reasoning making use of automated reasoning tools1.

Referring to Figure 1(b), note that the multiplicity constraints do not rule out
the possibility of having infinitely many students and curricula. When a class is
forced to have either zero or infinitely many instances, it is said to be finitely
unsatisfiable. For the sake of completeness, we mention that in some situations
involving ISA hierarchies (not shown for brevity), classes may be forced to have
zero objects, and are thus said to be unsatisfiable in the unrestricted sense. The
above example shows that UML class diagrams do not have the finite model
property, since unrestricted and finite satisfiability are different.
1 Actually, current CASE tools do not perform any kind of automated reasoning on

UML class diagrams yet.
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Syntax Semantics
¬B ΔI \ BI

D1 	 D2 DI
1 ∩ DI

2

D1 � D2 DI
1 ∪ DI

2

∀R.D {a : ∀b. (a, b) ∈ RI → b ∈ DI}

Syntax Semantics
(≥ m R) {a : |{b : (a, b) ∈ RI}| ≥ m}
(≤ n R) {a : |{b : (a, b) ∈ RI}| ≤ n}

P− {(a, b) : (b, a) ∈ P I}

Fig. 2. Syntax and semantics of ALUNI

Unsatisfiability, either finite or unrestricted, of a class is a symptom of a bug
in the analysis phase, since either such a class is superfluous, or a conflict has
arisen while modeling different, antithetic, requirements. In particular, finite un-
satisfiability is especially relevant in the context of applications, e.g., databases,
in which the number of instances is intrinsically finite. Global reasoning on the
whole class diagram is needed to show finite unsatisfiability. For large, industrial
class diagrams, finite unsatisfiability could easily arise, because different parts
of the same diagram may be synthesized by different analysts, and is likely to
be nearly impossible to be discovered by hand.

In this paper, we address finite model reasoning on UML class diagrams, a
task that, to the best of our knowledge, has not been attempted so far. This
is done by exploiting an encoding of UML class diagrams in terms of Descrip-
tion Logics (DLs) [2], in order to take advantage of the finite model reasoning
techniques developed for DLs [4,5].These techniques, which are optimal from the
computational complexity point of view, are based on a reduction of reasoning
on a DL knowledge base to satisfaction of linear constraints.

The contribution of this paper is on the practical realization of such finite
modeling reasoning techniques by making use of off-the-shelf tools for constraint
modelling and programming. In particular, by exploiting the finite model reason-
ing technique for DLs presented in [4,5], we propose an encoding of UML class
diagram satisfiability as a Constraint Satisfaction Problem (CSP). We show that,
in spite of the high computational complexity of the reasoning task in general,
the aforementioned techniques are feasible in practice, if some optimizations are
performed in order to reduce the exponential number of variables in the con-
straint problem. We do so by relying again on the constraint solver itself, by
setting up and solving an auxiliary constraint problem that exploits the struc-
ture of real-world UML class diagrams.

We built a system that accepts as input an UML class diagram (written in the
standard MOF syntax2), and reasons on it according to the ideas above making
use of the ILOG’s oplstudio constraint system. The system allowed us to test
the technique on the industrial knowledge base CIM.

2 Description Logics

DLs [1] are logics for representing a domain of interest in terms of classes and
relationships among classes and reasoning on it. They are extensively used to
2 http://www.dmtf.org/

http://www.dmtf.org/
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formalize conceptual models and object-oriented models in databases and soft-
ware engineering [3,2], and lay the foundations for ontology languages used in
the Semantic Web.

In DLs, the domain of interest is modeled through concepts, denoting classes
of objects, and roles, denoting binary relations between objects. The semantics
of DLs is given in terms of an interpretation I = (ΔI , ·I) consisting of an
interpretation domain ΔI and an interpretation function ·I that maps every
concept D to a subset DI of ΔI and every role R to a subset RI of ΔI ×ΔI .
In this paper we deal with the DL ALUNI [4,5], whose syntax and semantics
are shown in Figure 2 (B and P denote respectively atomic concepts and roles,
D and R respectively arbitrary concepts and roles, m a positive integer, and n
a non-negative integer). The constructs (≥ m R) and (≤ n R) are called number
restrictions. We refer to [1] for more details on DLs.

An ALUNI knowledge base (KB) is constituted by a finite set of (primitive)
inclusion assertions of the form B � D. An interpretation I is called a model of
a KB if BI ⊆ DI for each assertion B � D in the KB. The basic reasoning tasks
in DLs are (finite) KB and concept satisfiability: a KB is (finitely) satisfiable if
it admits a (finite) model; a concept C is (finitely) satisfiable in a KB, if the KB
admits a (finite) model I such that CI 
= ∅.

Due to the expressiveness of the constructs present in ALUNI KBs, unre-
stricted and finite satisfiability are different problems, i.e., ALUNI does not
have the finite model property (cf. [5]). Unrestricted model reasoning is a quite
well investigated problem in DLs, and several DL reasoning systems that perform
such kind of reasoning are available (e..g, Fact++

3 or Racer
4).

Instead, finite model reasoning is less well studied, both from the theoretical
and from the practical point of view. To the best of our knowledge, no implemen-
tation of finite model reasoners has been attempted till now. Some works provide
theoretical results showing that finite model reasoning over a KB can be done
in EXPTIME for variants of expressive DLs, including ALUNI [4,5,10]. Notice
that this bound is tight, since (finite) model reasoning is already EXPTIME-
hard even for much less expressive DLs (enjoying the finite model property) [1].
These results are based on an encoding of the finite model reasoning problem
into the problem of finding particular integer solutions to a system of linear in-
equalities. Such solutions can be put in a direct correspondence with models of
the KB in which the values provided by the solution correspond to the cardinali-
ties of the extensions of concepts and roles. Also, the specific form of the system
of inequalities guarantees that the existence of an arbitrary solution implies the
existence of an integer solution. Moreover, from the encoding it is possible to
deduce the existence of a bound on the size of an integer solution, as specified
by the following theorem.

Theorem 1 ([5]). Let K be an ALUNI KB of size K, C an atomic concept,
ΨK,C the system of linear inequalities derived from K and C, and N the maximum
number appearing in number restrictions in K. Then, C is satisfiable in K if and
3 http://owl.man.ac.uk/factplusplus/
4 http://www.racer-systems.com/

http://owl.man.ac.uk/factplusplus/
http://www.racer-systems.com/
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m1..n1
C1

A
C2

m2..n2

C1 C2 . . . Cn

C

(a) (b)

Fig. 3. (a) UML binary association with multiplicity constraints. (b) ISA hierarchy.

only if ΨK,B admits a solution. Moreover, if a solution exists, then there is one
whose values are bounded by (K ·N)O(K).

In the following, we will exploit the above result to derive a technique for rea-
soning on UML class diagrams that properly takes into account finiteness of
the domain of interest. The technique is a based on an encoding of UML class
diagrams in terms of DL KBs, which we present in the next section.

3 Formalizing UML Class Diagrams in DLs

UML class diagrams allow for modelling, in a declarative way, the static struc-
ture of an application domain, in terms of concepts and relations between them.
Here, we briefly describe the core part of UML class diagrams, and specify the
semantics of its constructs in terms of ALUNI . An in-depth treatment on the
correspondence between UML class diagrams and DLs can be found in [2].

A class in a UML class diagram denotes a set of objects with common fea-
tures. Formally, a class C corresponds to a concept C. Classes may have at-
tributes and operations, but for simplicity we do not consider them here, since
they don’t play any role in the finite class unsatisfiability problem.

A (binary) association in UML is a relation between the instances of two
classes. An association A between two classes C1 and C2 is graphically rendered
as in Figure 3(a). The multiplicity m1..n1 on the binary association specifies
that each instance of the class C1 can participate at least m1 times and at most
n1 times to A, similarly for C2. ∗ is used to specify no upper bound. 5

An association A between the instances of classes C1 and C2, can be formalized
as an atomic role A characterized by C1 � ∀A.C2 and C2 � ∀A−.C1.

For an association as depicted in Figure 3(a), multiplicities are formalized by
C1 � (≥ m1 A)  (≤ n1 A) and C2 � (≥ m2 A−)  (≤ n2 A−).

In UML, one can use a generalization between a parent class and a child
class to specify that each instance of the child class is also an instance of the
parent class. Hence, the instances of the child class inherit the properties of the
parent class, but typically they satisfy additional properties that in general do
5 In UML, an association can have arbitrary arity and relate several classes, but for

simplicity we do not consider this case here (but see Conclusions). Aggregations,
which are a particular kind of binary associations are modeled similarly to associa-
tions.
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not hold for the parent class. Several generalizations can be grouped together to
form a class hierarchy (also called ISA hierarchy), as shown in Figure 3(b). Dis-
jointness and completeness constraints can also be enforced on a class hierarchy
(graphically, by adding suitable labels). A class hierarchy is said to be disjoint
if no instance can belong to more than one derived class, and complete if any
instance of the base class belongs also to some of the derived classes.

A class C generalizing a class C1 can be formalized as: C1 � C. A class
hierarchy as shown in Figure 3(b) is captured by Ci � C, for i = 1, . . . , n.

Disjointness among C1, . . . , Cn is expressed by Ci �
∧n

j=i+1 ¬Cj , for i =
1, . . . , n− 1. The completeness constraint expressing that each instance of C is
an instance of at least one of C1, . . . , Cn is expressed by C �

⊔n
i=1 Ci.

Here, we follow a typical assumption in UML class diagrams, namely that all
classes not in the same hierarchy are a priori disjoint. Another typical assump-
tion, called unique most specific class assumption, is that objects in a hierarchy
must belong to a single most specific class. Hence, under such an assumption,
two classes in a hierarchy may have common instances only if they have a com-
mon subclass. We discuss in the next section the effect of making the unique
most specific class assumption when reasoning on an UML class diagram.

The basic form of reasoning on UML class diagrams is (finite) satisfiability of
a class C, which amounts to checking whether the class diagram admits a (finite)
instantiation in which C has a nonempty extension. Formally, this corresponds
to checking whether the concept corresponding to C is (finitely) satisfiable in the
KB formalizing the diagram. As mentioned, unrestricted and finite satisfiability
in UML class diagrams (and also in ALUNI) are different problems.

The formalization of UML class diagrams in terms of DLs [2], and the fact that
instantiations of the UML class diagram must be finite, allows one to use on such
diagrams the techniques for finite model reasoning in DLs discussed in Section 2.
Specifically, the EXPTIME upper bounds apply also to finite model reasoning on
UML class diagrams [2]. Instead, the exact lower bound of reasoning on UML

class diagrams as presented above is still open. However, if one adds subsetting
relations between associations or the ability of specializing the typing of an
association for classes in a generalization, then both unrestricted and finite model
reasoning are EXPTIME-hard (see [2]). This justifies the approach taken in the
next section, where we address the problem of finite model reasoning on UML
class diagrams also from a practical point of view.

4 Finite Model Reasoning on UML Class Diagr. Via CSP

We address now finite class satisfiability in UML class diagrams, and show how
it is possible to encode the problem as a constraint satisfaction problem (CSP).

As mentioned, a technique for finite model reasoning in UML class diagrams
can be derived from techniques developed in the context of DLs. Such techniques
are based on translating a DL knowledge base into a set of linear inequalities
[4,5]. The formalization of UML class diagrams in terms of DLs implies that the
finite model reasoning techniques for the latter can be used also for the former.
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In the rest of this paper, we will deal directly with the UML class diagram
constructs, considered, from a formal point of view, as abbreviations for the
corresponding DL concepts and roles.

Intuitively, consider a simple UML class diagram D with no generalizations
and hierarchies. Figure 3(a) shows a fragment of such a diagram, in which we
have two classes C1 and C2 and an association A between them. It is easy to
see that such a class diagram D is always satisfiable (assuming mi ≤ ni) if
we admit infinite models. Hence, only finite model reasoning is of interest. We
observe that, if D is finitely satisfiable, then it admits a finite model in which
all classes are pairwise disjoint. Exploiting this property, we can encode finite
satisfiability of class C1 in D in a constraint satisfaction problem. The variables
and the constraints of the CSP are modularly described considering in turn each
association of the class diagram. Let A be an association between classes C1 and
C2 such that the following multiplicity constraints are stated (cf. Figure 3(a)):

– There are at least m1 and at most n1 links of type A (instances of the
association A) for each object of the class C1;

– There are at least m2 and at most n2 links of type A for each object of C2.

In the special case in which neither C1 nor C2 participates in an ISA hierarchy,
the CSP is defined as follows:

– There are three non-negative variables c1, c2, and a, which stand for the
number of objects of the classes and the number of links6, respectively (upper
bounds for these variables follow from Theorem 1; in practice, they can be
set to a huge constant, e.g., maxint);

– There are the following constraints (we use, here and in what follows, a
syntax similar to that of opl[11]):

1. m1 * c1 <= a;
2. n1 * c1 >= a;

3. m2 * c2 <= a;
4. n2 * c2 >= a;

5. a <= c1 * c2;
6. c1 >= 1;

Constraints 1–4 account for the multiplicity of the association; they can be omit-
ted if either m1 or m2 is 0, or n1 or n2 is ∞ (symbol ‘*’ in the class diagram).
Constraint 5 sets an upper bound for the number of links of type A with respect
to the number of objects. Constraint 6 encodes satisfiability of class C1: we want
at least one object in its extension. As an example, consider the Restaurant class
diagram, shown in Figure 4: if A stands for served in, C1 stands for menu, and
C2 stands for banquet, then m1 is 1, n1 is ∞, m2 is 1, and n2 is 1.

Finally, to avoid the system returning an ineffectively large solution, an ob-
jective function that, e.g., minimizes the overall number of objects and links,
may be added.

It is possible to show that, from a solution of such a constraint system we
can construct a finite model of the class diagram in which the cardinality of
6 The use of variables standing for the number of links stems from the technique

proposed in [5], which ensures soundness and completeness of reasoning. It remains
to be investigated whether a simpler encoding avoiding the use of such variables is
possible.
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Fig. 4. The restaurant UML class diagram

the extension of each class and association is equal to the value assigned to the
corresponding variable7 [9].

When either C1 or C2 are involved in ISA hierarchies, the constraints are
actually more complicated, because the meaning of the multiplicity constraints
changes. As an example, the multiplicity 1..* of the order association in Fig-
ure 4 states that a client orders at least one banquet, but the client can be a per-
son, a firm, both, or neither (assuming the generalization is neither disjoint nor
complete). In general, for an ISA hierarchy involving n classes, 2n non-negative
variables corresponding to all possible combinations must be considered. For the
same reason, in our example, we must consider four distinct specializations of
the order association, i.e., one for each possible combination. Summing up, we
have the following non-negative variables:

– person, order p, for clients who are persons and not firms;
– firm, order f, for clients who are firms and not persons;
– person firm, order pf, for clients who are both firms and persons;
– client, order c, for clients who are neither firms nor persons;

plus the non-negative banquet variable.
The constraints which account for the order association are as follows:

/* 1 */ client <= order_c;
/* 2 */ firm <= order_f;
/* 3 */ person <= order_p;
/* 4 */ person_firm <= order_pf;
/* 5 */ banquet = order_c + order_f + order_p + order_pf;

7 In fact, if one is interested just in the existence of a finite model, the nonlinear
constraints a ≤ c1∗c2 can be dropped. Indeed, any solution of the resulting constraint
system can be transformed into one that satisfies also the nonlinear constraint by
multiplying it with a sufficiently large constant, cf. [5].
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/* 6 */ order_c <= client * banquet;
/* 7 */ order_f <= firm * banquet;
/* 8 */ order_p <= person * banquet;
/* 9 */ order_pf <= person_firm * banquet;
/* 10 */ client + firm + person + person_firm >= 1;

Constraints 1–4 account for the ‘1’ in the 1..* multiplicity; Constraint 5 trans-
lates the 1..1 multiplicity; Constraints 6–9 set an upper bound for the number of
links of type order with respect to the number of objects; Constraint 10 encodes
satisfiability of the client class.

We refer the reader to [5] for formal details of the translation and the proof
of its correctness. As for the implementation, the Restaurant example has been
encoded in opl as a CSP with 24 variables and 40 constraints. The solution
has been found by the underlying constraint programming solver, i.e., ILOG’s
Solver, [7], in less than 0.01 seconds.

The exponential blow-up in the number of variables and constraints due to
the presence of ISA hierarchies is a major obstacle when dealing with large class
diagrams, such as those describing real-world applications. To this end, special
care to reduce the size of the resulting CSP as much as possible is mandatory.

In particular, if a given ISA hierarchy (with C as parent class and {C1, . . . , Cn}
as children) is complete, the variable for C can be removed. Moreover, if the ISA
is disjoint, we can omit all the variables that model instances that belong to any
combination of two or more derived classes, hence reducing the overall number
of variables to the number of classes in the hierarchy. As an example, if the
ISA among Client, Person, and Firm in the Restaurant example is complete,
variables client and order c are superfluous. Similarly, if the ISA is disjoint,
variables person firm and order pf can be omitted.

In order to derive the set of combinations of classes (called, in what follows,
“types”) that may have common instances, we show now that we can use CP
technology again. Indeed, for a given UML class diagram, we can set up and
solve an auxiliary constraint problem. The constraint problem is defined in such
a way that the set of its solutions corresponds to the set of all those types that
are consistent with the ISA hierarchies of the diagram, i.e., those types that
can be populated without violating any of the constraints expressed by the ISA
hierarchies. More precisely, assuming the classes of the diagram are represented
by integers between 1 and nclasses, the constraint problem is defined as follows
(we use again a pseudocode resembling the opl syntax):

Given the set of ISA hierarchies of an UML class diagram
Find boolean legalType[1..nclasses] such that:

For each ISA (C1...Cn is-a C) {
for each i = 1..n: legalType[Ci] -> legalType[C];
If ISA is disjoint: at_most_one(i = 1..n)(legalType[Ci]);
If ISA is complete: legalType[C] -> exists i=[1..n] s.t. legalType[Ci];

}
legalType is a combination of at least one class;
Classes that belong to legalType must be connected by ISA hierarchies;
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By computing all solutions of this auxiliary constraint problem, we obtain the
set of all types that are consistent with the ISA hierarchies. Given a solution
legalType[] (an array of booleans), the corresponding type is made of all classes
C such that legalType[C] = true). Only variables for types found in this way
need to be generated in order to solve the finite satisfiability problem. It is worth
noting that in practical circumstances, the number of all possible types is not
expected to be huge. In fact, well designed class diagrams, even if the unique
most specific class assumption is not made (cf. end of Section 3), usually have a
small amount of non-disjoint ISAs, since this helps to increase the overall quality
of the diagram, by making the partitions of concepts that are important for the
application explicit. Some experimental results that show the applicability of the
approach when reasoning on real-world class diagrams are described in Section 5.

Once a UML class diagram is shown to be finitely satisfiable, a second problem
is to return a model with non-empty classes and associations. To solve this
problem, we can use again constraint technology, by writing a constraint program
that encodes the semantics of the UML class diagram (cf. Section 3), and uses
the output of the finite satisfiability problem to fix the size of the model. In
fact, since in the finite satisfiability problem we have enforced the multiplicity
constraints, we know that a finite model of the class diagram exists, and we
also know an admissible number of instances for each class and association.
We do not describe the relevant constraint program for space reasons, but just
observe that, for the Restaurant example (encoded in opl with about 40 lines
of code, which resulted in a CSP with 498 variables and 461 constraints), the
solution has been found by ILOG’s Solver in less than 0.01 seconds, and no
backtracking.

5 Implementation

In this section, we describe a system realized in order to automatically produce,
given a UML class diagram as input, a constraint-based specification that de-
cides finite class satisfiability. Two important choices were made in the design
phase: the input language for class diagrams, and the output constraint lan-
guage. As for the former, we decided to use a standard textual representation of
UML class diagrams called “Managed Object Format” (MOF) (cf. footnote 2).
Concerning the output language, instead, in order to use state-of-the-art solvers,
we opted for the constraint programming language opl. However, in order to
have a strong decoupling between the two front-ends of the system, we realized
it in two modules: the first one acts as a server, receiving a MOF file as input
and returning a high-level, object-oriented complete internal representation of
the described class diagram (actually, the system supports the concepts in the
core UML, i.e., classes, associations, hierarchies among classes, and subset re-
lationships between associations). A client module, then, traverses the internal
model in order to produce the opl specification encoding the finite satisfiabil-
ity problem for the diagram (actually, subset relationships between associations
are not taken into account). With this decoupling, we are able to change the
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language for the input (resp., output) by modifying only the MOF parser (resp.,
the opl encoder) module of the system. Moreover, by decoupling the parsing
module from the encoder into opl, we are able to realize new tools to make
additional forms of reasoning at low cost.

As for the handling of ISA hierarchies, it has already been mentioned that
an exponential blow-up of the number of variables (one for each combination of
classes involved in the hierarchy) cannot be avoided in the worst case. However,
in case of disjoint or complete hierarchies, it is possible to strongly reduce the
number of generated variables (cf. Section 4).

Hence, the system works in two stages. In the first one, after having built
the internal representation of the input class diagram, it solves the opl aux-
iliary constraint problem described in Section 4 in order to detect all possible
combinations of classes (the so-called “types”) belonging to the same hierarchy
that may have objects in common. In the second stage, it uses this knowledge to
build the opl program that models the finite satisfiability problem for the class
diagram.

In order to test whether using off-the-shelf tools for constraint programming
is effective to decide finite satisfiability of real-world diagrams, we used our sys-
tem to produce opl specifications for several class diagrams of the “Common
Information Model” (CIM)8, a standard model used for describing overall man-
agement information in a network/enterprise environment. We don’t describe the
model in detail, but just observe that the class diagrams we used were composed
of about 1000 classes and associations, and so can be considered good bench-
marks to test whether current constraint programming solvers can be effectively
used to perform the kind of reasoning shown so far.

Constraint specifications obtained from large class diagrams in the CIM col-
lection were solved very efficiently by opl. As an example, when the largest
diagram, consisting of 980 classes and associations, was given as input to our
system, we obtained an opl specification consisting of a comparable number of
variables and 862 constraints. Nonetheless, opl solved it in less than 0.03 sec-
onds of CPU time, by invoking ILOG Solver. This high efficiency is achieved
also because of the “structural” aspects usually present in UML class diagrams
that model real-world applications. In particular, multiplicity constraints on
many associations had “0” or “1” as lower bounds, or “∗” as upper bounds,
and hence the corresponding opl constraints were easily satisfiable. The conse-
quence is that only a small portion of the constraints of the overall constraint
model needed a deep search for finding a solution. Moreover, the exponential
explosion of the number of variables for classes belonging to ISA hierarchies
was not a problem, since the unique most specific class assumption is implic-
itly made in these diagrams (hence, non-disjointness among classes was always
explicitly stated). This is encouraging evidence that current CP technology can
be effectively used in order to make finite model reasoning on real-world class
diagrams.

8 http://www.dmtf.org/standards/cim

http://www.dmtf.org/standards/cim
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6 Conclusions

Finite model reasoning in UML class diagrams, e.g., checking whether a class is
forced to have either zero or infinitely many objects, is important for assessing
quality of the analysis phase in software development. Despite the importance
of finite model reasoning, no implementation of this task has been attempted
so far. In this paper we have shown how one can develop such a system by
relying on off-the-shelf tools for constraint modeling and programming, using
techniques for finite model reasoning in description logics, and putting special
care in taming the class-combination explosion.

For simplicity, in this paper we have dealt with binary associations only, but
in fact the technique can be straightforwardly extended to n-ary associations9

as well, and in fact, our current implementation deals also with them.
This paper can also be seen as the first attempt to obtain a practical, compu-

tationally optimal finite model reasoner for expressive description logics. Indeed,
the techniques developed here apply to ALUNI knowledge bases with primitive
inclusion assertions [6]. More generally, the ideas of applying CSP tools and tak-
ing special care in limiting the “class combinations” explosion, could be applied
to more expressive description logics as well [10].
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Abstract. Temporal Logic Model Checking is a verification method
having many industrial applications. This method describes a system
as a formal structure called model; some properties, expressed in a tem-
poral logic formula, can be then checked over this model. In order to
improve performance, some tools allow to preprocessing the model so
that a set of properties can be verified reusing the same preprocessed
model. In this article, we prove that this preprocessing cannot possibly
reduce complexity, if its result is bound to be of size polynomial in the
size of the input. This result also holds if the formula is the part of the
data that is preprocessed, which has similar practical implications.

Keywords: Model Checking, Complexity, Compilability.

1 Introduction

Temporal Logic Model Checking [10] is a verification method for discrete sys-
tems. It allows to verify whether a system has some properties. The system is
described in a formal structure called model, which specifies the transitions of the
system components. The properties to verify are encoded in a temporal modal
logic. Model checking is used, for example, for the verification of protocols and
hardware circuits [1]. Many tools, called model checkers, have been developed
to this aim. The most famous ones are SPIN [15] and SMV [20] (with its many
incarnations: NuSMV [9], RuleBase [2]), VIS [3], and FormalCheck [14]. There
are many languages to express the model; the most widespread ones are Promela
and SMV. Two temporal logics are mainly used to define the specification: CTL
[10] and LTL [21]. In this paper we focus on the latter.

The two inputs of the model checking problem (the model and the formula)
can in many cases be treated differently. If we want to verify several properties
of the same system, it makes sense to spend more time on the model alone,
if that simplifies the verification of the properties. Many tools allow to specify
the model separately from checking the formula [8,25,16]; in this way, one can
reuse the same model, compiled into a data structure, in order to check several
formulae.

In the same way, we may wish to verify the same property on different systems:
the property is this time the part we can spend more time on. Many tools allow
populating a property database [8,25,16], i.e., a collection of temporal formulae
which will be checked on the models. As an example, one may early establish
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the requirements of a system, even before the system is actually designed. These
requirements can be therefore compiled into a database of temporal formulae,
even if the system is not given yet. These formulae can be then preprocessing
while the design/modeling of the system goes on. As soon as the system is given,
in form of a model, we can use the result of this preprocessing step to check this
model against the formulae.

In this paper, we study whether such preprocessing may improve performance.
Using, as the technical tool, the compilability theory [7,18], we prove that model
checking remains PSPACE-hard even if preprocessing is allowed, provided that
its result is bounded to be polynomial in the size of its input. These theorems
hold for all model checkers.

2 Preliminaries

2.1 Model Checking

In this section, we briefly recall the basic definitions about model checking that
are needed in the rest of the paper. We follow the notation of [23,22]. LTL (Linear
Temporal Logic) is a modal logic aimed at encoding how states evolve over time.
It has three unary modal operators (X , G, and F ) and a binary modal operator
(U). A formula Xφ is true in particular state if and only if the formula φ is true
in the next state; Gφ is true if and only φ is true from now on; Fφ is true if φ
is or will be true at some time in the future; φUψ is true if ψ will eventually
become true and φ stays true until then. We indicate with L(O1, . . . , On) the
LTL fragment in which the only temporal operators allowed are O1, . . . , On; for
instance, L(F,X) is the fragment of LTL in which only F and X are allowed.

The semantics of LTL is based on Kripke models [13]. In the following, for an
’atomic proposition’ we mean a Boolean variable. Given a set of atomic propo-
sition, a Kripke structure for LTL is a tuple 〈Q,R, �, I〉, where Q is a set of
states, R is a binary relation over states (the transition relation), � is a function
from states to atomic propositions (it labels every state with the atomic propo-
sitions that are true in that state), I is a set of initial states. A run of a Kripke
structure is a Kripke model. A Kripke model for LTL is an infinite sequence of
states, where the transition relation links each state with the one immediately
following it in the sequence. The semantics of the modal operators is defined in
the intuitive way: for example, Fφ is true in a state of a Kripke model if φ is
true in the state or in some following one.

The main problem of interest in practice is to verify whether all runs of a Kripke
structure (all of its Kripke models) satisfy the formula; this is the Universal Model
Checking problem. The Existential Model Checking problem is to verify whether
there is a run of the Kripke structure that satisfies the formula. In formal verifica-
tion, we encode the behavior of a system as a Kripke structure, and the property
we want to check as an LTL formula. Checking the structure against the formula
tells whether the system satisfies the property. Since the Kripke structure is usu-
ally called a “model” (which is in fact very different from a Kripke model, which
is only a possible run), this problem is called Model Checking.
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2.2 Composition of Transition Systems

In practice, all model checkers describe systems as a composition of their compo-
nents, each expressed as a transition system [19,10]. By working on this formal
settings, we obtain results which hold for all model checkers.

A transition system describse the possible transitions a system can go through
by specifying the state variables, the possible initial states, and which transitions
are possible, i.e., whether the transition from state s to state s′ is possible for
any pair of states s and s′. The formal definition is as follows [19,10].

Definition 1. A finite-state transition system is a triple (V, I, �), where V =
{x1, . . . , xn} is a set of Boolean variables, I is a formula over V , and �(V, V ′)
is a formula over V ∪ V ′, where V ′ = {x′

1, . . . , x
′
n} is a set of new variables in

one to one relation with elements of V .

V is the set of state variables, I is a formula which is true on a truth assignment
if and only if it represents a possible initial state, and � is true on a pair of
truth assignments if they represent a possible transition of the system. The set
of variables V ′ is needed because � refers the value of variables in the current
and in the next state. For example, xi is the value of xi in the current state,
while x′

i is the value of the same variable in the next state; therefore, the fact
that xi remains true is encoded by � = xi → x′

i: if xi is true now, then x′
i is

true, i.e., xi is true in the next state.
Formally, a state s is an assignment to the variables; a state s′ is successor

of a state s iff 〈s, s′〉 |= �(V, V ′). A computation is an infinite sequence of states
s0, s1, s2, . . . , satisfying the following requirements:

Initiality: s0 is an initial state, i.e. s0 |= I
Consecution: For each j ≥ 0, the state sj+1 is a successor of the state sj

For the sake of simplicity but without loss of any generality, in these definitions
and in the following analisys we only consider Boolean variables and Boolean as-
sertions. In fact, any assertion on enumerative variables is polynomially reducible
to a Boolean assertion on Boolean variables.

In order to model a complex system, we assume that each of its parts can be
modeled by a transition system. The interaction among these parts is modeled by
variables shared among the corresponding transition systems. In the following,
we consider k transition systems M1, . . . ,Mk. Every Mi is described by ((V L

i ∪
V S

i ), Ii(Vi), �i(Vi, V
′
i )) for i 1 ≤ i ≤ k where V L

i is the set variables local to Mi,
V S

i is the set of shared variables of Mi, and Vi = V L
i ∪V S

i . A group of transition
systems can be composed in two basic ways: synchronous and interleaved.

In the synchronous parallel composition of k transition systems, the global
transition is due to all processes Mi making a transition simultaneously. In other
words, all processes make a transition at any time step.

Definition 2. The synchronous parallel composition of processes M1, . . . ,Mk,
is the transition system M = (V, I, �) described by:
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V =
⋃k

i=1 Vi I(V ) =
∧k

i=1 Ii(Vi) �(V, V ′) =
∧k

i=1 �i(Vi, V
′
i )

The synchronous parallel composition of M1, . . . ,Mk is denoted by M1‖ . . . ‖Mk.

On the contrary, in the interleaved asynchronous composition, only one process
at time is active (we omit the formal definition because of space limitations).

A model can be described as a composition of transition systems. The model
checking problem for concurrent transition systems is the problem of verifying
whether a model described by the composition of the transition systems satisfies
a given formula.

2.3 Complexity and Compilability

We assume the reader knows the basic concepts of complexity theory [24,12].
What we mainly use in this paper are the concepts of polynomial reduction and
the class PSPACE.

The Model Checking problem is PSPACE-complete [17], and is thus
intractable. As said in the Introduction, it makes sense to preprocess one part
of the problem (either the model or the formula), if this reduces the remaining
running time. The analysis of how much can be gained by such preprocessing,
however, cannot be done using the standard tools of the polynomial classes and
reductions. The compilability classes [7] have to be used instead.

In order to denote problems in which one part can be preprocessed, we assume
that their instances are composed of two parts, and that the part that can be
preprocessed is the first one. As a result, the model checking problem written as
〈M,φ〉 indicates that M can be preprocessed; written as 〈φ,M〉 indicates that
φ can be preprocessed.

The “complexity when preprocessing is allowed” is established by characteriz-
ing how hard a problem is after the preprocessing step. This is done by building
over the usual complexity classes: if C is a “regular” complexity class such as NP,
then a problem is in the (non-uniform) compilability class ‖�C if the problem
is in C after a preprocessing step whose result takes polynomial space. In other
words, ‖�C is “almost” C, but preprocessing is allowed and will not be counted
in the cost of solving the problem. More details can be found in [7].

In order to identify how hard a problem is, we also need a concept of hardness.
Since the regular polynomial reductions are not appropriate when preprocess-
ing is allowed, ad-hoc reductions (called nu-comp reductions in [7]) have been
defined.

In this paper, we do not show the hardness of problems directly, but rather
use a sufficient condition called representative equivalence. For example, in order
to prove that model checking is ‖�PSPACE-hard, we first show a (regular)
polynomial reduction from a PSPACE-hard problem to model checking and then
show that this reduction satisfies the condition of representative equivalence.

Let us assume that we know that a given problem A is ‖�C-hard and we
have a polynomial reduction from the problem A to the problem B. Liberatore
[18] shows a sufficient condition that ensures that a reduction also proves the
‖�C-hardness of B. This condition involves the following definitions.
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Definition 3 (Classification Function). A classification function for a prob-
lem A is a polynomial function Class from instances of A to nonnegative inte-
gers, such that Class(y) ≤ ||y||.

Definition 4 (Representative Function). A representative function for a
problem A is a polynomial function Repr from nonnegative integers to instances
of A, such that Class(Repr(n)) = n, and that ||Repr(n)|| is bounded by some
polynomial in n.

Definition 5 (Extension Function). An extension function for a problem
A is a polynomial function from instances of A and nonnegative integers to in-
stances of A such that, for any y and n ≥ Class(y), the instance y′ = Exte(y, n)
satisfies the following conditions:

1. y ∈ A if and only if y′ ∈ A;
2. Class(y′) = n.

We now define the aforementioned condition over the polytime reduction from A
to B. Since B is a problem of pairs, we can express a reduction from A to B as a
pair of polynomial functions 〈r, h〉 such that x ∈ A if and only if 〈r(x), h(x)〉 ∈ B.

Definition 6 (Representative Equivalence). Given a problem A (having the
above three functions), a problem of pairs B, and a polynomial reduction 〈r, h〉
from A to B, the condition of representative equivalence holds if, for any instance
y of A, it holds:

〈r(y), h(y)〉 ∈ B iff 〈r(Repr(Class(y)), h(y)〉 ∈ B

The condition of representative equivalence implies that the problem B is ‖�C-
hard, if A is C-hard [18]. Given the limitation of space we cannot give the full
definitions for compilability, which are reported elsewhere [7,6,5,18].

2.4 Planning

PLANSAT ∗
1 is the following problem of planning: giving a STRIPS [11] instance

y = 〈P,O, I,G〉 in which the operators have an arbitrary number of preconditions
and only one postcondition, is there a plan for y? PLANSAT ∗

1 is PSPACE-
Complete [4]. Without loss of generality we consider y = (P,O∪ o0, I, G), where
o0 is a operator which is always usable (it has no preconditions) and does nothing
(it has no postconditions). We use the following notation: P = {x1, . . . , xn}, I is
the set of conditions true in the initial state, G = 〈M,N〉. A state in STRIPS
is a set of conditions. In the following we indicate with φh

i the hth positive
precondition of the operator oi, with φi all its the positive preconditions, with
ηh

i its hth negative precondition, and with ηi all its negative preconditions; αi

is the positive postcondition of the operator oi, βi is the negative postcondition
of the operator oi. Since any operator has only one postcondition, for every
operator i it holds that ‖αi ∪ βi‖ = 1.

Since we shall use them in the following, we define a classification function, a
representative function and a extension function for PLANSAT ∗

1 :
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Classification Function: Class(y) = ‖P‖. Clearly it satisfies the condition
Class(y) ≤ ‖y‖.

Representative Function: Repr(n) = 〈Pn, ∅, ∅, ∅〉, where Pn = {x1, . . . , xn}.
Clearly it is polynomial and satisfies the following conditions: (i) Class(Repr
(n))=n, (ii) ‖Repr(n)‖ ≤ p(n) where p(n) is a polynomial.

Extension Function: Let y = 〈P,O, I,G〉 and y′ = Exte(y, n) = 〈Pn, O, I,G〉.
Clearly for any y and n s.t. n ≥ Class(y) y′ satisfies the following conditions:
(i)y ∈ A iff y′ ∈ A, (ii) Class(y′) = n.

Given the limitation of space we cannot give the full definitions for compil-
ability, for which the reader should refer to [7] for an introduction, to [6,5] for
an application to the succinctness of some formalisms, to [18] for further appli-
cations and technical advances.

3 Results

The Model Checking problem for concurrent transition systems is PSPACE-
complete [17]. In this section, we prove that the Model Checking problem remains
PSPACE-hard even if we can preprocess either the model or the formula, if
this preprocessing step is constrained to have a polynomial size. In our proofs
we consider Existential Model Checking problems, but the results also hold for
the Universal case, since PSPACE is closed under complementation also for
compilability.

Preprocessing of the formula is very relevant to those approaches to model
checking that use automata theory, for instance in the on-the-fly model check-
ing [10], implemented in [15], that represent and preprocess the formula in its
related automata. More generally, in formal verification it is often the case that
many properties (formulae) have to be verified over the same system (the model,
in this case modeled by the transition systems), in all of these cases it is worth
investigatine whether the complexity of model checking can be reduced by pre-
processing the model.

On the other hand, there are many examples where the same property has to
be verified on different models, in this case we investigate whether the formula
can be processed.

We now consider the Model Checking problem for concurrent processes com-
posed in a interleaved way when the model can be preprocessed.

Theorem 1. The model checking problem for k interleaved concurrent process
MCasyn = 〈(M1| . . . |Mk), ϕ〉 where ϕ ∈ LTL is ‖�PSPACE-complete, and re-
mains ‖�PSPACE-hard for ϕ ∈ L(F,G,X).

Proof. We show a reduction, that translates an instance y ∈ PLANSAT ∗
1

into an instance 〈r(y), h(y)〉 ∈ Masyn, satisfying the condition of representative
equivalence. Given y = 〈P,O, I,G〉 ∈ PLANSAT ∗

1

- r(y) defines a concurrent transition systems M1, . . . ,Mn, where each Mi is
obtained from a variable xi ∈ P and it is described by:



54 A. Ferrara, P. Liberatore, and M. Schaerf

Vi = {xi}
Ii(Vi) = (xi) ∨ (¬xi)
�i(Vi, V

′
i ) = (xi = 0 ∧ x′

i = 0) ∨ (xi = 0 ∧ x′
i = 1) ∨

(xi = 1 ∧ x′
i = 0) ∨ (xi = 1 ∧ x′

i = 1)
The process M = M1‖ . . . ‖Mn represents all possible computations, starting
from all possible initial assignments, over the variables x1, . . . , xn.

- h(y) = h(I,G,O) = ¬(φI ∧ φG ∧ φO)
where:
ϕI =

∧
i∈I

xi ∧
∧
i/∈I

¬xi

ϕG = F (
∧

i∈M
xi ∧

∧
i∈N

¬xi)

ϕO = G
m∨

i=0

[
‖φi‖∧
h=1

φh
i ∧

‖ηi‖∧
h=1

¬ηh
i ∧Xγi ∧

n∧
j �=i
j=1

(xj ↔ Xxj)]

where

γi =
{

αi if αi 
= ∅
¬βi if βi 
= ∅

ϕI adds constraints about the initial states of y represented by I.
ϕG adds constraints about the goal states of y represented by G: it tells that a

goal state will be reached.
ϕO describes the operators in O: globally (i.e. in every state) one of the opera-

tors must be used to go in the next state; ϕO also describes the nop operator
o0.

Now, we prove that y ∈ PLANSAT ∗
1 iff 〈r(y), h(y)〉 ∈ Masyn. Given y =

〈P,O, I,G〉, a solution for y is a plan which generates the following sequence
of states: (s1, . . . , sp) where s1 is an initial state and sp is a goal state. This
sequence of states is obtained applying a sequence of operators (oh1 , . . . , ohp)
chosen in O = {o1, . . . , om} in the following way: for all i s.t. 1 ≤ i ≤ p, precon-
ditions for ohi are included in the state si, and the state si+1 is obtained from
the state si modifying the postcondition associated with ohi . We remark that a
state in STRIPS is the set of conditions.

The model M = r(y) = r(P ) represents all possible traces starting from all
possible initial configurations, over the variables x1, . . . , xn. Thus, in this case the
Existential Model Checking problem 〈M,ϕ〉 reduces to the satisfiability problem
for ϕ: we check whether there exists a trace among all traces over the variables
x1, . . . , xn that satisfies the LTL formula ϕ. Therefore, we have to prove that
y ∈ A iff ϕ = h(y) is satisfiable:
⇒. Given a solution for y ∈ A, we identify a model for ϕ = h(y); by construc-

tion such a model has:

- initial state sM
1 s.t. �(s1) = I ∪ {¬xi|xi /∈ I}

- a state sM
p s.t. �(sp) ⊆M∪ {¬xi|xi /∈ N}

- given a state sM
i , sM

i+1 is successor of sM
i iff
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- �(sM
i ) ⊆ Precond(ohi), where Precond(ohi ) = {xj |xj ∈ φhi}∪{¬xj |xj ∈

ηhi}
- �(sM

i+1) = �(sM
i ) ∪ αi − βi

where αi is the positive postcondition of ohi and βi is the negative post-
condition of ohi .

- an infinite number of states: when the state sp is reached this state is repeated
for at least once or for ever (applying the nop operator o0), or it is possible,
it depends from y, to apply any operators whose preconditions are satisfied
by �(sM

p ).

⇐. Let (sM
1 , . . . , sM

p , . . .) a model for ϕ, and let sp the goal state, that the first
state satisfying ϕG. We obtain the sequence of states visited by a plan which
is a solution for y, by cutting the states after the goal state sp and assigning
si = �(sM

i ); thus this sequence of states (s1, . . . , sp), associated with the plan,
has by construction:

- initial state s1 s.t. s1 = I ∪ {¬xi|xi /∈ I}
- a state sp s.t. sp ⊆M∪ {¬xi|xi /∈ N}
- given a state si, si+1 is successor of si iff

- si ⊆ Precond(ohi )
- si+1 = si ∪ αi − βi

where αi is the positive postcondition of ohi and βi is the negative post-
condition of ohi .

This result shows that the complexity of model checking cannot be (significantly)
decreased even if we have the model available and can preprocess it, no matter
how much time we spend. This result does not rule out any improvement, but it
proves that there is no preprocessing algorithm that guarantees a simplification
(from a computational complexity point of view) of the model checking problem.

We now identify the complexity of the Model Checking problem when the
preprocessing of the model (represented as the composition of transition systems)
is allowed, in the synchronous case.

Theorem 2. The model checking problem for k synchronous concurrent process
MCsyn = 〈(M1|| . . . ||Mk), ϕ〉 where ϕ ∈ LTL is ‖�PSPACE-hard, and remains
‖�PSPACE-hard for ϕ ∈ L(F,G,X).

Proof. It is similar to the proof of the Theorem 1. We carry out a reduction
from the PLANSAT ∗

1 problem, that satisfies the conditions of representative
equivalence; the main difference is about the LTL formula.

We now show the complexity results, in the synchronous case, when the formula
can be preprocessed.

Theorem 3. The model checking problem for k synchronous concurrent process
MC′

syn = 〈ϕ, (M1|| . . . ||Mk)〉 where ϕ ∈ LTL is ‖�PSPACE-complete, and
remains ‖�PSPACE-hard for ϕ ∈ L(F,G,X).
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Proof. PLANSAT ∗
1 is the following problem of planning: giving a STRIPS [11]

instance y = 〈P,O, I,G〉 in which the operators have an arbitrary number of
preconditions and only one postcondition, is there a plan for y? PLANSAT ∗

1

is PSPACE-complete [4]. Without loss of generality we consider y = (P,O ∪
o0, I, G), where o0 is a operator which is always usable (it has no preconditions)
and does nothing (it has no postconditions). We use the following notation:
P = {x1, . . . , xn}, I is the set of conditions true in the initial state, G = 〈M,N〉.
A state in STRIPS is a set of conditions.

In the following we indicate with φh
i the hth positive precondition of the

operator oi, and with ηh
i the hth negative precondition of the operator oi; αi is

the positive postcondition of the operator oi, βi is the negative postcondition
of the operator oi. Since any operator has only one postcondition, for every
operator i it hold that ‖αi ∪ βi‖ = 1.

We show a polynomial reduction from the problem A to the problem B that
satisfies the condition of representative equivalence. This proves that B is ‖�C-
hard, if A is C-hard; to apply this condition we must define a Classification Func-
tion, a Representative Function and a Extension Function for A. Thus we use
such a proof schema: we define a Classification Function, a Representative Func-
tion and a Extension Function for PLANSAT ∗

1 , then we show a polynomial re-
duction from an instance y ∈ PLANSAT ∗

1 to an instance 〈r(y), h(y)〉 ∈ MC′
SY N

that satisfies the condition of representative equivalence.
Let y = 〈P,O, I,G〉 ∈ PLANSAT ∗

1 . We define r and h as follows:

- r(y) = r(P ) = ¬
{
F (xg) ∧G

∧n
i=0

[
¬(xi ↔ Xxi) →

∧n
j=1
j �=i

(xj ↔ Xxj)
]}

- h(y) defines the transition systems M1‖ . . . ‖Mk. The generic Mi is obtained
from the operators oi1 , . . . , oidi

whose postcondition involves the variable
xi ∈ P ; di is the number of such operators. We add the variable xg; thus we
have at most as many processes as variables: if k is the number of variables
used as postcondition of operators plus one, we have k ≤ n + 1. Let Mk the
process associated with the variable xg; this variable is 0 at the beginning
and it becomes 1 only when the goal of the PLANSAT problem is reached.
Mi, for i s.t. 1 ≤ i < k, is defined by:

Vi =
⋃di

q=1 φiq ∪ ηiq ∪ αiq ∪ βiq

Ii(Vi) =
∧

xj∈I∩Vi

xj ∧
∧

xj∈I∪Vi

¬xj

�i(Vi, V
′
i ) =

∨di

k=1

‖φik
‖∧

h=1

φh
ik
∧

‖ηik
‖∧

h=1

¬ηh
ik
∧ ¬(

∧
i∈M

xi ∧
∧

i∈N
¬xi) ∧ (x′

i ≡ bik
)

where bik
=

{
1 if αik


= ∅
0 if βik


= ∅

The process Mk is defined by:

Vk = {xg}
Ik(V ) = (xg = 0)
�k(Vk, V ′

k) =
∧

i∈M xi ∧
∧

i∈N ¬xi ∧ x′
g = 1
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Now we prove that this reduction is correct, i.e. y ∈ PLANSAT ∗
1 iff 〈r(y), h(y)〉

∈MC′
SY N .

⇒. Given a solution for y ∈ PLANSAT ∗
1 , we show a path of M which satisfies

ϕ (r(y) defined above).
A solution for y is a plan which generates the following sequence of states:

(s1, . . . , sp) where s1 is a initial state and sp is a goal state. This sequence of
states is obtained by applying a sequence of operators (oh1 , . . . , ohp).

By construction M admits a path (sM
1 , . . . , sM

p , sM
p+1, . . . ) s.t.:

- �(sM
i ) = si ∪ ¬xg for i 1 ≤ i ≤ p

- �(sM
p+1) = sp ∪ xg

This path satisfies ϕ:

- ϕ does not constrain about the initial state, therefore every initial state of
the model is legal;

- xg ⊆ �(sM
p+1), therefore F (xg) is true;

- the path shown is s.t. only one variable change at a time, therefore the
subformula under the Globally is true.

⇐. Given a path ofM which satisfiesϕ, we show a solution for y ∈ PLANSAT ∗
1 .

Thepath is a sequence (sM
1 , . . . , sM

p , sM
p+1, . . . ).We canobtain the sequenceof states

visited by a plan for y in this way:

- si = �(sM
i )− {¬xg} for i 1 ≤ i ≤ p;

- we ignore the rest of the path of M .

The above theorem shows that even the availability beforehand of the formula to
be tested does not guarantee an increase in the performances of model checking
algorithms. A similar proof also holds for the interleaved case, which we state
with only a proof sketch.

Theorem 4. The model checking problem for k interleaved concurrent process
MC′

asyn = 〈ϕ, (M1| . . . |Mk)〉 where ϕ ∈ LTL is ‖�PSPACE-complete, and re-
mains ‖�PSPACE-hard for ϕ ∈ L(F ).

Proof (sketch). We carry out a reduction from the PLANSAT ∗
1 problem, that

satisfies the conditions of representative equivalence. The proof is similar to the
proof of the Theorem 3.

Summing up, we have shown that the model checking problem is inherently
PSPACE-hard and that any algorithm that attempts to reduce the complexity
by preprocessing either the model or the formula can only succeed in a limited
number of cases.

4 Conclusions

We have proved that model checking remains PSPACE-hard even if a polynomial-
size preprocessing step on either the model or the formula is allowed, if the for-
mula is an LTL one and the model is represented as a synchronous or interleaved
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asynchronous composition of transition systems. In other words, preprocessing
the model or the formula does not lead to a polynomial time algorithm for model
checking.

Both cases, when the model is preprocessed or the formula is, are relevant to
practical applications. The result about preprocessing of the formula applies to
those approaches to model checking that use automata theory, for instance in the
on-the-fly model checking [10,15], which represent and preprocess the formula in
its related automata. More generally, in formal verification it is often the case
that many properties (formulae) have to be verified over the same system (the
model, in this case modeled by the transition systems), in all of these cases it is
worth investigating whether the complexity of model checking can be reduced
by preprocessing the model.

The result about preprocessing the model applies to the tools that allow to
specify the model separately from checking the formula [8,25,16], as these tools
allow the reuse of the same model on different properties.
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Abstract. The aim of this paper is to introduce some methodological issues 
about cognitive explanatory power of AI systems. We use the new concept of 
mesoscopic functionalism which is based on links between computational 
complexity theory and functionalism. This functionalism tries to introduce an 
unique intermediate, mesoscopic, descriptive level based on the key role of 
heuristics. The enforcement of constraints at this level can assure a cognitive 
explanatory power which is not guaranteed from mere selection of modelling 
technique. So we reconsider the discussions about empirical underdetermination 
of AI systems, proposed especially for classical systems, and about the research 
of the “right and unique” technique for cognitive modelling. This allows us to 
consider the several mainstreams of cognitive artificial intelligence as different 
attempts to resolve underdetermination and thus, in a way, we can unify them as 
a manifestation of scientific pluralism. 

Keywords: Cognitive Modelling, Mesoscopic Functionalism, Heuristics, 
Empirical Underdetermination, Scientific Pluralism. 

1   Introduction 

Regarding computational modelling of human thought, philosopher Thagard states 
([33] pg. 9,10): “The central hypothesis of cognitive science is that thought can be 
understood in terms of computational procedures on mental representations. […] 
Although there is considerable dispute within cognitive science concerning what 
kinds of procedures and representations are most important for understanding 
mental phenomena, the computational/representational approach is common to 
current work on how mind can be understood in terms of rules, concepts, 
analogies, images, and neural networks’’. 

In fact, the complete spectrum of computational techniques developed within 
artificial intelligence [30] field, is very wide including symbolic modelling, cognitive 
architectures, connectionism, a-life and evolutionary robotics. Due to all this 
diversification and to the absence of a grand theory [18][19] in social sciences for 
cognitive modelling, we consider useful to recall briefly the comprehensive 
conceptual framework of Cognitive Naturalism proposed by Thagard [33]. Then we 
try to draw some common aspects between different modelling techniques, with 
relation to the enforcement of cognitive plausibility to AI systems. 
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2   Cognitive Naturalism and Heuristics 

The Cognitive Naturalism is a computational conceptual framework for human mind 
understanding. It is well-rooted on concepts related to computational complexity, 
because it is based on the computational foundational formalization of the coherence 
as a combinatorial problem. This problem is proved to be computationally intractable 
and it is often efficiently faced with heuristics (see [34] for a comparison among 
connectionist and other techniques). 

According to the cognitive naturalism much of the human thinking is naturally 
understood as heuristic-based solution to combinatorial problems, in domains as 
diverse as social impression formation, scientific-theory, choice, discourse 
comprehension, visual perception, and decision making (see [33] for a panorama and 
related bibliography). 

Moreover in psychology the heuristics were proposed to explain how people make 
decisions, come to judgments and solve problems, typically when facing complex or 
incomplete information problems (e.g. [9]). 

In fact in real-world problems there are too many uncertainties and conflicts for 
having any hope to obtain a best solution for an optimisation function which perhaps 
could be indeterminate. The alternative approach to maximizing is satisficing, an 
alternative to optimisation for cases in which one gives up the idea of obtaining the 
best solution.  

Satisficing is a concept due to Herbert Simon ([31], chap. 14, 15; see also [32]) 
who identifies the decision making process whereby one chooses an option that is, 
while perhaps not the best, good enough. In this context of bounded rationality, 
humans search for good enough solutions by using heuristics. 

Heuristics work well under many circumstances, but in certain cases leads to 
systematic cognitive poor performances. Tversky and Kahneman [35] are two key 
figures in the discovery of human heuristics which lead to cognitive bias or irrational 
behaviour (e.g. availability heuristic, clustering illusion, and others). 

In particular, they originated the prospect theory [14] to explain irrational 
economic behaviour, these researches climaxed with the Nobel’s prize at 2002. 

Summarizing heuristic processes are able to explain both bounded rational and 
poor rational behaviours, according to experimental evidence of human behaviour. 

Moreover, heuristics are relevant to understand also unconscious processes, such as 
perceptual categorization, in which many pieces of information are combined into a 
coherent whole.  

For example, various perceptual processes such as stereoscopic vision and 
interpreting ambiguous figures are naturally interpreted in terms of combinatorial 
optimisation and constraint satisfaction [17] [7]. Hence, the natural neural net of 
visual cortex, with its complex topology, can be considered as a well-adapted 
connectionist heuristic for the very hard combinatorial problems of visual 
categorization. 

In all these cases we can consider the heuristic internal realization of the cognitive 
functionality as responsible for the macroscopic external behaviour. 

Put crudely and according to cognitive naturalism, the world is full of extremely 
large instances of intractable combinatorial problems, which are faced by heuristics 
based computational systems as, let us assume, human beings.  
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Therefore, the theory of computational complexity and the study of both natural 
and computational heuristics become theoretical interleaved core concepts to thought 
understanding. 

3   Functional and Structural Models in Artificial Intelligence  

The terms ‘functional’ and ‘structural’ refer to one of the fundamental debates in 
artificial intelligence, and cognitive science, about the legitimate description level of 
models. This conflict entangles the relationship between humans reasoning and AI 
procedures. Various researchers have different positions on what one means by: they 
are of the same type. 

Functionalists propose a much looser definition of same type, based on identity of 
the functional macroscopic properties of the intelligent behaviour, that is, their input-
output specifications. Functionalism was introduced in the philosophy of mind as a 
position critical of reductionist materialism in the mind-body problem, by Putnam in 
her seminal article Minds and machines [23]. Putnam argued that mental states could 
be studied not by referring them directly to brain states, but on the basis of their 
functional organization. 

Other researchers looking for structural models, claim the not negligibility of how 
these functions are carried out. This perspective takes care of the human-likeness, or 
bio-psychological plausibility, of internal realization of a model as much as its 
intelligent behaviour. 

But a literally structural model produces an «asymptotic» [28] regress to 
microscopic physical world until it reaches the paradox summarized in the well know 
Wiener sentence [28] «The best material model of a cat is another, or preferably the 
same, cat» and then, as matter of fact, the impossibility or the «futility» of building up 
a model of something. 

In similar way Pylyshyn asserted about cognitive modelling ([24] p. 49) that if we 
do not formulate any restriction about model, we obtain the functionalism of Turing 
machine and, if we apply all possible restrictions, we reproduce a whole human being.  

Then the key point is the research of a relevant descriptive level and the 
enforcement of constraints to this level to carry out a human like computation.  

The explanatory level of functionalist models is the macroscopic one of stimulus-
response relationship, at the opposite there is the microscopic level of physical re-
production models according to a strong reductionist materialism. In the middle there 
are a lot of possible structural models.  

4   The Mesoscopic Functionalism 

In the paper [8] we introduce a novel way of characterizing the problem of multiple 
realizability in functionalism. 

Thanks to computational complexity theory we relate the feasibility of the multiple 
realizability of internal implementation (viz. its fungibility) of a function with its 
computational tractability, and for intractable functions we propose the design of 
heuristic as a key aspect to model behaviour of real systems.  
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These considerations allow us to introduce the mesoscopic functionalism as a 
functionalism for which internal implementation is generally not negligible but that 
permits multiple realization only for the implementation of the heuristic. This kind of 
functionalism overcomes underdetermination of traditional functionalistic models 
and, at the same time, avoids a shift toward hyperdetermination. In fact it detects as a 
relevant descriptive level the one of functional specifications of heuristics. 

The word mesoscopic, borrowed from the statistical physics, is meant as the 
intermediate level between the macroscopic one of the system behaviour and 
microscopic one of its implementation. 

4.1   Intractability and Functionalism 

All computable functions, in principle, are defined by an effective input-output 
relation, but intractable ones are de facto incomputable for almost all not trivial 
inputs.  

Roughly speaking, a problem is called intractable [22] if the time required to solve 
problem instances grows at least exponentially, in the worst case, with the size of the 
instances. 

This class contains many combinatorial problems that we all would like to be able 
to solve effectively, including the boolean satisfiability problem, the travelling 
salesman problem, max-cut graph problem and Thagard’s foundational formalization 
of coherence-based cognitive problems [34]. 

The modeller of systems facing to intractable problems should strive to find smart 
way to bypass it. A computational inexpensive strategy must be pursued by means of 
heuristic computations.  

In combinatorial optimisation [4], a heuristic is a technique designed to solve a 
problem that ignores whether the output can be proven to be correct, but which 
usually produces a good result. It is intended to gain computational performance or 
conceptual simplicity at the cost of accuracy or precision. The aim is to achieve a 
good enough output rather than exact output but this is rewarded with a great 
computational performance able to turn intractable problems into tractable ones.  

The most known heuristic techniques are neural networks, Boltzman machines, 
genetic algorithms, hill climbing, tabu search, simulated annealing, swarm computing, 
ant colony optimisation, and others [27]. Many of these techniques are bio-inspired 
and they are widely used or created within bio-inspired AI researches. 

The output of heuristic based systems becomes dependent from specific selected 
heuristic and also from its internal parameters. The concrete realized function is 
different from the exact intractable function because the choice of heuristic influences 
the carried output in addition to execution time (see figure 1). 

So the heuristic between macroscopic functionality and microscopic 
implementation is the real responsible of the arising input-output behaviour of 
systems.  

Due to this we can argue there is a coupling between functional (i.e. behavioural 
specification) and procedural  aspects (i.e. internal realization) of a system, this 
implies a function-structure coupling for intractable functions. 

 



64 F. Gagliardi 

Heuristic (i)

Function

Input

I

Multiple Behaviour

System Output

Model

O
Tractable
Function

FunctionI

Model

O(1) ... O(i) ... O(n)
Intractable
Function

Function-Structure
Coupling

 

Fig. 1. Function-Structure Relationship 

So intractable functions are not structure-independent entities: the internal 
realization is the core of  the function because it is absolutely not a fungible 
interchangeable part of the computational system. 

We observe that the multiple realizability for computationally intractable functions 
is not realizable at all because if we choose an exact fungible algorithm, the function 
becomes de facto incomputable and if we adopt a heuristic, the input-output 
behaviour is not more unambiguously defined. The multiple realizability produces a 
kind of “multiple behaviour” (more formally, we have a collection of heuristic 
functions, everyone with univocal output) (see figure 1).  

For a heuristically computed intractable function, the mesoscopic level of the 
design of heuristic (that is a functional specification), is the essential aspect of the 
system, because it is just the heuristic that defines unambiguously the input-output 
relation. 

Contrarily, for tractable functions input-output function specification is well posed 
and the used specific algorithm is entirely negligible because its choice do not 
influence input-output system behaviour. 

So there is not a function-structure coupling for tractable functions. A system 
designed to perform these tasks can be rightly modelled at functional macroscopic 
level as black-box with well-known stimulus-response behaviour (see figure 1, on 
top). Thus the intermediate, mesoscopic, level of solution techniques between 
macroscopic functional specification and microscopic implementative details can be 
neglected. In other words, the internal realization is a fungible interchangeable part of 
the computational system hence we have the correctness of multiple-realizability and 
we can consider tractable functions as structure-independent entities without 
underdetermination. 

4.2   The Mesoscopic Level of Functionalism 

As we have shown above classical functionalism is well posed only for simple 
tractable functions because they can be considered structure independent entities.  

However, this type of tractable functions are not much interesting for the cognitive 
modelling.  

Thus for the intractable functions, which are of great cognitive interest, the 
descriptive level for explaining and predicting the macroscopic behaviour is the 
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mesoscopic level of the computational heuristic. In fact, in accordance with the 
theoretical considerations of the computational complexity and the experimental 
cognitive evidences with the human beings, it is not possible to predict the system 
behaviour without considering the used specific heuristic.  

So canonical functionalism neglecting the mesoscopic level of internal realization 
is unsuitable for human mind modelling.  

But wholly agreeing with Harnad ([10] p. 299) one of the main risks, for 
overcoming underdetermination of simply functional models, is to push models up to 
synthetic bio-chemical or physical recreation. This kind of models tend to realism as 
much as possible, and so they can be hyperdeterminated because they consider 
physical or functional features which could be irrelevant to the understanding of bio-
psychological phenomena, and this leads to a reduction of the explication power of 
models.  

So we can set descriptive level of models at the mesoscopic one, taking into 
account subject-explicit heuristics as well as implicit unconscious heuristics.  

In these mesoscopic models we are able to describe the heuristic in a functional 
way, because the internal realization of the heuristic at the lower microscopic-
implementative level is absolutely irrelevant for the system behaviour.  

Mesoscopic models can be considered functional and structural models at the same 
time. They are functional models of computational heuristics because they neglect 
theirs internal microscopic implementation and from a another viewpoint they are 
structural models of macroscopic functionality because they resolve 
underdetermination of macroscopic level (see figure 2). 

We call this modelling approach mesoscopic functionalism because it shift down 
underdetermination at the mesoscopic level allowing multiple realizability only at 
microscopic level and because it resolves under-determination of macroscopic level 
(i.e. stimulus-response one) fixing a heuristic. 

Furthermore, the necessity of a mesoscopic descriptive level due to intractability 
can be used [8] to support design-stance rather than intentional-stance proposed by 
Dennett [6] as explanatory strategies to human behaviour. This also justifies, in our 
view, AI practices as a kind of reverse engineering of bio-cognitive functionalities.  
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5   Artificial Intelligence and Mesoscopic Functionalism 

We can roughly divide artificial intelligence (AI) researches in two main schools of 
thought: Classical AI and Nouvelle AI.  

Classical AI mostly involves the logical-symbolic techniques for the development 
of intelligent systems. This is also known as symbolic AI, neat AI or Good Old-
Fashioned Artificial Intelligence (GOFAI) as it is called by Haugeland [11].  

Two good examples of its successful fields are chess playing and theorem proving, 
the task environments preferred by early AI. Some early well known results obtained 
by this AI mainstream are production systems and notably expert systems. Nowadays, 
within this mainstream there are cognitive architectures such as ACT [1], SOAR [13] 
and theirs evolutions, which are systems based on symbolic-inferential techniques. 

Nouvelle AI, also known as non-symbolic AI or ‘scruffy’ AI, is based on soft-
computing and bio-inspired techniques as, for instance, neural networks, evolutionary 
computation and evolutionary robotics. Nouvelle AI applies biologically inspired 
design methods, including connectionism and evolutionism, to achieve an arising 
intelligent behaviour.  

This bio-inspired computing, takes a bottom-up, decentralised approach, because 
these techniques often involve the method of specifying a set of simple rules (e.g. 
genetic operators or activation rule respectively for genetic algorithms or artificial 
neural nets), a set of simple organisms or node which adhere to those rules, and a 
method of iteratively applying those rules.  

So nouvelle AI obtains an adaptive approach to intelligent behaviour and learning, 
as opposed to the what could be described as top-down 'creationist' method, used in 
classical AI. 

5.1   Unifying Cognitive Artificial Intelligence 

We think that both classical and nouvelle AI create models of cognitive functions at 
mesoscopic level.  

In fact, classical AI does not build pure functional models because the intractability 
of combinatorial explosion in these systems is faced by heuristics.  

As well within nouvelle AI the employed bio-plausible or only bio-inspired 
techniques can be seen as heuristic algorithms for approximated solution of hard 
intractable problems. 

In classical AI (e.g. Information Processing Psychology (IPP) by Newell and 
Simon [21]), cognitive interested researchers designed artificial systems to re-create 
intermediate processes of human thinking beyond the pure stimulus-response 
intelligent behaviour. 

For instance, in classical AI one of the early systems, General Problem Solver 
(GPS) [20], was designed from the beginning to recreate human problem-solving 
protocols. The main method of this system embodies the psychological plausible 
heuristic of means-ends analysis which is used, at the same time, to face 
combinatorial explosion of candidate solutions and to assure a human-likeness 
reasoning. 
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In cognitive architectures (e.g. ACT or SOAR), which are models of human 
reasoning based on production systems, the working memory of the system models 
human short-term memory, and the productions are part of long-term memory. 

The order in which these programs generate subgoals and possible actions is 
similar to the bounded resources way (i.e. heuristic way) of humans approaching the 
same problems. So this family of models can be easily considered as mesoscopic 
models. 

The nouvelle AI (e.g. Parallel Distributed Processing (PDP) [29]), following bio-
plausibility modelling techniques, has tacitly detected a mesoscopic descriptive level 
(its models are often called structural models) which allow to reproduce the 
functionalities of biological structures (the heuristics) and to neglect the physical and 
chemical details. 

Nouvelle AI reutilises the good heuristic solutions ‘adopted’ by nature to face 
intractable combinatorial problems as, for instance, the connectionism of biological 
neural nets or the evolutionary algorithms of natural selection. 

Thus the mesoscopic functionalism, tacitly or consciously, has shared both from 
top-down approach of classical AI and bottom-up approach of nouvelle AI: classical 
AI facing the combinatorial explosion and nouvelle AI duplicating the nature. 

According to this view, the prevalent attempt to lined up functional vs. structural 
model with classical AI vs. nouvelle AI is without real foundations (see also [5], chap. 7). 

The differences among various approaches or modelling techniques within AI 
should be searched by means of some other subjects, including for example symbol 
grounding and the embodiment problems. 

6   Cognitive Plausibility of Models 

Thus mainstreams of AI build mesoscopic functionalist models, and for cognitive 
interested researchers, the core matter is not functional versus structural model 
problem, but it is the setting of the right bio-psychological constraints, for the 
mesoscopic level, to carry out a biological or psychological plausible computation. 

Rethinking the concept of the “fine-grain correspondence” proposed by Pylyshyn 
([25] p. 121), we propose that the explanatory abilities of mesoscopic models are 
guaranteed by the functional equivalence between the heuristic internally used and the 
heuristic realized by the natural systems (both psychological ones and biological 
ones).  

Then, according to Cordeschi ([5], chap. 7), the difference between mesoscopic 
models of different AI mainstreams is due to the choice of distinctive artificial 
primitives [16]: psychological, neurological or bio-evolutive (see figure 2, right). By 
means of these different primitives the modeller builds the mesoscopic level of a 
intelligent artificial systems, and at this level the researcher enforces the constraints so 
that the models have some cognitive explanatory capability. 

In fact, the choice of a given artificial primitive rather than another, does not 
suffice for assuring a cognitive explication power at built model. One can build a 
connectionist model that is irrelevant for cognitive science and a symbolic model that 
is interesting for cognitive explanation, or vice versa. 
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Hence, a computational cognitive model has to realize the particular considered 
cognitive function through the same heuristic used by the human being. 

In this perspective cognitive oriented AI, both classical and nouvelle, attempt to 
recreates the “internal structure” of human mind functionalities: the classical AI 
mainly from a psychological perspective and the nouvelle AI mainly from a 
biological or bio-psychological one. 

7   Underdetermination and Scientific Pluralism 

Despite this methodological uniformity of building mesoscopic models, the classical 
AI models are often reproved from nouvelle AI researchers as “in principle 
underdetermined” ([36] p. 247) because they would allow multiple realizability of 
cognitive function, and then they would be ill-posed for cognitive explanations. 

Conversely, many structural models within nouvelle AI are often considered ipso 
facto psychologically or biologically plausible, and not simply bio-inspired. (See [26] 
about some PDP connectionist models which are biologically implausible). 

This intellectual attitude is not justified by evidences nor by theoretical reasons 
explained previously. 

Moreover, the underdetermination of models is “epidemic to science” [12]. The 
existence of several alternative methodologies or theories that support experimental 
evidence, is common in all fields of science. Einstein had described this situation in 
physics as an “embarrassment of riches”(Cited in [12]). 

In epistemology underdetermination (also indeterminacy) is used to refer to the 
dilemma of having several alternative theories, descriptive formalisms or models and 
consequently explanations, that are not falsified by experimental tests. 

The underdetermination of the resulting empirically adequate multiplicity of 
scientific explanations and point of view is recognized by the pragmatist thesis as 
scientific pluralism [15].  

In the social sciences underdetermination is a common outcome and scientific 
pluralism has been defended from both methodological and theoretical viewpoints [2] 
[3]. 

Hence the multiple internal realization of a computational model or theory which 
satisfies empirical data is a problem deeply rooted in whole scientific activity.  

Cognitive researchers, exactly while attempting to resolve underdetermination of 
computational models, develop a wide spectrum of viewpoints and modelling 
techniques which we pose at a unifying mesoscopic level. (see figure 2, right). 

In artificial intelligence, the concept of scientific pluralism leads to the observation 
that several artificial primitives are equally legitimate and scientists can choose 
among alternative mesoscopic models, including cognitive architectures, production 
systems or other logical-symbolic models, as well as connectionist models, a-life 
models or other bio-plausible. 

Despite of this, most of debates within AI come from the attempt to legitimate a 
specific technique or methodology as the unique right one to recreate and explain  
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human behaviour and intelligence. While following Merton [18] [19] and his concept 
of middle range theory, we should not try to explain the whole mind or to attempt to 
justify a modelling technique as a total theoretical system able to cover all, or almost 
all, aspects of mind (the grand theory); but we should concentrate to develop a 
computational partial models of some skills of human mind (middle range theories) 
using one of several techniques according to partial experimental data and available 
increasing knowledge. 

8   Concluding Remarks 

We have argued that several methodologies and techniques for cognitive modelling 
within artificial intelligence, lie in the same descriptive level and share the 
methodological approach of mesoscopic functionalism. The mesoscopic level of 
functional specification of heuristics is fixed by the necessity to deal with 
intractability for both natural and artificial systems. 

Thus, the contraposition between functional and structural models is not so useful 
to cognitive modelling problem (and it should even be ill-posed from a hardly 
theoretical viewpoint), because cognitive relevance of a AI systems may be assured 
from constraint enforced to mesoscopic level. While different modelling techniques 
are all potentially well-posed, because according to scientific pluralism, complex 
mental phenomena require multiple, sometimes even incompatible, accounts 
achievable with the wide spectrum of models developed in the short and fruitful life 
of AI. 

We think this pluralistic attitude is a key factor to progress artificial intelligence 
and cognitive science. 
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Abstract. This paper presents a new cognitive architecture for extract-
ing meaningful, high-level information from the environment, starting
from the raw data collected by a Wireless Sensor Network. The pro-
posed framework is capable of building rich internal representation of the
sensed environment by means of intelligent data processing and correla-
tion. Furthermore, our approach aims at integrating the connectionist,
data-driven model with the symbolic one, that uses a high-level knowl-
edge about the domain to drive the environment interpretation. To this
aim, the framework exploits the notion of conceptual spaces, adopting
a conceptual layer between the subsymbolic one, that processes sensory
data, and the symbolic one, that describes the environment by means of
a high level language; this intermediate layer plays the key role of anchor-
ing the upper layer symbols. In order to highlight the characteristics of
the proposed framework, we also describe a sample application, aiming
at monitoring a forest through a Wireless Sensor Network, in order to
timely detect the presence of fire.

1 Introduction

Wireless Sensor Networks (WSNs) are an emerging technology that allows per-
vasive environmental monitoring through measurement of characteristic quanti-
ties [1]. They can be thought of as “Google R© for the physical world” [2] in that,
while the primary purpose of a sensor node is data gathering, each of them also
has limited processing capabilities that may be exploited in order to carry on
preliminary operations on raw data. Despite the difficulty of collecting and man-
aging huge amounts of measurements, meaningful information can be extracted
by means of intelligent in-network processing and correlation of sensed data.

Although several interesting works present innovative applications where WSN
pervasiveness has adramatic impact inaccomplishingmonitoring andcontrol tasks
on well-defined scenarios, all these proposals are definitely application-specific [3],
[4]. Our approach, on the other hand, aims at providing a comprehensive frame-
work capable of general-purpose management of data streaming from the sensed
environment to the highest level of knowledge representation. In particular, this
paper proposes the adoption of a three-layer computational architecture, similar
to the one presented in [5] and [6], where the authors exploit the idea of concep-
tual spaces [7] and describe a cognitive system for the interpretation of static and
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dynamic scenes, starting from data obtained from video cameras. In order to gen-
eralize to more challenging scenarios, we devise an analogous architecture that em-
ploys WSNs as the sensing layer of an intelligent system. We describe the design
of a flexible framework capable of collecting raw data through networked sensors,
and of operating reductions and aggregations on them; processed data are then
represented as vectors in ad-hoc geometric spaces (i.e., conceptual spaces), where
the notion of similarity can be modeled in a natural way using opportune met-
rics. Meaningful concepts will finally be extracted and used for further higher-level
inferences.

The remainder of the paper is organized as follows. Section 2 gives useful
insights about the theory behind conceptual spaces, and about a few relevant
data analysis and knowledge representation techniques. In Section 3 we introduce
the cognitive architecture, we discuss the functionalities of each layer and detail
our implementation choices. Section 4 illustrates how the architecture may be
exploited in a sample scenario for wildfire monitoring. Finally, we draw our
conclusions and outline some future developments in Section 5.

2 Technical Background

Cognitive science aims at understanding how information is represented and pro-
cessed in different kinds of agents, biological as well as artificial. Finding the most
appropriate way of modeling the information is a challenging issue and currently
two approaches are dominating: the symbolic approach starts from the assump-
tion that cognitive systems can be modeled as Turing machines, whereas the
connectionist approach models such systems through artificial neuron networks.

According to Gärdenfors [7], neither approach can model complex aspects of
cognitive phenomena in all situations; therefore, the author introduces a third
form of representing information (conceptual representation), based on the ex-
ploitation of geometric structures. A conceptual space consists of a number of
quality dimensions that can be generated by perceptual mechanisms, or can
present a more abstract, non-sensory character. Examples of quality dimensions
are colour, pitch, temperature, weight, and the three ordinary spatial dimen-
sions. It is assumed that each of the quality dimensions is endowed with a certain
topological or metric structure, so it is conceivable to define the similarity of two
objects through the distance between their representing points in the space.

Conceptual spaces can serve as tools for categorization and concept forma-
tion, providing a natural way of representing similarities, which is typically very
difficult to handle at the symbolic layer. In this model a categorization generates
a partitioning of the conceptual space and Gärdenfors defines natural concepts
as convex regions. However the fundamental issue concerns how to identify those
regions in the space and, as those regions are supposed to group similar objects
in the conceptual space together, a possible solution requires using a clustering
technique. The arising of meaningful clusters is obviously closely related to the
choice of an opportune metric for the space; moreover, once this crucial step is
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performed, the clusters that have been identified need to be analyzed in order
to assess their validity with respect to their subsequent use in the knowledge
representation system; to this aim it may be useful to identify representative
objects for each cluster.

The interface of the proposed architecture with the real world is represented by
the Wireless Sensor Network infrastructure, which accounts for the lowest layer
of the whole complex cognitive system. Data manipulation may have significant
impact on the efficiency of the overall architecture and, as will be detailed later,
WSNs play an important role at this stage; a typical approach to lessening
the burden of superfluous communication and processing in such context is to
resort to data aggregation. A possible approach consists in reducing the overall
amount of transmitted data by exploiting some spacial correlation; data may
be merged as they traverse the network so that only the information that is
actually needed is in fact transmitted. A somewhat similar approach relies on
the observation that environmental phenomena are quite predictable, so they
will likely present some temporal correlation that may be exploited if nodes
try to establish collaborative relationships with each other. This leads to the
formation of cluster of sensor nodes that delegate to a representative node the
task of building a predictive model out of previous measurements [8].

In [9], several methods for feature extraction and dimensional reduction are
surveyed. The author differentiates them into projective methods, and manifold
modeling methods. The former class comprises those techniques that attempt to
find low dimensional projections that extract useful information from the data
and includes the projection pursuit method [10], and the well-known Principal
Component Analysis (PCA) and its variants [11] among others, whereas the
latter class contains those methods that model the manifold on which the data
lies, such as multi-dimensional scaling (MDS) [12], graphical methods (Lapla-
cian eigenmaps, spectral clustering) [13,14], and so on. Amongst projective tech-
niques, great attention has been gathered by the so-called kernel methods, such
as kernel PCA and, more importantly, by Support Vector Machines (SVMs) [15],
which have been successfully applied to several research fields, such as text recog-
nition, isolated handwritten digit recognition, and face detection.

Knowledge representation is a crucial aspect of AI and its main goal regards
the expression of knowledge in computer-tractable form, such that it can be used
to help intelligent agents in their activities. Knowledge engineering is the process
of building a knowledge base in order to understand the considered domain and
to represent the significant objects and relationships. The ability of a knowledge
engineer resides in her capacity to represent very general concepts by means
of a vocabulary, known as an ontology. Each of the approaches presented in
literature offers a specific vision of some part of the world; moreover, ontologies
can be formulated in a wide variety of languages and notations (e.g., logic, LISP,
etc.); the essential information is not the form of the language, but the content,
namely the set of ontological structures provided as a way of thinking about the
world.
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Fig. 1. The proposed architecture, showing the three levels of representation

3 The Proposed Architecture

This paper describes a multi-layer architecture for in-depth reasoning on large
amount of data gathered by a Wireless Sensor Network. Our architecture is com-
posed of three layers, as schematically represented in Figure 1: the subsymbolic
layer, where information is still deeply embedded into raw data; the conceptual
layer, where basic quantities are represented in geometric form as points in a vec-
tor space, and finally the symbolic layer, where information is eventually coded
as high-level symbols on which logical inferences may be carried on.

3.1 Subsymbolic Layer

The subsymbolic layer exploits the computational capabilities of sensor nodes
in order to implement data correlation techniques. Sensors capture raw, unpro-
cessed data, so it is crucial to extract hidden correlations in order to capture the
occurrence of unusual phenomena. Moreover, for the sake of our architectural
scheme, the subsymbolic layer also needs to deal with adapting the dimension-
ality of the original data space to the requirements of the upper layer.

In [7], the notion of dimension is closely related to the measure of a dis-
tance, assuming that geometric proximity corresponds to the abstract notion of
similarity. Identifying meaningful dimensions (named quality dimensions) in the
subsymbolic space is both the primary goal and the challenging issue when relat-
ing raw data to concepts. They represent various “qualities” of real objects and
affect the way in which an opportune distance metric may be interpreted as a
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natural way of expressing similarity. Our architecture assumes that sensor nodes
collaborate with each other in order to exploit temporal correlation in sensed
data and to build synthetical models. Following the original ideas of [8], neigh-
boring sensor nodes help reduce data redundancy by entering into collaborative
relationships and taking turns in transmitting. At any point in time, the node
that is actively transmitting also acts as a representative for its collaborators,
answering queries and participating in monitoring operation on their behalf. It
shares a model with each of the nodes in its group, based on their past behavior,
and exchanges information with them in order to make sure that its response on
their behalf meets some accuracy constraints; in the ideal case very little data
needs to be exchanged without any information loss.

3.2 Conceptual Layer

Environmental data gathered by the WSN are collected at a sink node, where
they may be further processed and then mapped at the conceptual layer, in order
to build a description of the sensed environment, in terms of a combination of
geometric dimensions. The primary function of the geometric dimensions is to
represent the significant “qualities” of perceived objects; they correspond to the
different ways in which stimuli are judged to be similar or different and, there-
fore, they must be endowed with certain geometrical structures and topological
metrics.

Following the definition of [5], we call knoxel a generic point in a concep-
tual space, representing main epistemological primitives. Formally, a knoxel is
a vector whose components correspond to parameters associated with quality
dimensions of the domain of interest. Unfortunately, the precise characterization
of conceptual spaces poses severe difficulties, since finding dimensions and asso-
ciated metrics is a complex and highly domain-specific task. It is clear that there
is no identification technique that works well in every possible case, and that it
is necessary to adopt methods carefully designed for the specific cognitive task.
In particular, the structures of the dimensions should be as simple as possible,
and tightly connected to the measurement methods that have been employed to
determine the values of the dimensions in experimental situations.

Amongst the different available clustering techniques suitable for separating
convex regions in the given space, we have chosen to use Support Vector Ma-
chines that, thanks to their general-purpose approach and their customizability
with respect to the concepts of geometric space and metric, are promising for
our specific purposes. They rely on the structural risk minimization principle
in order to separate m classes through the best hyperplane. Although one of
their drawbacks is their slowness during the training phase, this is not a serious
limitation in our case, since we may as well rely on a single training phase to
be performed at the beginning. However, if we wanted to add further knowl-
edge at a later stage (as could happen, for instance, if we wanted to provide
some feedback from the symbolic layer), we could resort to using a modified
incremental version of SVMs [16] that allows for dynamic modifications of the
model.
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3.3 Symbolic Layer

At the symbolic layer our system must provide a concise description of the per-
ceived environment in terms of a high-level logical language, capable of symbolic
knowledge-based reasoning.

This layer aims to describing the relationships needed to infer complex events
starting from “phenomena” extracted from the conceptual layer and, to this end,
a description of the application domain ontology is needed. As in [5], the symbolic
knowledge base description can be carried out by means of a hybrid representa-
tion formalism, in the sense of Nebel [17]. Such a hybrid formalism is constituted
by two different components: a terminological module and an assertional module;
the former contains the descriptions of the concepts relevant for the represented
domain (e.g., types of objects and of relationships to be perceived), whereas the
latter stores the assertions describing the particular perceived environment.

This distinction into two components is mirrored here by the use of two differ-
ent formalisms. In particular, we adopt a KL-ONE-like notation [18] for repre-
senting the structured knowledge in the form of concept definitions, subsumption
relationships, and roles. Furthermore, in order to enable the system to reason
about instances of the defined terms, we represent them as one- and two-place
predicate symbols, relying on a standard first-order logic.

4 Wildfire Detection: A Case Study

This Section describes a sample application of the proposed framework, aiming
at monitoring a forest through a Wireless Sensor Network, in order to timely
detect the presence of fire.

Fire is generated by a chemical reaction involving rapid oxidation or burning
of a combustible material, and requires sufficient amounts of fuel and oxygen to
be present in the proper conditions and proportions. One of the most important
aspects in wildfire detection and prevention is fire behavior analysis; according
to [19], this may be defined as “the manner in which fuel ignites, flame devel-
ops, and fire spreads and exhibits other related phenomena as determined by
the interaction of fuel, weather, and topography.” Fire behavior is heavily in-
fluenced by such factors as the fuel type, weather conditions (air temperature
and humidity, wind speed and direction), and topography of the fire location;
the products of burning include the gases carbon monoxide, carbon dioxide, and
water vapour.

In the scenario considered here, the area to be monitored is covered with low-
cost, resource-constrained wireless sensor nodes, deployed at known locations and
at varying heights, and sufficiently close to each other so as to form a connected
network. Similarly to other projects aiming at using Wireless Sensor Networks
for fire prevention, such as FIRE [20] and Firebug [21], our system employs
commonly available nodes equipped with sensors for monitoring environmental
conditions such as wind speed and direction, air temperature, relative humidity,
and barometric pressure, as well as more specific sensors such as detectors for
carbon monoxide, carbon dioxide, water vapor, smoke, and flames.
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For the purpose of the required monitoring actions, large amounts of data
will need to be collected and processed, in order to extract meaningful informa-
tion about the state of the environment; the information deduced by means of
this higher-level analysis will then be used to promptly alert in case of likely
dangerous conditions. Energy resources will be limited and non-renewable in
the nodes, nevertheless they will still be able to perform selected computations
on data. We adopt a model-based technique, in order to exploit correlation in
the data through a distributed node grouping protocol [8]. This is motivated
by the fact that in a typical sensor network monitoring task, the readings of
sensor nodes show high temporal and spatial correlation; for instance, in the
scenario considered here, environmental conditions will likely not be subject to
significant changes over time, unless some disruptive event occurs. We are not
interested in constant monitoring of weather conditions, but rather in capturing
unusual phenomena that might be interpreted as fire alarms or, in other words,
outliers with respect to the given prediction model. Nodes may thus organize
themselves into clusters ruled by a collaboration relationship. A cluster head
acts as a representative for the whole group, by building a model for predicting
its collaborators’ behavior; it will then transmit only those readings that differ
from the predicted ones by more than a certain pre-specified error threshold;
moreover, when no transmissions are received from the collaborating nodes, the
monitoring entity uses the sensors’ prediction models to infer their readings.
Periodically, the cluster head will receive updated prediction models from its
collaborators. Moreover, in order to provide resilience to natural variations in
data, for instance as a consequence of different weather conditions depending on
seasonal changes, we have modified the original collaboration protocol so that
models are periodically updated to incorporate useful statistics, for instance
about seasonal and daily trends of temperature, barometric pressure, and so on.

Sensor readings are used to characterize the conceptual spaces used in our
system. When applying our architecture to the present scenario, we identify two
conceptual spaces related to topology and environmental measurements respec-
tively.

The dimensions of the former space correspond to the three spatial compo-
nents of the known location of the sensor nodes, whereas for defining the latter
space we interpret the different types of sensor readings as quality measures,
thus individuating the following quality dimensions:

– variation of temperature with respect to the expected value;
– variation of toxic gases (e.g. carbon monoxide, carbon dioxide, nitrogen ox-

ide) concentrations with respect to the expected values;
– water vapor concentration;
– barometric pressure;
– UV and IR spectra.

Similarity among knoxels is expressed in terms of two metric functions defined
in the topological and environmental space, respectively. A perception cluster
pc = {k1, k2, . . . , kl} may thus be defined as a finite set of knoxels in one of the
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Fig. 2. The process of concepts and relationships extraction

conceptual spaces and such clusters may be identified through automated tech-
niques, applying the similarity measure mentioned above. In particular, we have
chosen to use Support Vector Machines (SVMs), thanks to their general-purpose
approach and their customizability with respect to the concepts of geometric
space and metric. By applying them to the above mentioned conceptual spaces,
we are able to isolate specific regions, i.e basic concepts in our formulation.

Such concepts may individuate, for instance, a “smoke cloud”, an “incomplete
combustion area”, an “overheated area”, a “flaming area”, and so on. Figure 2
shows a simplified case, where an initial clustering of the conceptual spaces by
means of the SVMs has identified several convex regions, including for instance:

incomplete combustion area: a region identified by low water vapor concen-
tration, low carbon monoxide and dioxide, and presence of nitrogen oxide;

top flaming area: a region identified by having ultraviolet and infrared spectra
occupying specific ranges, and located at a certain height from the ground.

A projection technique, combined with the use of a SVM in the resulting pro-
jection space, is then used to extract relationships among those concepts. For
instance, assuming that a smoldering fire was in fact present in the monitored
area, we can compute the projection of the knoxels in the “overheated area”,
“smoke cloud”, and “incomplete combustion area” regions onto the spatial di-
mensions, and cluster the resulting space. Provided that the original knoxels
regarded phenomena occurring in the same topological area, the process would
identify a region representing a set of relationships involving the above men-
tioned concepts. The same process would identify other analogous relationships
that would then be mapped onto symbolic structures as will be detailed in the
following.

A knowledge representation system is adopted at the upper layer, with the
final goal to infer higher-level events and to correctly classify them. As already
discussed in the previous Section, we adopt a logically oriented formalism that
is constituted by two different components: a terminological component, build-
ing domain descriptions, and an assertional component, storing facts concerning
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a specific context. In particular, the descriptional task aims at forming an ex-
tensible repertoire of terms: a domain-specific vocabulary defining concepts on
the basis of their taxonomical structure and their potential relationships (i.e.,
properties, parts, etc.). In our case study, we consider a simplified taxonomy of
wildfires, and specify their necessary conditions in terms of the basic concepts
that can be identified as regions on the conceptual spaces described above. The
different kinds of wildfire can be informally defined as follows:
smoldering: a single-spot fire burning without flame, generating moderate

heat, and emitting toxic gases (e.g., carbon monoxide) at a higher yield
than flaming fires;

creeping: a flaming fire with low flame;
running: a flaming fire with high flame and with a well-defined front;
spotting: a flaming fire producing firebrands that fall beyond the main fire

perimeter and result in spot fires;
torching: a flaming fire with high flame involving the foliage of a single tree

(or a small clump of trees);
crowning: a flaming fire ascending into the crowns of trees and spreading from

crown to crown.
Figure 3 depicts the subsumption relationships between these concepts, while

Figure 4 presents another taxonomy fragment, dealing with some topological con-
cepts (we adopt a network notation similar to that of Brachman and Schmolze
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[18]). The complete formalization captures the relationships that character-
ize the wildfire taxonomy concepts in terms of the basic concepts singled out
from measured data mapped into conceptual spaces. For example, Figure 5
represents a fragment of our terminological knowledge base, showing that a
WILDFIRE is a THING that emits any number of SMOKE CLOUDs, contains at least
one COMBUSTION AREA, is delimited by at least one OVERHEATED AREA, and covers
any number of FLAMING AREAs. It also shows that SMOLDERING COMBUSTION rep-
resents a a single-spot WILDFIRE, without any FLAMING AREA, and containing one
INCOMPLETE COMBUSTION AREA. In a similar fashion, Figure 6 shows that a TREE-TOP

FIRE is a WILDFIRE with flames (a FLAMING COMBUSTION), that emits at least one
SMOKE CLOUD, and covers at least one flame area that satisfies the constraint of
being a TOP FLAMING AREA.

The assertional component, on the other hand, maintains the linguistic in-
formation concerning specific perceived contexts. In our sample case study, we
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represent the concepts of the terminological components as one-argument pred-
icates, and the roles (e.g., Emits, Contains, and so on) as two-arguments rela-
tionships. For example, in order to assert the existence of an instance SC#1 of
the SMOLDERING COMBUSTION concept, the formula: SmolderingCombustion(SC#1)
is added to the assertional knowledge base. To express that the filler of the role
Contains for SC#1 is an instance ICA#1 (i.e., a specific knoxel) of the INCOMPLETE

COMBUSTION AREA concept, the formula Contains(SC#1, ICA#1) is asserted.

5 Conclusion and Ongoing Work

In order to address the difficulty of gathering, managing, and understanding the
huge amounts of data collected by WSNs, we proposed a novel architecture ca-
pable of understanding the sensed environment. Our proposal exploits the idea
of representing knowledge through geometric structures which integrate the con-
nectionist data-driven approach with the symbolic one. A cognitive architecture
has been designed, detailing the computational aspects and the implementation
choices. The architecture has been illustrated with reference to an experimental
setup for wildfire detection.

The current implementation supports environment monitoring, basic event
detection, and higher-level classifications. As part of the ongoing work, we are
currently designing the logical reasoner capable of performing management tasks
on the sensed environment. Furthermore, we plan to develop a distributed, grid-
based implementation of the inference engine in order to improve the speedup
of the overall system.
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Abstract. We present FreeP 1.0, a theorem prover for the KLM pref-
erential logic P of nonmonotonic reasoning. FreeP 1.0 is a SICStus Pro-
log implementation of a free-variables, labelled tableau calculus for P,
obtained by introducing suitable modalities to interpret conditional as-
sertions. The performances of FreeP 1.0 are promising. FreeP 1.0 can
be downloaded at http:// www.di.unito.it/ ∼pozzato/FreeP 1.0.

1 Introduction

The work of Kraus, Lehmann and Magidor (KLM) in the early 90s [1] is a mile-
stone in the area of nonmonotonic reasoning. The postulates outlined by KLM
have been widely accepted as the “conservative core” of nonmonotonic reason-
ing: they correspond to properties that any concrete reasoning mechanism should
satisfy. Many different approaches to nonmonotonic reasoning are characterized
by the properties of two of the KLM logics, namely preferential logic P and
rational logic R [2].

According to the KLM framework, a defeasible knowledge base is represented
by a (finite) set of nonmonotonic conditionals of the form A |∼ B, whose reading
is normally (or typically) the A’s are B’s. The operator “|∼” is nonmonotonic, in
that A |∼ B does not imply A ∧ C |∼ B. For instance, a knowledge base K may
contain sumo wrestler |∼ fat , sumo wrestler |∼ sumo lover , sumo lover |∼ ¬fat ,
whose meaning is that sumo wrestlers are typically fat, sumo wrestlers typically
love sumo, but people loving sumo typically are not fat. If |∼ were interpreted
as classical implication, one would get sumo wrestler |∼ ⊥, i.e. typically there
are not sumo wrestlers, thereby obtaining a trivial knowledge base. One can
derive new conditional assertions from the knowledge base by means of a set of
inference rules, without incurring the trivializing conclusions of classical logic.
In KLM framework, the set of inference rules defines some fundamental types
of inference systems, namely, from the strongest to the weakest: Rational (R),
Preferential (P), Loop-Cumulative (CL), and Cumulative (C) logic.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 84–96, 2007.
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In this paper we focus on Preferential logic P. Concerning the above exam-
ple, in preferential logic P one can infer sumo lover ∧ sumo wrestler |∼ fat , giving
preference to more specific information, and that sumo lover |∼ ¬sumo wrestler .
From a semantic point of view, the models of preferential logic P are possible-
world structures equipped with a preference relation < among worlds. The mean-
ing of a conditional assertion A |∼ B is that B holds in the most preferred worlds
where A holds.

In [3] an analytic tableau calculus for propositional P is introduced. The basic
idea there is to interpret the preference relation < as an accessibility relation: a
conditional A |∼ B holds in a model if B is true in all worlds satisfying A that
are minimal wrt <. The calculus provides a sort of run-time translation of P into
Gödel-Löb modal logic of provability G. The relation with G is motivated by the
fact that we assume, following KLM, the so-called smoothness condition, which is
related to the well-known limit assumption. This condition ensures that minimal
A-worlds exist whenever there are A-worlds, by preventing infinitely descending
chains of worlds. This condition is therefore ensured by the finite-chain condi-
tion on the accessibility relation (as in modal logic G). The resulting calculus,
called T PT, is a non-labelled, sound, complete and terminating proof method
for the logic P. In [4] a SICStus Prolog implementation of T PT is presented.
The program, called KLMLean 2.0, is inspired to the “lean” methodology, and,
as far as we know, it is the first theorem prover for the preferential logic P.

We extend our work on efficient theorem proving for KLM logics by intro-
ducing FreeP 1.0, a theorem prover for preferential logic P that implements
a free-variable tableau calculus for this logic. Free-variable tableaux are a well-
known and well-established technique for first order theorem proving [5], whose
basic idea is to adopt free-variables as a meta-linguistic device for representing
all labels/worlds that can be used in a proof search. To reduce the search space,
the instantiation of these free-variables is postponed until more information is
available (for instance to close a branch). Recently, Beckert and Goré have pre-
sented the theoretical foundations to extend the free-variable tableaux technique
to all 15 basic propositional modal logics [6].

In our paper, we first introduce a labelled tableau calculus for the preferential
logic P, based on the same translation into G adopted by T PT. This calculus,
called LABP, can be straightforwardly derived from the labelled calculus TRT

for the rational logic R introduced in [7]. We then show that LABP can be
easily turned into a terminating calculus. Last, we present FreeP 1.0, an im-
plementation of a free-variables version of LABP in SICStus Prolog. This last
point is the main contribution of the paper.

2 KLM Preferential Logic P

In this section we briefly recall the axiomatization and semantics of the prefer-
ential logic P. For a complete description of KLM systems, see [1] and [8]. The
language L we consider is defined from a set of propositional variables ATM ,
the boolean connectives and the conditional operator |∼. We use A,B,C, ... to
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denote propositional formulas, whereas F,G, ... are used to denote all formulas
(even conditionals). The formulas of L are defined as follows: if A is a propo-
sitional formula, A ∈ L; if A and B are propositional formulas, A |∼ B ∈ L;
if F is a boolean combination of formulas of L, F ∈ L. L corresponds to the
fragment of the language of conditional logics without nested occurrences of the
conditional operator |∼.

The axiomatization of P consists of all axioms and rules of propositional
calculus together with the following axioms and rules (�PC denotes provability
in the propositional calculus, whereas � denotes provability in P):
• REF. A |∼ A (reflexivity)
• LLE. If �PC A↔ B, then � (A |∼ C) → (B |∼ C) (left logical equivalence)
• RW. If �PC A → B, then � (C |∼ A)→ (C |∼ B) (right weakening)
• AND. ((A |∼ B) ∧ (A |∼ C))→ (A |∼ B ∧ C)
• CM. ((A |∼ B) ∧ (A |∼ C)) → (A ∧B |∼ C) (cautious monotonicity)
• OR. ((A |∼ C) ∧ (B |∼ C)) → (A ∨B |∼ C)

The semantics of P is defined by considering possible world structures with a
preference relation (a strict partial order) w < w′ whose meaning is that w is
preferred to w′. We have that A |∼ B holds in a model M if B holds in all
minimal A-worlds (w.r.t. <). This definition makes sense provided minimal A-
worlds exist (whenever there are A-worlds). This is ensured by the smoothness
condition in the next definition.

Definition 1 (Semantics of P, Definition 16 in [1]). A preferential model
is a triple M = 〈W , <, V 〉 where: W is a non-empty set of items called worlds;
< is an irreflexive and transitive relation on W; V is a function V : W �−→
pow(ATM ), which assigns to every world w the set of atoms holding in that
world. We define the truth conditions for a formula F as follows: (i) if F is a
boolean combination of formulas, M, w |= F is defined as for propositional logic;
(ii) let A be a propositional formula; we define Min<(A) = {w ∈ W | M, w |= A
and ∀w′, w′ < w implies M, w′ 
|= A}; (iii) M, w |= A |∼ B if for all w′ ∈ W, if
w′ ∈Min<(A) then M, w′ |= B.

The relation < satisfies the following smoothness condition: if M, w |= A
then w ∈ Min<(A) or ∃w′ ∈ Min<(A) such that w′ < w.

We say that a formula F is valid in a model M (M |= F ), if M, w |= F for
every w ∈ W. A formula is valid if it is valid in every model M.

3 A Labelled Tableau Calculus for Preferential Logic P

In this section we present a labelled tableau calculus for preferential logic P.
This calculus, called LABP from LABelled P, follows the same intuition as
the calculus T PT introduced in [3], i.e. to interpret the preference relation as an
accessibility relation, thus implementing a sort of run-time translation into modal
logic G. LABP is straightforwardly derived from the labelled calculus T RT for
rational logic R [7], by removing rule (<), corresponding to modularity that
differentiates P from R.
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(AX) Γ , x : P, x : ¬P with P ∈ ATM
Γ , x : ¬¬F

Γ , x : F

Γ , u : ¬(A |∼ B)

Γ , u : A |∼ B

Γ , u : A |∼ B, x : ¬A

Γ , x : A, x : �¬A, x : ¬B

Γ , u : A |∼ B, x : ¬�¬A Γ , u : A |∼ B, x : B

Γ , x : ¬�¬A

Γ , y < x, y : A, y : �¬A,ΓM
x−→y

Γ , x : F ∧ G Γ , x : ¬(F ∧ G)

Γ , x : F, x : G Γ , x : ¬F Γ , x : ¬G

x new

y new
label

x occurs in Γ

label(¬)

(|∼+)

(|∼−)

(�−) (∧−)(∧+)

Fig. 1. The calculus LABP. To save space, rules for → and ∨ are omitted.

The calculus LABP makes use of labels to represent possible worlds. We con-
sider a language LP and a denumerable alphabet of labels A, whose elements
are denoted by x, y, z, .... LP extends L by formulas of the form �A, where A
is propositional, whose intuitive meaning is as follows: �A holds in a world w if
A holds in all the worlds w′ such that w′ < w, that is to say M, w |= �A if, for
every w′ ∈ W , if w′ < w thenM, w′ |= A. It can be observed that � has (among
others) the properties of the modal system G, whose characterizing axiom is
�(�A → A) → �A. This axiom guarantees that the accessibility relation (de-
fined as xRy if y < x) is transitive and does not have infinite ascending chains.
From definition of Min<(A) in Definition 1, it follows that, for any formula A,
w ∈ Min<(A) iff M, w |= A ∧ �¬A. As we will see, LABP only makes use of
boxed formulas with a negated argument, i.e. formulas of the form x : �¬A.

Our tableau calculus comprises two kinds of labelled formulas: (i) world for-
mulas x : F , whose meaning is that F holds in the possible world represented
by x; (ii) relation formulas of the form x < y, where x, y ∈ A, used to represent
the relation <.

We define ΓM
x→y = {y : ¬A, y : �¬A | x : �¬A ∈ Γ}. The calculus LABP is

presented in Figure 1. We call dynamic the rules (|∼−) and (�−) that introduce
new labels in their conclusion; all the other rules are called static. Notice that
there is not a rule for positive boxed formulas, as the propagation of these
formulas is performed by the set ΓM

x→y, when a new world is created by (�−).

Definition 2 (Truth conditions of formulas of LABP). Given a model
M = 〈W , <, V 〉 and a label alphabet A, we consider a mapping I : A �→ W.
Given a formula α of the calculus LABP, we define M |=I α as follows: M |=I

x : F iff M, I(x) |= F ; M |=I x < y iff I(x) < I(y). We say that a set Γ
of formulas of LABP is satisfiable if there exist M and I s.t., for all formulas
α ∈ Γ , we have that M |=I α.

A tableau is a tree whose nodes are sets of labelled formulas Γ . Therefore, a
branch is a sequence of sets of labelled formulas Γ1, Γ2, . . . , Γn, . . . Each node
Γi is obtained by its immediate predecessor Γi−1 by applying a rule of LABP,
having Γi−1 as the premise and Γi as one of its conclusions. A branch is closed
if one of its nodes is an instance of (AX), otherwise it is open. We say that a
tableau is closed if all its branches are closed. In order to verify that a set of
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formulas Γ is unsatisfiable, we label all the formulas in Γ with a new label x,
and verify that the resulting set of labelled formulas has a closed tableau.

The calculus LABP is sound and complete wrt the semantics. To save space,
we omit the proofs, which are very similar to the ones for T RT in [7].

Theorem 1 (Soundness and Completeness of LABP). Given a set of for-
mulas Γ , it is unsatisfiable if and only if there is a closed tableau in LABP
starting with Γ .

Let us now refine the calculus LABP in order to ensure termination. In gen-
eral, non-termination in labelled tableau calculi can be caused by two different
reasons: 1. dynamic rules can generate infinitely-many worlds, thus creating in-
finite branches; 2. some rules copy their principal formula in their conclusion(s),
therefore they can be reapplied over the same formula without any control.

As far as LABP is concerned, we can show that the first source of non termi-
nation (point 1) cannot occur. Indeed, similarly to TRT, we have that the only
rules that can introduce new labels in the tableau are (|∼−) and (�−). It can be
proven that there can be only finitely many applications of these rules in a proof
search. Intuitively, the rule (|∼−) can be applied only once for each negated con-
ditional occurring in the initial set Γ (hence it introduces only a finite number
of labels). Furthermore, the generation of infinite branches due to the interplay
between rules (|∼+) and (�−) cannot occur. Indeed, each application of (�−)
to a formula x : ¬�¬A (introduced by (|∼+)) adds the formula y : �¬A to the
conclusion, so that (|∼+) can no longer consistently introduce y : ¬�¬A. This is
due to the properties of �, that are similar to the properties of the corresponding
modality of modal system G.

Concerning point 2, the calculus LABP does not ensure a terminating proof
search due to the (|∼+) rule, which can be applied without any control. It is
easy to observe that it is useless to apply the rule on the same conditional
formula more than once by using the same label x. Indeed, all formulas in the
premise of (|∼+) are kept in the conclusions, then we can assume, without loss of
generality, that two applications of (|∼+) on x are consecutive. We observe that
the second application is useless, since each of the conclusions has already been
obtained after the first application, and can be removed. We prevent redundant
applications of (|∼+) by keeping track of labels in which a conditional u : A |∼ B
has already been applied in the current branch. To this purpose, we add to each
positive conditional a list L of used labels; we restrict the application of (|∼+)
only to labels not occurring in the corresponding list. The resulting terminating
calculus LABP is obtained by replacing rule (|∼+) in Figure 1 with the one
presented in Figure 2. The proof of termination is similar to the one in [7]
(Theorem 6).

4 Design of FreeP 1.0

Here we describe FreeP 1.0, an implementation of a free-variable extension of
LABP calculus in SICStus Prolog. For expository reasons, we proceed in two
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Γ , u : A |∼ B
(|∼+)

with x �∈ L

L

L, x L, x L, xΓ , x : ¬A, u : A |∼ B Γ , x : ¬�¬A, u : A |∼ B Γ , x : B , u : A |∼ B

Fig. 2. The rule (|∼+) in the terminating tableau calculus LABP

steps. First, in section 4.1 we present a simple implementation of LABP that
does not use free-variables, yet. Second, in section 4.2 we refine it by introducing
free-variables in order to increase its performances. Intuitively, this refinement
consists in the fact that the (|∼+) rule introduces a free-variable in all its con-
clusions, rather than immediately choosing the label to use. The free-variables
will then be instantiated to close a branch with an axiom, thus the choice of the
label is postponed as much as possible.

4.1 A Simple Implementation of LABP (Without Free-Variables)

The Prolog program consists of a set of clauses, each representing a tableau rule
or axiom; the proof search is provided for free by the mere depth-first search
mechanism of Prolog, without any additional ad hoc mechanism. We represent
each node of a proof tree (i.e. set of formulas) by a Prolog list. A world formula
x : A is represented by a pair [x,a], whereas a relation formula x < y is
represented by a triple [x,<,y]. The tableau calculus is implemented by the
predicate prove(Gamma,Cond,Labels,Tree), which succeeds if and only if the
set of formulas Γ , represented by the list Gamma, is unsatisfiable. Cond is a list
representing the set of used conditionals, and it is needed in order to control
the application of the rule (|∼+), as described in the previous section. More in
detail, the elements of Cond are pairs of the form [A=>B,Used], where Used is a
Prolog list containing all the labels that have already been used to apply (|∼+)
on x : A |∼ B in the current branch. As we will discuss later in this section,
this allows to apply this rule in a controlled way, ensuring termination of the
proof search. Labels is the list of labels introduced in the current branch. When
prove succeeds, Tree contains a representation of a closed tableau. For instance,
to prove that A |∼ B ∧C,¬(A |∼ C) is unsatisfiable in P, one queries FreeP 1.0

with the goal prove([[x,a => (b and c)], [x,neg (a => c)]],[ ], [x],
Tree). The string “=>” is used to represent the conditional operator |∼, “and” is
used to denote ∧, and so on. Each clause of prove implements one axiom or rule
of the tableau calculus; for example, the clause implementing (|∼−) is as follows:

prove(Gamma,Cond,Labels,tree(. . .)):-
select([X,neg (A => B)],Gamma,NewG),!,newLabel(Labels,Y),
prove([[Y,neg B]|[[Y,box neg A]|[[Y,A]|NewG]]],Cond,[Y|Labels],. . .).

The clause for (|∼−) is applied when a formula x : ¬(A |∼ B) belongs to Γ . The
predicate select removes x : ¬(A |∼ B) from Gamma, then the predicate prove is
recursively invoked on the only conclusion of the rule. The predicate newLabel
is used to generate a new label Y not occurring in the current branch.



90 L. Giordano et al.

To search a derivation of a set of formulas Γ , FreeP 1.0 proceeds as follows:
first of all, if Γ is an instance of (AX), the goal will succeed immediately by
using the clause for the axioms. If it is not, then the first applicable rule will
be chosen, e.g. if Gamma contains a formula [X,neg(neg F)], then the clause
for (¬) rule will be used, invoking prove on its unique conclusion. FreeP 1.0

proceeds in a similar way for the other rules. The ordering of the clauses is such
that the boolean rules are applied before the other ones. Let us now analyze the
crucial rule (|∼+), which is implemented by the two following clauses:

prove(Gamma,Cond,Labels,tree(...)):-
member([ ,A=>B],Gamma),\+member([A=>B, ],Cond),!,
member(X,Labels),!,
prove([[X,A->B]|Gamma],[[A=>B,[X]]|Cond],Labels,...),
prove([[X,neg box neg A]|Gamma],[[A=>B,[X]]|Cond],...).

prove(Gamma,Cond,Labels,tree(...)):-
member([ ,A=>B],Gamma),select([A=>B,Used],Cond,NewCond),
member(X,Labels),\+member(X,Used),!,
prove([[X,A->B]|Gamma],[[A=>B,[X|Used]]|NewCond],Labels,...),
prove([[X,neg box neg A]|Gamma],[[A=>B,[X|Used]]|NewCond],...).

The above clauses are applied when a conditional formula u : A |∼ B belongs to
Gamma. If it is the first time the rule is applied on A |∼ B in the current branch,
i.e. there is no [A=>B,Used] in the list Cond, then the first clause is applied.
It chooses a label X to use (predicate member(X,Labels)), then the predicate
prove is recursively invoked on the conclusions of the rule. Otherwise, i.e. if (|∼+)
has already been applied on A |∼ B in the current branch, the second clause is
invoked: the theorem prover chooses a label X in the Labels list, then it checks
if X belongs to the list Used of labels already used to apply (|∼+) on A |∼ B
in the current branch. If not, the predicate prove is recursively invoked on the
conclusions of the rule. Notice that the above clauses implement an alternative
version of the (|∼+) rule, equivalent to the one presented in Figure 2. In order to
build a binary tableau, the rule has two conclusions rather than three, namely
the conclusions Γ, u : A |∼ B, x : ¬A and Γ, u : A |∼ B, x : B are replaced by the
single conclusion Γ, u : A |∼ B, x : A→ B.

Even if (|∼+) is invertible, and it does not introduce any backtracking point
in a proof search, choosing the right label in the application of (|∼+) is highly
critical for the performances of the theorem prover. Indeed, if the current set of
formulas contains n different labels, say x1, x2, . . . , xn, it could be the case that
a single application of (|∼+) on u : A |∼ B by using xn leads to an immediate
closure of both its conclusions, thus ending the proof. However, if the deductive
mechanism chooses the labels to use in the above order, then the right label
xn will be chosen only after n − 1 applications of (|∼+) on each branch, thus
creating a bigger tableau and, as a consequence, decreasing the performances of
the theorem prover. In order to postpone this choice as much as possible, we
have defined a free-variables version of the prover, whose basic idea is to use
Prolog variables as jolly (or wildcards) in each application of the (|∼+) rule. The
refined version of the prover is described in the following section.
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4.2 Free-Variables Implementation

A free-variable can be seen as a jolly representing all the labels that can be used
in an application of (|∼+), that is to say the rule (|∼+) allows to step from the
premise Γ, u : A |∼ B to the following conclusions: Γ, u : A |∼ B,X : A → B and
Γ, u : A |∼ B,X : ¬�¬A, where X is a free-variable. X will be then instantiated
when further information is available on the tableau, that is to say when such
an instantiation will lead to close the branch with an axiom.

In the following we will use another kind of free-variables, called conditional
free-variables, in order to deal with boxed formulas. Intuitively, a boxed formula
x : �¬A will be represented by [V, x] : ¬A, where V is a conditional free-variable,
representing all the successors of x (V is called “conditional” since x might
have no successors). The two kinds of free-variables should not be confused;
we will denote “jolly” free-variables with X,X1, X2, . . ., and “conditional” free-
variables with V, V1, V2, . . .. Similarly to Beckert and Goré’s ModLeanTAP [6],
FreeP 1.0 also adopts the following refinements:

– it makes use of integers starting from 1 to represent a single world; in this
way, if Max is the maximal integer occurring in a branch, then we have that:
a) Max is also the number of different labels occurring in that branch; b) the
next new label to be generated is simply Max+1;

– the labels are Prolog lists representing paths of worlds ; as a consequence,
relation formulas, used in LABP to represent the preference relation, are
replaced by implicit relations in the labels. Intuitively, when (�−) is ap-
plied to [1] : ¬�¬A, a formula [2, 1] : A is introduced rather than [2] :
A plus an explicit relation formula [2, <, 1]. In general, a label is a list
[nk, nk−1, . . . , n2, n1], representing that nk < nk−1, . . . , n2 < n1. From now
on, we denote with σ, γ, . . ., such “path labels”;

– it replaces a boxed formula σ : �¬A, where σ is a “path label”, with a
formula [V, σ] : ¬A, where V is a conditional free-variable, representing all
the paths descending from σ, if any. The free-variable V is conditional in the
sense that it could be the case that σ has no sons in the tableau;

– in order to distinguish “jolly” free-variables from “conditional” free-variables,
we partition each node of a tableau in two different components 〈Γ | Σ〉. Σ
contains formulas whose labels contain conditional free-variables, of the form
[V, σ] : ¬A, corresponding to boxed formulas σ : �¬A. Γ contains the other
formulas. This distinction is needed in order to avoid unwanted unification
between elements of Σ. For instance, we do not want that a branch closes
because it contains two formulas such as [V, σ] : A and [V1, σ] : ¬A; indeed,
such a branch would be satisfiable by a model in which σ has no successors.

We use a Prolog-like notation to denote a path label. In this respect, [n1, . . . , nk]
denotes a label whose elements are n1, . . . , nk, [ ] denotes the empty list, and
[n1, . . . , nk, σ] denotes a list whose first k elements are n1, . . . , nk followed by
the list σ. We also denote with [σ1, σ2] the list obtained by appending σ2 to σ1.
The basic ideas of the free-variables tableau implemented by FreeP 1.0 can be
summarized as follows:
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– when (|∼+) is applied, a jolly free-variable is introduced in the two con-
clusions; the free-variable represents all the labels occurring in the current
branch, and will be instantiated later, when such an instantiation leads to
close a branch with an axiom;

– when the (�−) rule is applied to 〈Γ, σ : ¬�¬A | Σ〉, then the formula
[n, σ] : A is added to Γ , where n is Max+1 and Max is the maximal integer
occurring in the branch, whereas [V, n, σ] : ¬A is added to Σ. The conditional
free-variable V will then be instantiated to close a branch with an axiom.
As an example, if another formula [m,n, σ] : A (or [m2,m1, n, σ] : A) will
be introduced in the branch, then the branch will close since V can be
instantiated with [m] (resp. [m2,m1]);

– given a tableau node 〈Γ | Σ, [V, σ] : ¬A〉, the branch is closed when there is
a formula of the form [γ, σ] : A belonging to Γ , where γ is a list of numbers.
This machinery is used to perform the propagation of boxed formulas, rather
than explicitly computing, step by step (when a new world is generated), the
set ΓM

x→y. In fact, at the world [γ, σ] reachable from σ, the formula ¬A holds
as the labelled formula [V, σ] : ¬A says that ¬A must hold in all the worlds
reachable from σ (and V stands for any path from σ).

Observe that the improved implementation of the tableau for R given in [4]
already makes use of jolly free-variables. However, it does not introduce neither
path labels nor conditional free-variables, thus requiring to explicitly compute
ΓM

x→y step by step.
Coming back to FreeP 1.0, by looking carefully at how free-variables are in-

troduced, it can be shown that labels containing jolly free-variables have the form
[n1, n2, . . . , nk, X ], where n1, . . . , nk are integers and X is a jolly free-variable.
On the contrary, labels containing conditional free-variables have the form [V, σ],
where V is a conditional free-variable and σ is a path label that might contain a
jolly free-variable. In Figure 3 two derivations of {A |∼ B∧C,¬(A |∼ B),¬(D1 |∼
E1),¬(D2 |∼ E2)} are presented. The upper tableau is obtained by applying
the simple implementation of LABP introduced in section 4.1, has height 9 and
contains 59 nodes. The lower one, obtained by applying FreeP 1.0, is a tableau
of height 6 and contains only 9 nodes.

Here again, the free-variables tableau calculus is implemented by the predi-
cate prove( Gamma,Sigma,Max,Cond,Tree), where Gamma and Sigma are Pro-
log lists representing a node 〈Γ | Σ〉 as described above and Max is the maximal
integer in the current branch. Cond is used to apply (|∼+) in a controlled way;
it is a list whose elements are triples of the form [A=>B,N,Used], representing
that (|∼+) has been applied N times on A |∼ B in the current branch, by in-
troducing the free-variables of the list Used. In general, Used is a list of paths
partially instantiated. This machinery is used to control the application of (|∼+)
as described in the previous section, in order to ensure termination by prevent-
ing that the rule is applied more than once by using the same label. Indeed,
as we will see later, the rule is only applied to a conditional A |∼ B if it has
already been applied less than Max times in the current branch, i.e. N<Max. Fur-
thermore, it must be ensured that all labels in Used are different. When the
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x : A |∼ B ∧ C, x : ¬(A |∼ B), x : ¬(D1 |∼ E1), x : ¬(D2 |∼ E2)
. . .

x : A |∼ B ∧ C, v : D2, . . . , z : D1, . . . , y : A, y : �¬A, y : ¬B

v : ¬A, . . . v : ¬�¬A, . . . v : B ∧ C, . . .

z : ¬A, v : ¬A . . . z : ¬�¬A, v : ¬A . . . z : B ∧ C, v : ¬A . . .

y : ¬A, y : A, . . . y : ¬�¬A, y : �¬A, . . .

w < y, w : A,w : ¬A, . . .

y : B ∧ C, y : ¬B, . . .

y : B, y : C, y : ¬B, . . .
×

× ×
These branches are also closed with an 

application of            by using y

(|∼−)Three applications of

(|∼+)

(|∼+)

(|∼+)

(|∼+)

. . .

〈[1] : A |∼ B ∧ C, [4] : D2, . . . , [3] : D1, . . . , [2] : A, [2] : ¬B | . . . , [V, 2] : ¬A〉

〈[1] : A |∼ B ∧ C, [1] : ¬(A |∼ B), [1] : ¬(D1 |∼ E1), [1] : ¬(D2 |∼ E2) | ∅〉

〈[X] : A → (B ∧ C), . . . , [2] : A, [2] : ¬B | . . . , [V, 2] : ¬A〉

〈[X] : ¬A, . . . , [2] : A, [2] : ¬B | . . . , [V, 2] : ¬A〉 〈[X] : B ∧ C, . . . , [2] : A, [2] : ¬B | . . . , [V, 2] : ¬A〉

(|∼−)Three applications of

(|∼+)

〈[X] : B, [X] : C, . . . , [2] : A, [2] : ¬B | . . . , [V, 2] : ¬A〉
unify with a substitution

〈[5, X] : A, . . . | . . . , [V1, 5, X] : ¬A, [V, 2] : ¬A〉

[X] and [2] μ = {X/2}

×
× unify with a substitution

and[5, X] [V, 2]

μ′ = {X/2, V/5}

×(→+)

(∧+)

FreeP 1.0

LABP

Fig. 3. A derivation in LABP and in FreeP 1.0

predicate prove succeeds, the argument Tree is instantiated by a Prolog func-
tor representing the closed tableau found by the theorem prover. For instance,
to prove that A |∼ B ∧ C,¬(A |∼ B) is unsatisfiable in P, one queries FreeP

1.0 with the following goal: prove([[[1],a=>b and c],[[1],neg(a=>b)]],[
],1,[ ], Tree).

Before introducing some examples of the clauses of FreeP 1.0, we introduce
the following two definitions of the unification of path labels. A branch of a tableau
is closed if it contains two formulas σ : F and γ : ¬F such that the two labels
(paths) σ and γ unify, i.e. there exists a substitution of the free-variables occurring
in them such that the two labels represent the same world. We distinguish the case
where the two formulas involved in a branch closure are both in Γ , i.e. their labels
only contain jolly free-variables, from the case where one of them belongs to Σ,
i.e. its label also contains a conditional free-variable. The first case is addressed in
Definition 3, whereas the second case is addressed in Definition 4.

Definition 3 (Unification of labels in Γ ). Given two formulas σ : F ∈ Γ
and γ : G ∈ Γ , the labels σ and γ unify with substitution μ if the following
conditions hold:

(A) • if σ = γ = [ ], then μ = ε;
• if σ = [n1, σ

′] and γ = [n1, γ
′], where n1 is an integer (Prolog constant),

and σ′ and γ′ unify with a substitution μ′, then μ = μ′;
• if σ = [n1, σ

′] and γ = X, where X is a jolly free-variable, and X does
not occur in σ′, then μ = X/[n1, σ

′];
• if σ = X1 and γ = X2, where X1 and X2 are jolly free-variables, then

μ = X1/X2.
(B) the substitution μ is such that, given two jolly free-variables X1 and X2

introduced on a branch by applying (|∼+) on the same conditional A |∼ B,
X1 and X2 are not instantiated with the same path by μ.

Definition 4 (Unification of labels in Γ and Σ). Given two formulas σ :
F ∈ Σ and γ : G ∈ Γ , where σ = [V, n1, . . . , nk], the labels σ and γ unify with
substitution μ = μ′ ◦ {V/γ1} if the following conditions hold:
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– one can split γ in two parts, i.e. γ = [γ1, γ2], such that γ1 
= ε and γ2 
= ε1;
– γ2 and [n1, . . . , nk] unify w.r.t. Definition 3 with a substitution μ′.

Here below are the clauses implementing axioms:
prove(Gamma, , ,Cond,...):-

member([X,A],Gamma),member([Y,neg A],Gamma),
matchList(X,Y),constr(Cond),!.

prove(Gamma,Sigma, ,Cond,...):-
member([[V|X],A],Sigma),member([Y,neg A],Gamma),
copyFormula([[V|X],A],Fml),split(Y,PrefY,SuffY),V=PrefY,
matchList(SuffY,X),constr(Cond),!.

The first clause is applied when two formulas [X,A] and [Y,neg A] belong to
Gamma. The predicate matchList(X,Y) implements the point (A) of Definition 3,
i.e. it checks if there exists a substitution of the jolly free-variables belonging to X
and Y such that these two labels unify. The predicate constr(Cond) implements
point (B) in Definition 3. This ensures the condition of termination of the proof
search; indeed, as an effect of the matching between labels, the instantiation
of some free-variables could lead to duplicate an item in Used, resulting in a
redundant application of (|∼+) on A |∼ B in the same world/label. The predicate
constr avoids this situation.

The second clause checks if a branch can be closed by applying a free-variable
substitution involving a formula in Sigma, i.e. a formula whose label has the
form [V|X], where V is a conditional free-variable. Given a formula [Y,neg A]
in Gamma and a formula [[V|X],A] in Sigma, if the two path labels unify, then
the branch can be closed. The clause implements Definition 4 by means of the
auxiliary predicates split,V=PrefY, and matchList. In order to allow further
instantiations of the conditional free-variable V in other branches, the predicate
copyFormula makes a new copy the labelled formula [[V|X],A], generating a
formula Fml of the form [[V’|X’],A], where V’ is a conditional free-variable
whose instantiation is independent from the instantiation of V.

To search a derivation for a set of formulas, FreeP 1.0 proceeds as follows:
first, it checks if there exists an instantiation of the free-variables such that the
branch can be closed, by applying the clauses implementing axioms. Otherwise,
the first applicable rule will be chosen. The ordering of the clauses is such that
boolean rules are applied in advance. As another example of clause, here below
is one of the clauses implementing (|∼+). It is worth noticing that the following
clause implements a further refinement of the calculus LABP, namely the (�−)
rule is “directly” applied to the conclusion of (|∼+), which is the only rule that
introduces a negated boxed formula X : ¬�¬A in the branch. In this way,
an application of (|∼+) to 〈Γ, σ : A |∼ B | Σ〉 leads to the following conclusions:
〈Γ, σ : A |∼ B,X : A → B | Σ〉 and 〈Γ, σ : A |∼ B, [n,X ] : A | [X ′, n,X ] : ¬A,Σ〉.
The rule (�−) can then be removed from the calculus.
prove(Gamma,Sigma,Max,Cond,...):-

member([Label,A=>B],Gamma),

1 Given the form of labels in Γ , these conditions ensure that γ1 does not contain
free-variables.
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select([A=>B,NumOfWildCards,PrevWildCards],Cond,NewCond),
NumOfWildCards<Max,!,NewWildCards#=NumOfWildCards+1,
prove([[[X],A->B]|Gamma],Sigma,Max,[[A=>B,NewWildCards,

[[X]|PrevWildCards]]|NewCond],...),!,N#=Max+1,
prove([[[N|[X]],A]|Gamma],[[[ |[N|[X]]],neg A]|DefSigma],N,

[[A=>B,NewWildCards,[[X]|PrevWildCards]]|NewCond],...).
If a formula [Label,A=>B] belongs to Gamma, then the above clause is invoked. If
(|∼+) has already been applied to A |∼ B in the current branch, then an element
[A=>B,NumOfWildCards,PrevWildCards] belongs to Cond: the predicate prove
is recursively invoked on the two conclusions of the rule only if the predicate
NumOfWildCards<Max succeeds, by preventing that the rule is applied a redun-
dant number of times. As mentioned above, this machinery, together with the
predicate constr described above, ensure a terminating proof search.

4.3 Performances of FreeP 1.0

The performances of FreeP 1.0 are promising. We have tested FreeP 1.0 over
300 sets of formulas randomly generated, each one containing 100 conditional
formulas, and we have compared its performances with KLMLean 2.0, a theorem
prover implementing the non-labelled calculus T PT. The statistics obtained are
shown in Table 1 and present the number of successes within a fixed time limit:

Table 1. Some statistics comparing FreeP 1.0’s performances with KLMLean 2.0’s

Implementation 1 ms 10 ms 100 ms 1 s 2.5 s 5 s
KLMLean 2.0 113 113 177 240 255 267

FreeP 1.0 157 158 207 255 269 276

In future research we intend to improve the performances of FreeP 1.0 by
experimenting standard refinements and heuristics. For instance, we intend to
investigate how to increase the efficiency of the machinery adopted in order to
ensure a terminating proof search by means of the constraint logic programming.
Moreover, we aim to extend the free-variables technique to the case of the other
KLM logics.
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Abstract. Systems competitions play a fundamental role in the ad-
vancement of the state of the art in several automated reasoning fields.
The goal of such events is to answer the question: “Which system should
I buy?”. In this paper, we consider voting systems as an alternative to
other procedures which are well established in automated reasoning con-
tests. Our research is aimed to compare methods that are customary in
the context of social choice, with methods that are targeted to artificial
settings, including a new hybrid method that we introduce.

1 Introduction

Systems competitions play a fundamental role in the advancement of the state of
the art in several automated reasoning fields. A non-exhaustive list of such events
includes the CADE ATP System Competition (CASC) [1] for theorem provers in
first order logic, the SAT Competition [2] for propositional satisfiability solvers,
the International Planning Competition (see, e.g., [3]) for symbolic planners, the
CP Competition (see, e.g., [4]) for constraint programming systems, the Satisfi-
ability Modulo Theories (SMT) Competition (see, e.g., [5]) for SMT solvers, and
the evaluation of quantified Boolean formulas solvers (QBFEVAL, see [6,7,8] for
previous reports). The main purpose of the above events is to designate a winner,
i.e., to answer the question: “Which system should I buy?”. Even if such perspec-
tive can be limiting, and the results of automated reasoning systems competitions
may provide less insight than controlled experiments in the spirit of [9], there is
a general agreement that competitions raise interest in the community and they
help to set research challenges for developers and assess the current technologi-
cal frontier for users. The usual way to designate a winner in competitions is to
compute a ranking obtained by considering a pool of problem instances and then
aggregating the performances of the systems on each member of the pool. While
the definition of performances can encompass many aspects of a system, usually
it is the capability of giving a sound solution to a high number of problems in a
relatively short time that matters most. Therefore, one of the issues that occurred
to us as organizers of QBFEVAL, relates to the procedures used to compute the
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final ranking of the solvers, i.e., we had to answer the question “Which aggrega-
tion procedure is best?”. Indeed, even if the final rankings cannot be interpreted
as absolute measures of merit, they should at least represent the relative strength
of a system with respect to the other competitors based on the difficulty of the
problem instances used in the contest.

Our analysis of aggregation procedures considers three voting systems, namely
Borda’s method [10], range voting [11] and Schulze’s method [12], as an alter-
native to methods which are well estabished in automated reasoning contests,
namely CASC [1], the SAT competitions [2], and QBFEVAL [13] (before 2006).
We adapted voting systems to the artificial setting of systems competition by
considering the systems as candidates and the problem instances as voters. Each
instance casts its vote on the systems in such a way that systems with the best per-
formances on the instance will be preferred over other candidates. The individual
preferences are aggregated to obtain a collective choice that determines the win-
ner of the contest. Our motivation to investigate methods which are customary in
the context of social choice by applying them to the artificial setting of systems
competitions is twofold. First, although voting systems do not enjoy a great pop-
ularity in automated reasoning systems contests (one exception is Robocup [14]
using Borda’s method), there is a substantial amount of literature in social choice
(see, e.g., [15]) that deals with the problem of identifying and formalizing appro-
priate methods of aggregation in specific domains. Second, voting can be seen as a
way to “infer the candidates’ absolute goodness based on the voters’ noisy signals,
i.e., their votes.” [16]. Therefore, the use of voting systems as aggregation proce-
dures could pave the way to extracting hints about the absolute value of a system
from the results of a contest. In the paper, we also propose a new procedure called
YASM (“Yet Another Scoring Method”)1 that we selected as an aggregation pro-
cedure for QBFEVAL’06. YASM is an hybrid between a voting system and tradi-
tional aggregation procedures used in automated reasoning contests. Our results
show that YASM provides a good compromise when considering some measures
that should quantify desirable properties of the aggregation procedures.

The paper is structured as follows. In Section 2 we introduce the case study of
QBFEVAL’05 [8], and we introduce the state of the art aggregation procedures.
In Section 3 we introduce our new aggregation procedure, and then we compare
it with other methods in Section 4 using several effectiveness measures. We
conclude the paper in Section 5 with a discussion about the presented results.

2 Preliminaries

2.1 QBFEVAL’05

QBFEVAL’05 [8] is the third in a series of non-competitive events that pre-
ceded QBFEVAL’06. QBFEVAL’05 accounted for 13 competitors, 553 quantified
1 The terminology “scoring method” is somewhat inappropriate in the context of social

choice, as it recalls a positional scoring procedure such as Borda’s method and range
voting; we decided to keep the original terminology for consistency across the previous
works [17,18,21].
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Boolean formulas (QBFs) and three QBF generators submitted. The test set was
assembled using a selection of 3191 QBFs obtained considering the submissions
and the instances archived in QBFLIB [19]. The results of QBFEVAL’05 can
be listed in a table Runs comprised of four attributes (column names): solver,
instance, result, and cputime. The attributes solver and instance report
which solver is run on which instance. result is a four-valued attribute: sat, i.e.,
the instance was found satisfiable by the solver, unsat, i.e., the instance was
found unsatisfiable by the solver, time, i.e., the solver exceeded a given time
limit without solving the instance (900 seconds in QBFEVAL’05), and fail, i.e.,
the solver aborted for some reason (e.g., a run-time error, an inherent limitation
of the solver, or any other reason beyond our control). Finally, cputime reports
the CPU time spent by the solver on the given instance, in seconds. In the analy-
sis herewith presented we used a subset of QBFEVAL’05 Runs table, including
only the solvers that admitted to the second stage of the evaluation, namely
quantor, QMRes, semprop, yQuaffle, ssolve, WalkQSAT, openQBF

and qbfbdd, and the QBFs coming from classes of instances having fixed struc-
ture (see [8] for more details). Under these assumptions, Runs table reduces
to 4408 entries, one order of magnitude less than the original one. This choice
allows us to disregard correctness issues, to reduce considerably the overhead
of the computations required for our analysis, and, at the same time, maintain
a significant number of runs. The aggregation procedures that we evaluate, the
measures that we compute and the results that we obtain, are based on the
assumption that a table identical to Runs as described above is the only input
required by a procedure. As a consequence, the aggregation procedures (and thus
our analysis) do not take into account (i) memory consumption, (ii) correctness
of the solution, and (iii) “quality” of the solution.

2.2 State of the Art Aggregation Procedures

In the following we describe in some details the state of the art aggregation
procedures used in our analysis. For each method we describe only those features
that are relevant for our purposes. Further details can be found in the references
provided.

CASC [1]. Using CASC methodology, the solvers are ranked according to the
number of problems solved, i.e., the number of times result is either sat or
unsat. Under this procedure, solver A is better than solver B, if and only if A is
able to solve at least one problem more than B within the time limit. In case of
a tie, the solver faring the lowest average on cputime fields over the problems
solved is the one which ranks first.

QBF evaluation [13]. QBFEVAL methodology is the same as CASC, except
for the tie-breaking rule, which is based on the sum of cputime fields over the
problems solved.

SAT competition [2]. The last SAT competition uses a purse-based method, i.e.,
the measure of effectiveness of a solver on a given instance is obtained by adding
up three purses:
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– the solution purse, which is divided equally among all solvers that solve the
problem;

– the speed purse, which is divided unequally among all the competitors that
solve the problem, first by computing the speed factor Fs,i of a solver s on
a problem instance i:

Fs,i =
k

1 + Ts,i
(1)

where k is an arbitrary scaling factor (we set k = 104 according to [20]), and
Ts,i is the time spent by s to solve i; then by computing the speed award
As,i, i.e., the portion of speed purse awarded to the solver s on the instance i:

As,i =
Pi · Fs,i∑

r Fr,i
(2)

where r ranges over the solvers, and Pi is the total amount of the speed
purse for the instance i.

– the series purse, which is divided equally among all solvers that solve at
least one problem in a given series (a series is a family of instances that are
somehow related, e.g., different QBF encodings for some problem in a given
domain).

The overall ranking of the solvers under this method is obtained by considering
the sum of the purses obtained on each instance, and the winner of the contest
is the solver with the highest sum.

Borda’s method [10]. Suppose that n solvers (candidates) and m instances (vot-
ers) are involved in the contest. Consider the sorted list of solvers obtained for
each instance by considering the value of the cputime field in ascending order.
Let ps,i be the position of a solver s (1 ≤ s ≤ n) in the list associated with in-
stance i (1 ≤ i ≤ m). According to Borda’s method, each voter’s ballot consists
of a vector of individual scores given to candidates, where the score Ss,i of solver s
on instance i is simply Ss,i = n− ps,i. In cases of time limit attainment or failure,
we default Ss,i to 0. The score of a candidate, given the individual preferences, is
just Ss =

∑
i Ss,i, and the winner is the solver with the highest score.

Range voting [11]. Again, suppose that n solvers and m instance are involved
in the contest and ps,i is obtained as described above for Borda’s method. We
let the score Ss,i of solver s on instance i be the quantity arn−ps,i , i.e., we use
a positional scoring rule following a geometric progression with a common ratio
r = 2 and a scale factor a = 1. We consider failures and time limit attainments
in the same way (we call this the failure-as-time-limit model in [21]), and thus we
assume that all the voters express an opinion about all the solvers. The overall
score of a candidate is again Ss =

∑
i Ss,i and the candidate with the highest

score wins the election.

Schulze’s method. We denote as such an extension of the method described in
Appendix 3 of [12]. Since Schulze’s method is meant to compute a single overall
winner, we extended the method according to Schulze’s suggestions [22] in order
to make it capable of generating an overall ranking.
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3 YASM: Yet Another Scoring Method (Revisited)

While the aggregationprocedures used inCASCandQBF evaluations are straight-
forward, they do not take into account some aspects that are indeed considered by
the purse-based method used in the last SAT competition. On the other hand, the
purse-based method used in SAT requires some oracle to assign purses to the prob-
lem instances, so the results can be influenced heavily by the oracle. In [17] a first
version of YASM was introduced as an attempt to combine the two approaches: a
rich method like the purse-based one, but using the data obtained from the runs
only. As reported in [17], YASM featured a somewhat complex calculation, yielding
unsatisfactory results, particularly in the comparison with the final ranking pro-
duced by voting systems. Here we revise the original version of YASM to make its
computation simpler, and to improve its performance using ideas borrowed from
voting systems. From here on, we call YASMv2 the revised version, and YASM
the original one presented in [17]. YASMv2 requires a preliminary classification
whereby a hardness degreeHi is assigned to each problem instance i using the same
equation as in CASC [1] (and YASM):

Hi = 1− Si

St
(3)

where Si is the number of solvers that solved i, and St is the total number of
participants to the contest. Considering equation (3), we notice that 0 ≤ Hi ≤ 1,
where Hi = 0 means that i is relatively easy, while Hi = 1 means that i is
relatively hard. We can then compute the measure of effectiveness Ss,i of a
solver s on a given instance i (this definition changes with respect to YASM):

Ss,i = ks,i · (1 + Hi) ·
L− Ts,i

L−Mi
(4)

where L is the time limit, Ts,i is the CPU time used up by s to solve i (Ts,i ≤ L),
and Mi = mins{Ts,i}, i.e., Mi is the time spent on the instance i by the SOTA
solver defined in [8] to be the ideal solver that always fares the best time among
all the participants. The hybridization with voting systems comes into play with
the coefficient ks,i which is computed as follows. Suppose that n solvers are
participating to the contest. Each instance ranks the solvers in ascending order
considering the value of the cputime field. Let ps,i be the position of a solver s
in the ranking associated with instance i (1 ≤ ps,i ≤ n), then ks,i = n− ps,i. In
case of time limit attainment and failure, we default ks,i to 0, and thus also Ss,i

is 0. The overall ranking of the solvers is computed by considering the values
Ss =

∑
i Ss,i for all 1 ≤ s ≤ n, and the solver with the highest sum wins.

We can see from equation (4) that in YASMv2 the effectiveness of a solver on
a given instance is influenced by three factors, namely (i) a Borda-like positional
weight (ks,i), (ii) the relative hardness of the instance (1 + Hi), and (iii) the
relative speed of the solver with respect to the fastest solver on the instance
(L−Ts,i

L−Mi
). Intuitively, coefficient (ii) rewards the solvers that are able to solve hard

instances, while (iii) rewards the solvers that are faster than other competitors.
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Table 1. Homogeneity of aggregation procedures

CASC QBF SAT YASM YASMv2 Borda r.v. Schulze
CASC – 1 0.71 0.86 0.79 0.86 0.71 0.86
QBF – 0.71 0.86 0.79 0.86 0.71 0.86
SAT – 0.86 0.86 0.71 0.71 0.71
YASM – 0.86 0.71 0.71 0.71
YASMv2 – 0.86 0.86 0.86
Borda – 0.86 1
r. v. – 0.86
Schulze –

The coefficient ks,i has been added to stabilize the final ranking and make it
less sensitive to an initial bias in the test set. As we show in the next Section,
this combination allows YASMv2 to reach the best compromise among different
effectiveness measures.

4 Experimental Evaluation

4.1 Homogeneity

The rationale behind this measure (introduced in [17]) is to verify that, on a
given test set, the aggregation procedures considered (i) do not produce exactly
the same solver rankings, but, at the same time, (ii) do not yield antithetic solver
rankings. Thus, homogeneity is not an effectiveness measure per se, but it is a
preliminary assessment that we are performing an apple-to-apple comparison
and that the apples are not exactly the same.

Homogeneity is computed as in [17] considering the Kendall rank correlation
coefficient τ which is a nonparametric coefficient best suited to compare rankings.
τ is computed between any two rankings and it is such that −1 ≤ τ ≤ 1,
where τ = −1 means perfect disagreement, τ = 0 means independence, and
τ = 1 means perfect agreement. Table 1 shows the values of τ computed for
the aggregation procedures considered, arranged in a symmetric matrix where
we omit the elements below the diagonal (r.v. is a shorthand for range voting).
Values of τ close to, but not exactly equal to 1 are desirable. Table 1 shows
that this is indeed the case for the aggregation procedures considered using
QBFEVAL’05 data. Only two couples of methods (QBF-CASC and Schulze-
Borda) show perfect agreement, while all the other couples agree to some extent,
but still produce different rankings.

4.2 Fidelity

We introduce this measure to check whether the aggregation procedures under
test introduce any distortion with respect to the true merits of the solvers.
Our motivation is that we would like to extract some scientific insight from the
final ranking of QBFEVAL’06 and not just winners and losers. Of course, we
have no way to know the true merits of the QBF solvers: this would be like
knowing the true statistic of some population. Therefore, we measure fidelity by



Ranking and Reputation Systems in the QBF Competition 103

Table 2. Fidelity of aggregation procedures. As far as SAT is concerned, the series
purse is not assigned.

Method Mean Std Median Min Max IQ Range F
QBF 182.25 7.53 183 170 192 13 88.54
CASC 182.25 7.53 183 170 192 13 88.54
SAT 87250 12520.2 83262.33 78532.74 119780.48 4263.94 65.56
YASM 46.64 2.22 46.33 43.56 51.02 2.82 85.38
YASMv2 1257.29 45.39 1268.73 1198.43 1312.72 95.11 91.29
Borda 984.5 127.39 982.5 752 1176 194.5 63.95
r. v. 12010.25 5183.86 12104 5186 21504 8096 24.12
SCHULZE – – – – – – –

feeding each aggregation procedure with “white noise”, i.e., several samples of
table Runs having the same structure outlined in Subsection 2.1 and filled with
random results. In particular, we assign to result one of sat/unsat, time and
fail values with equal probability, and a value of cputime chosen uniformly
at random in the interval [0;1]. Given this artificial setting, we know in advance
that the true merit of the competitors is approximately the same. A high-fidelity
aggregation procedure is thus one that computes approximately the same scores
for each solver, and thus produces a final ranking where scores have a small
variance-to-mean ratio.

The results of the fidelity test are presented in Table 2 where each line contains
the statistics of a aggregation procedure. The columns show, from left to right,
the mean, the standard deviation, the median, the minimum, the maximum and
the interquartile range of the scores produced by each aggregation procedure
when fed by white noise. The last column is our fidelity coefficient F, i.e., the
percent ratio between the lowest score (solver ranked last) and the highest one
(solver ranked first): the higher the value of F, the more the fidelity of the aggre-
gation procedure. As we can see from Table 2, the fidelity of YASMv2 is better
than that of all the other methods under test, including QBF and CASC which
are second best, and have higher fidelity than YASM. Notice that range voting,
and to a lesser extent also SAT and Borda’s methods, introduce a substantial
distortion. In the case of range voting, this can be explained by the exponen-
tial spread that separates the scores, and thus amplifies even small differences.
Measuring fidelity does not make sense in the case of Schulze’s method. Indeed,
given the characteristics of the ”white noise” data set, Schulze’s method yields
a tie among all the solvers. Thus, checking for fidelity would essentially mean
checking the tie-breaking heuristic, and not the main method.

4.3 RDT-Stability and DTL-Stability

Stability on a randomized decreasing test set (RDT-stability), and stability on
a decreasing time limit (DTL-stability) have been introduced in [17] to measure
how much an aggregation procedure is sensitive to perturbations that diminish
the size of the original test set, and how much an aggregation procedure is
sensitive to perturbations that diminish the maximum amount of CPU time
granted to the solvers, respectively. The results of RDT- and DTL-stability tests



104 M. Narizzano, L. Pulina, and A. Tacchella

Fig. 1. RDT-stability plots

are presented in the plots of Figures 1 and 2. We obtained such plots considering
the CPU time noise model in [18], and considering YASMv2 instead of YASM
and the Schulze’s method instead of the sum of victories method.

On Figure 1, the first row shows, from left to right, the plots regarding QBF/
CASC, SAT and YASMv2 procedures, while the second row shows, again from
left to right, the plots regarding Borda’s method, range voting and Schulze’s
method. Each histogram reports, on the x-axis the number of problems m dis-
carded uniformly at random from the original test set (0, 100, 200 and 400 out
of 551) and on the y-axis the score. Schulze’s scores are the straightforward
translation of the ordinal ranking derived by applying the method which is not
based on cardinal ranking. For each value of the x-axis, eight bars are displayed,
corresponding to the scores of the solvers. The legend is sorted according to
the ranking computed by the specific procedure, and the bars are also displayed
accordingly. This makes easier to identify perturbations of the original ranking,
i.e., the leftmost group of bars in each plot corresponding to m = 0. On Figure 2,
the histograms are arranged in the same way as Figure 1, except that the x-axis
now reports the amount of CPU time seconds used as a time limit when evalu-
ating the scores of the solvers. The leftmost value is L = 900, i.e., the original
time limit that produces the ranking according to which the legend and the bars
are sorted, and then we consider the values L′ = {700, 500, 300, 100, 50, 10, 1}.
The conclusion that we reach are the same of [17], and precisely:

– All the aggregation procedures considered are RDT-stable up to 400, i.e., a
random sample of 151 instances is sufficient for all the procedures to reach
the same conclusions that each one reaches on the heftier set of 551 instances
used in QBFEVAL’05.

– Decreasing the time limit substantially, even up to one order of magnitude, is
not influencing the stability of the aggregation procedures considered, except
for some minor perturbations for QBF/CASC, SAT and Schulze’s methods.
Moreover, independently from the procedure used and the amount of CPU
time granted, the best solver is always the same.
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Fig. 2. DTL-stability plots

Indeed, while the above measures can help us extract general guidelines about
running a competition, in our setting they do not provide useful insights to
discriminate the relative merits of the procedures.

4.4 SBT-Stability

Stability on a solver biased test set (SBT-stability) is introduced in [17] to mea-
sure how much an aggregation procedure is sensitive to a test set that is biased
in favor of a given solver. Let Γ be the original test set, and Γs be the subset of
Γ such that the solver s is able to solve exactly the instances in Γs. Let Rq,s be
the ranking obtained by applying the aggregation procedure q on Γs. If Rq,s is
the same as the original ranking Rq, then the aggregation procedure q is SBT-
stable with respect to the solver s. Notice that, contrarily to what stated in [17],
SBT-stability alone is not a sufficient indicator of the capacity of an aggregation
procedure to detect the absolute merit of the participants. Indeed, it turns out
that a very low-fidelity method such as range voting is remarkably SBT-stable.
This because we can raise the SBT-stability of a ranking by decreasing its fi-
delity: in the limit, a aggregation procedure that assigns fixed scores to each
solver, has the best SBT-stability and the worst fidelity. Therefore, an aggrega-
tion procedure showing a high SBT-stability is relatively immune to bias in the
test set, but it must also feature a high fidelity if we are to conclude that the
method provides a good hint at detecting the absolute merit of the solvers.

Figure 3 shows the plots with the results of the SBT-stability measure for each
aggregation procedure considering the noise model and YASMv2 (the layout is
the same as Figures 1 and 2). The x-axis reports the name of the solver s used to
compute the solver-biased test set Γs and the y-axis reports the score value. For
each of the Γs’s, we report eight bars showing the scores obtained by the solvers
using only the instances in Γs. The order of the bars (and of the legend) corre-
sponds to the ranking obtained with the given aggregation procedure on the orig-
inal test set Γ . As we can see from Figure 3 (top-left), CASC/QBF aggregation
procedures are not SBT-stable: for each of the Γs, the original ranking is perturbed
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Fig. 3. SBT-stability plots

and the winner becomes s. Notice that on Γquantor, CASC/QBF yield the same
ranking that they output on the complete test set Γ . The SAT competition pro-
cedure (Figure 3, top-center) is not SBT-stable, not even on the test set biased on
its alleged winner quantor. YASMv2 is better than both CASC/QBF and SAT,
since its alleged winner quantor is the winner on biased test sets as well. Borda’s
method (Figure 3, bottom-left) is not SBT-stable with respect to any solver, but
the alleged winner (quantor) is always the winner on the biased test sets. More-
over, the rankings obtained on the test sets biased on quantor and semprop

are not far from the ranking obtained on the original test set. Also range voting
(Figure 3, bottom-center), is not SBT-stable with respect to any solver, but the
solvers ranking first and last do not change over the biased test sets and it is true
for the Schulze’s method (Figure 3, bottom-right) too.

Looking at the results presented above, we can see that YASMv2 perfor-
mance in terms of SBT stability lies in between classical automated reasoning
contests methods and methods based on voting systems. This fact is highlighted
in Table 3, where for each procedure we compute the Kendall coefficient be-
tween the ranking obtained on the original test set Γ and each of the rankings
obtained on the Γs test sets, including the mean coefficient observed. Overall,
YASMv2 turns out to be, on average, better than CASC/QBF, SAT, and YASM,
while it is worse, on average, than the methods based on voting systems. How-
ever, if we consider also the results of Table 2 about fidelity, we can see that
YASMv2 offers the best compromise between SBT-stability and fidelity. Indeed,
while CASC/QBF methods have a relatively high fidelity, they perform poorly
in terms of SBT-stability, and SAT method is worse than YASMv2 both in terms
of fidelity and in terms of SBT-stability. Methods based on voting systems are
all more SBT-stable that YASMv2, but they have poor fidelity coefficients. We
consider this good performance of YASMv2 a result of our choice to hybridize
classical methods used in automated reasoning contests and methods based on
voting systems. This helped us to obtain an aggregation procedure which is less
sensitive to bias, and, at the same time, a good indicator of the absolute merit
of the competitors.
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Table 3. Kendall coefficient between the ranking obtained on the original test set and
each of the rankings obtained on the solver-biased test sets

CASC/QBF SAT YASM YASMv2 Borda r. v. Schulze
openQBF 0.43 0.57 0.36 0.64 0.79 0.79 0.79
qbfbdd 0.43 0.43 0.36 0.64 0.79 0.86 0.79
QMRes 0.64 0.86 0.76 0.79 0.71 0.86 0.79
quantor 1 0.86 0.86 0.86 0.93 0.86 0.93
semprop 0.93 0.71 0.71 0.79 0.93 0.86 0.93
ssolve 0.71 0.57 0.57 0.79 0.86 0.79 0.86

WalkQSAT 0.57 0.57 0.43 0.71 0.64 0.79 0.79
yQuaffle 0.71 0.64 0.57 0.71 0.86 0.86 0.93

Mean 0.68 0.65 0.58 0.74 0.81 0.83 0.85

5 Conclusions

Summing up, the analysis presented in this paper allowed us to make some
progress in the research agenda associated to QBFEVAL. YASMv2 features a
simpler calculation, yet it is more powerful than YASM in terms of SBT-stability
and fidelity. We confirmed some of the conclusions reached in [17], namely that
independently of the specific procedure used, a larger test set is not necessarily a
better test set, and that a higher time limit does not necessarily result in a more
informative contest. On the other hand, while aggregation procedures based on
voting systems emerged from [17] as “moral” winners over other procedures, the
analysis presented in this paper shows that better results could be achieved using
hybrid techniques such as YASMv2.
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Abstract. Logic Programs with Annotated Disjunctions and CP-logic
are two different but related languages for expressing probabilistic in-
formation in logic programming. The paper presents a top down inter-
preter for computing the probability of a query from a program in one
of these two languages. The algorithm is based on the one available for
ProbLog. The performances of the algorithm are compared with those
of a Bayesian reasoner and with those of the ProbLog interpreter. On
programs that have a small grounding, the Bayesian reasoner is more
scalable, but programs with a large grounding require the top down in-
terpreter. The comparison with ProbLog shows that the added expres-
siveness effectively requires more computation resources.

1 Introduction

Logic Programs with Annotated Disjunctions (LPADs) [9] and CP-logic [8] are
two recent formalisms combining logic and probability. They are interesting for
the simplicity and clarity of their semantics that makes the reading of their
programs very intuitive.

Even if the semantics of these two formalisms were defined in a different way,
there exists a syntactic transformation that makes CP-logic programs equivalent
to a large subset of LPADs, in particular to the most interesting subset of LPADs.

The LPADs and CP-logic semantics assigns a probability value to logic queries.
In this paper, we consider the problem of computing this probability given a pro-
gram and a query. In particular, we propose a top down interpreter that computes
derivations for a query and then computes the probability of the query by using
Boolean decision diagrams. The algorithm is based on the top down interpreter
for ProbLog presented in [4]. This interpreter is highly optimized and answers
queries from programs containing thousands of clauses. Due to the difference be-
tween ProbLog and LPADs, it was not possible to use all the optimizations.

Besides the interpreter, we consider an approach that exploits the possibility
of translating an LPAD into a Bayesian network shown in [9]. The approach
allows the use of Bayesian network reasoners on the problem.

In order to compare the algorithm with the Bayesian approach and with the
ProbLog interpreter, we performed a number of experiments on a simple game
of dice and on graphs of biological concepts. For the first problem the grounding
of the program is small and the Bayesian reasoner is more scalable. For the
second problem, the grounding is so large that the Bayesian approach could not
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c© Springer-Verlag Berlin Heidelberg 2007



110 F. Riguzzi

be applied. As expected, the size of problems that were successfully solved is
smaller than the one of ProbLog.

The paper is organized as follows. In Section 2 we present the syntax and
semantics of ProbLog, LPADs and CP-logic, together with the approach for
translating them into Bayesian networks. Section 3 describes the top down inter-
preter for ProbLog presented in [4]. Section 4 presents the top down interpreter
for LPADs and CP-logic. In Section 5 we discuss the experiments performed and
in Section 6 we conclude and present directions for future work.

2 Preliminaries

A ProbLog program [4] T is a set of clauses of the form

α : h← b1, . . . , bn (1)

where α is a real number between 0 and 1 and h and b1, . . . , bn are atoms.
The semantics of such programs is defined in terms of instances: an instance

is a definite logic program obtained by selecting a subset of the clauses and
removing the α. Its probability is given by the product of the α factor for all
the clauses that are included in the instance and of 1 − α for all the clauses
not included. The probability PT

PB(Q) of a query Q according to program T is
given by the sum of the probabilities of the instances that have the query as a
consequence according to the least Herbrand model semantics.

A Logic Program with Annotated Disjunctions T [9] consists of a set of for-
mulas of the form

h1 : α1 ∨ . . . ∨ hn : αn ← b1, . . . bm (2)

In such a clause the hi are logical atoms, the bi are logical literals and the αi

are real numbers in the interval [0, 1] such that
∑n

i=1 αi = 1.
The semantics of LPADs is given as well in terms of instances: an instance is

a ground normal program obtained by selecting for each clause of the grounding
of T one of the heads and by removing the αi. The probability of the instance
is given by the product of the α factors associated with the heads selected. The
probability PT

LP (Q) of a formula Q according to program T is given by the sum
of the probabilities of the instances that have the formula as a consequence
according to the well founded [7] semantics.

A CP-logic program T [8] consists of a set of formulas of the form (2) where
it is imposed that

∑n
i=1 αi ≤ 1. The semantics of CP-logic was given in terms of

probabilistic processes. However, it was shown in [8] that this semantics, when it
is defined, is equivalent to the instance based semantics of the LPAD T ′ obtained
from the CP-logic program T by replacing each clause of the form (2) with the
clause

h1 : α1 ∨ . . . ∨ hn : αn ∨ none : 1−
n∑

i=1

αi ← b1, . . . bm (3)

where none is a special atom that does not appear in the body of any clause.
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It was shown in [9] that an LPAD can be translated into a Bayesian Logic
Program (BLP) preserving the semantics. Since BLP encode Bayesian networks,
this provides a way of translating an LPAD into a Bayesian network. This means
that we can answer a query by using a Bayesian inference algorithm.

In order to convert an LPAD into a Bayesian network, its grounding must
be generated. If the program contains function symbols, the number of different
terms is infinite so the user has to provide a finite set of terms for instantiating
the clauses, thus restricting the translation to the portion of the ground program
of interest to the user. Moreover, the user has also to ensure that the grounded
program is acyclic.

Even if the program does not contain function symbols, grounding each clause
with every possible constants may generate a very large and cyclic network.
Therefore, also in this case the intervention of the user is required.

3 The Top Down Interpreter for ProbLog

In [4] a proof procedure was given for computing the probability of a query Q
from a ProbLog program T . The procedure involves the computation of all the
possible SLD derivations for Q.

Consider a single derivation d for Q that uses the set of clauses Cd = {α1 :
c1, . . . , αk : ck}. Let us assign a Boolean random variable Xi to every clause ci

of T . Xi assumes value 1 if the clause ci is selected and value 0 if the clause is
not selected. The probability

P (X1 = 1 ∧ . . . ∧Xk = 1)

is the sum of the probabilities of the instances containing these clauses, thus it is
the probability of Q if it has only derivation d. Since each clause is independent
from the other clauses, the probability above is given by

∏k
i=1 αi.

If Q has multiple derivations pr(Q) = {d1, . . . , dl}, then its probability is
given by

P (
∨

d∈pr(Q)

∧
αi:ci∈Cd

Xi = 1)

Thus the problem of computing the probability of a query is reduced to the prob-
lem of computing the probability of a DNF formula. This problem is known to
be NP-hard. In order to solve it, the authors of [4] use Binary Decision Diagrams
(BDD) [2]. BDD represent a Boolean formula as a binary decision graph: one
can compute the value of the function given an assignment of the variables by
navigating the graph from the root to a leaf. The nodes of the graph are divided
into levels and each level is associated with a Boolean variable. The next node
is chosen on the basis of the value of the variable associated to that level: if the
variable is 1 the high child is chosen, if the value is 0 the low child is chosen. The
leaves are associated either with the value 1 or with the value 0: when we reach
a leaf we return the value stored there. For example, a BDD for the Boolean
function

X1,1 = 0∨X2,1 = 0∧X2,2 = 1∧X3,1 = 0∨X2,1 = 1∧X2,2 = 0∧X3,1 = 0 (4)
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Fig. 1. BDD

is represented in Figure 1, where all the Xi,j are Boolean variables, high children
are reached by solid edges, low children by dashed edges and the leaves are
represented by rectangular nodes.

A BDD is built by first building a full binary decision tree having 2n nodes
for level n and then simplifying it by merging isomorphic subgraphs until no
further reduction is possible. Since the number of reductions depends on the
order chosen for the variables, practical BDD tools use sophisticated heuristics
for choosing a good order.

Given a BDD of a Boolean formula F , we can easily compute its probability
because F can be represented as F = (X = 1) ∧ F1 ∨ (X = 0) ∧ F0 where X
is the variable associated to the root of the BDD, F1 is the formula associated
to the high child and F0 is the formula associated to the low child. Since the
two disjuncts are now mutually disjoint, the probability of F can be computed
as P (F ) = P (X = 1) · P (F1) + P (X = 0) · P (F0). The probabilities P (F1) and
P (F0) can then be computed recursively.

4 A Top Down Interpreter for LPAD and CP-Logic

The notion of derivation presented above must be extended in three ways in
order to compute the probability of an LPAD query. First, we must take into
account the fact that clauses have more than one atom in the head, therefore each
clause is not represented by a Boolean variable but by a multivalued variable
with as many values as there are atoms in the head. Second, a variable is not
associated with a clause but with a grounding of a clause, thus we have different
variables for different groundings. Third, the body of LPAD clauses can contain
negative literals: roughly speaking, a negative goal is treated by computing all
the possible derivations for the goal, by selecting, for each derivation, a grounded
clause and by including in the current derivation the clause with a head different
from the one used for deriving the negative goal.

The interpreter we present is based on SLDNF and therefore is valid only for
programs for which the Clark’s completion semantics [3] and the well founded
semantics coincide, as for acyclic programs [1].

In the following, we give an algorithmic definition of derivation. We adopt
a mixed pseudo code: we use procedural features, such as assignments and
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functions, and declarative features, such as non-determinism, unification and
coroutining (the predicate dif in particular).

A derivation from (G1, C1) to (Gn, Cn) in T of depth n is a sequence

(G1, C1), . . . , (Gn, Cn)

such that each Gi is a goal of the form ← l1, . . . , lk, Ci is a set of couples that
stores the instantiated clauses and the heads used and (Gi+1, Ci+1) is obtained
according to one of the following rules

– if l1 is built over a built-in predicate, then li is executed, Gi+i =← l2, . . . ,
lk and Ci+1 = Ci

– if l1 is a positive literal, then let c = h1 : α1 ∨ . . . ∨ hn : αn ← B be a fresh
copy of a clause of T that resolves with Gi on l1, let hj be a head atom of c
that resolves with l1 and let θ be the mgu substitution of l1 and hj. For every
couple (cδ,m) ∈ Ci such that m 
= j and cδ unifies with cθ, we impose the
constraint dif (cδ, cθ) so that further instantiations of cδ or cθ do not make
the two clauses equal. Then Gi+1 = r where r is the resolvent of hj ← B
with Gi on the literal l1 and Ci+1 = Ci ∪ {(cθ, j)}.

– if l1 is a negative literal ¬a1, then let C be the set of all the sets C such that
there exists a derivation from (← a1, ∅) to (←, C). Then Gi+1 =← l2, . . . , lk
and Ci+1 =Select(C, Ci), where Select is the function shown in Figure 2.

A derivation is successful if Gn =←.
From the set C of the all the C such that there exists a derivation from

(← Q, ∅) to (←, C) we can build the formula

F =
∨

C∈C

∧
(cθ,j)∈C

(Xcθ = j)

where Xcθ is the multivalued variable associated to the clause cθ. In order to
deal with multivalued variables using BDD, an approach [6] consists in using a
binary encoding: if multivalued variable Xi can assume p different values, we use
q = �log2 p� binary variables Xi,1, . . . , Xi,q where Xi,1 is the most significant bit.
The equation Xi = j can be represented with binary variables in the following
way

Xi,1 = j1 ∧ . . . ∧Xi,q = jq

where j1 . . . jq is the binary representation of j. Once we have transformed all
multivalued equations into Boolean equations we can build the BDD.

In order to compute the probability of a multivalued formula represented by a
BDD, we exploit the possibility offered by many BDD packages of specifying that
the variables belonging to a certain set must be kept together and in the order
given when building the diagram. Therefore, for every multivalued variable, we
enclose in one such set all the binary variables associated to it.
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function Select(
inputs : C : C sets for successful derivations of

the negative goal,
Ci : current set of used clauses

returns : Ci+1 : new set of used clauses)
Ci+1 := Ci

for each C ∈ C
select a (cθ, j) ∈ C// If the program is range restricted,

// cθ is ground, see the discussion below
for all δ such that (cδ, j) ∈ Ci+1 and cδ unifies with cθ

impose the constraint dif (cδ, cθ)
perform one of the following operations

1. select (cδ,m) ∈ Ci+1 such that m �= j and cδ unifies with cθ,
then Ci+1 := Ci+1 \ {(cδ, m)} ∪ {(cθ, m)}

2. select (cδ,m) ∈ Ci+1 such that m �= j and cδ unifies with cθ,
then impose the constraint dif (cδ, cθ) and Ci+1 := Ci+1 ∪ {(cθ, m)}

3. select m �= j such that � ∃cδ (cδ, m) ∈ Ci+1 with cδ that unifies with cθ,
then Ci+1 := Ci+1 ∪ {(cθ, m)}.

return Ci+1

Fig. 2. Function Select

Consider for example the program
c1 = a : 0.1. c2 = b : 0.3 ∨ c : 0.6. c3 = a : 0.2← ¬b.

This program has three successful derivations from (← a, ∅) to (←, C). Their C
sets are

C1 = {(c1∅, 0)}
C2 = {(c2∅, 1), (c3∅, 0)}
C2 = {(c2∅, 2), (c3∅, 0)}

These C sets produce the following formula with multivalued variables
X1 = 0 ∨X2 = 1 ∧X3 = 0 ∨X2 = 2 ∧X3 = 0

where Xi corresponds to ci∅. The formula is then converted into formula (4)
that produces the BDD of Figure 1.

The algorithm shown in Figure 3 computes the probability of a multivalued
formula encoded by a BDD. It consists of two mutually recursive functions, Prob
and ProbBool. The idea is that we call Prob in order to take into account a new
multivalued variable and we call ProbBool to consider the individual binary
variables. In particular, Prob(n) returns the probability of node n while the
calls of ProbBool build a binary tree with a level for each bit of the multivalued
variable, so that the last calls of ProbBool (the leaves) identify a single value and
are called with a node whose binary variable belongs to the next multivalued
variable. Then ProbBool calls Prob on the node to compute the probability of
the subgraph and returns the product of the result and the probability associated
to the value. The intermediate ProbBool calls sum up these partial results and
return them to the parent Prob call. Note that ProbBool builds a full binary tree
for a variable even if there is not a node for every binary variable (for example,
because the result is not influenced by the value of one bit). As in [4], Prob is
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function Prob(
inputs : n : BDD node,
returns : P : probability of the formula)

if n is the 1-terminal then return 1
if n is the 0-terminal then return 0
let mV ar be the multivalued variable

corresponding to the Boolean variable associated to n
P :=ProbBool(n, 0, 1, mV ar)
return P

function ProbBool(
inputs : n : BDD node,

value : index of the value of the multivalued variable
posBV ar : position of the Boolean variable, 1 most significant
mV ar : multivalued variable

returns : P : probability of the formula)
if posBV ar = mV ar.nBit + 1 then // the last bit has been reached

let pvalue be the probability associated with value of index
value of variable mV ar

return pvalue×Prob(n)
else

let bn be the Boolean variable associated to n
let bp be the Boolean variable in position posBV ar of mV ar
if bn = bp

// variable bp is present in the BDD
let h and l be the high and low children of n
shift left 1 position the bits of value
P :=ProbBool(h, value + 1, posBV ar + 1, mV ar)+

ProbBool(l, value, posBV ar + 1, mV ar)
return P

else
// variable bp is absent from the BDD
shift left 1 position the bits of value
P :=ProbBool(n, value + 1, posBV ar + 1, mV ar)+

ProbBool(n, value, posBV ar + 1, mV ar)
return P

Fig. 3. Function Prob

optimized by storing, for each computed node, the value of its probability, so
that if the node is visited again the probability can be retrieved.

Note that for the algorithm to behave correctly the program must be range
restricted, i.e., all the variables in the head of clauses must appear in the body.
Consider for example the following program T

c1 = a(1) : 0.3 ← p(X).
c1 = a(2) : 0.4 ← p(X).
c3 = p(X) : 0.5.

where the third clause (c3) is not range restricted.
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The only derivation from (← a(1), ∅) to (←, C) has the following C set
C = {((c1∅, 0), (c3∅, 0)}

and thus gives a probability of 0.15. The grounding T ′ of T is
c1 = a(1) : 0.3 ← p(1). c2 = a(1) : 0.3← p(2).
c3 = a(2) : 0.4 ← p(1). c4 = a(2) : 0.4← p(2).
c5 = p(1) : 0.5. c6 = p(2) : 0.5.

thus there are two successful derivations of a(1) whose C sets are
C1 = {(c1∅, 0), (c5∅, 0)} C2 = {(c2∅, 0), (c6∅, 0)}

for a probability of 0.2775.
If the program is range restricted, every derivation from (← G, ∅) to (←, C)

will contain in C couples (j, cθ) such that cθ is ground and thus the above
problem does not appear.

However, the query can contain variables: from the program T ′, the algorithm
for the query a(X) would return probability 0.2775 for X = 1 and probability
0.36 for X = 2.

In [4] an algorithm was given for computing the probability of the query in
an approximate way, returning an upper and a lower bound of the probability.
This involves the use of iterative deepening: the SLD-tree is built only up to a
given depth d and at each iteration we increment the value of d. At the end of
each iteration we have a set of C sets of successful derivations Successful and a
set of C sets for still open derivations Open. The true probability PT

PB(Q) of a
query is such that

P (F1) ≤ PT
PB(Q) ≤ P (F1 ∨ F2)

where F1 (F2) is the formula corresponding to Successful (Open) Thus we have
an upper and a lower bound on PT

PB(Q).
The cycle terminates when P (F1 ∨F2)−P (F1) ≤ ε, where ε is a used defined

precision.
However, this approach cannot be used for LPADs. In fact, consider the fol-

lowing program
c1 = a : 0.1← p(X). c2 = p(1) : 0.9. c3 = p(2) : 0.9.

If we have the query a and a depth bound d = 1, then at the end of the first
iteration Successful is empty and Open contains the only set {(c1∅, 0)}. Thus
P (F1) = 0 and P (F1 ∨ F2) = 0.1. However PT

LP (Q) is 0.1719 so P (F1 ∨ F2)
is not an upper bound on P (Q). In fact, there are two successful derivations
of a, one has the C set {(c1{X/1}, 0), (c2∅, 0)} and the other has the C set
{(c1{X/2}, 0), (c3∅, 0)}. Thus the formula F is

Xc1{X/1} = 0 ∧Xc2 = 0 ∨Xc1{X/2} = 0 ∧Xc3 = 0
Since the two disjunct are not mutually exclusive, we can use the law for the
probability of an or and obtain

0.1 · 0.9 + 0.1 · 0.9− 0.1 · 0.9 · 0.1 · 0.9 = 0.18− 0.0081 = 0.1719
This problem depends on the fact that, while in ProbLog we consider non ground
clauses, in LPAD we consider instantiated ones and a clause in a partial deriva-
tion may not be fully instantiated. When the derivation is continued, it may
generated more than one derivation with different instantiation of the clause.
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5 Experiments

We report here on two experiments performed in order to evaluate the perfor-
mances of the top down interpreter: the first involves a game of dice and the
second graphs of biological concepts. All the experiments were performed on a
Linux machine with a 3.40 GHz Pentium D processor and 1 GB of RAM.

In the first experiment we consider two versions of a dice game proposed in
[9]: the player throws a die a number of times and stops only when a certain
number comes out. We want to predict the probability of a given outcome at a
given time point.

The two versions differ only for the number of faces of the (idealized) die: the
first version considers a two face die and the second version a three face die. The
LPAD describing the first version is shown below:

on(0, 1) : 1/2 ∨ on(0, 2) : 1/2.
on(T, 1) : 1/2 ∨ on(T, 2) : 1/2← T 1 is T − 1, T 1 >= 0, on(T 1, 1).

Atom on(T,N) means that at time T we rolled a die and face N came out. The
first rule states that at time 0 (the beginning of the game) we rolled a die and we
got a 1 or a 2 with equal probability. The second rule states that at time T we roll
a die if a die was rolled at the previous time point and we got a 1. If we roll a die,
we get a 1 or a 2 with equal probability. Thus, we stop when we get a 2.

The LPAD describing the second version is similar to the one above and states
that we stop throwing dice only when we get a 3.

For the top down interpreter we used an implementation of it in Yap Prolog1

that uses CUDD2 as the BDD manipulation package.
For the Bayesian reasoner, we used the implementation of the junction tree

inference algorithm [5] available in BNJ3 version 2 release 7 2004.
The query on(T, 1) was tried against both programs with T ranging from 0 to

15. The execution times of the top down interpreter (cplint) and of the Bayesian
reasoner (bnj) are shown in Figures 4(a) and 4(b) for the two sided die and for
the three sided die respectively.

When generating the ground program to be translated into a Bayesian net-
work, only the constants relevant to the query were considered. So, for example,
if the query was on(3, 1), only constants 0, 1, 2 and 3 were considered for T and
T 1. For N , the constants 1 and 2 were considered for the first program and 1, 2
and 3 for the second program.

For the point not shown for cplint in Figure 4(b), the system started thrashing
and the computation was interrupted after four hours.

We consider now two programs with the same meaning as those above but
that use negation. The one for the three sided die is

on(0, 1) : 1/3 ∨ on(0, 2) : 1/3 ∨ on(0, 3) : 1/3.
on(T, 1) : 1/3 ∨ on(T, 2) : 1/3 ∨ on(T, 3) : 1/3←

T 1 is T − 1, T 1 >= 0, on(T 1, N),¬on(T 1, 3).

1 http://www.ncc.up.pt/∼vsc/Yap/
2 http://vlsi.colorado.edu/∼fabio/
3 http://sourceforge.net/projects/bndev



118 F. Riguzzi

(a) Two sided die. (b) Three sided die.

Fig. 4. Execution times for the die programs

(a) Two sided die. (b) Three sided die.

Fig. 5. Execution times for the die programs with negation

The computation times are shown in Figures 5(a) and 5(b) respectively under
the same experimental settings discussed before.

The points not shown for cplint in Figure 5(b) are those for which Yap stopped
returning an “out of database space” error.

The second experiment involves computing the probability of a path between
two nodes in a graph. This experiment was chosen in order to compare the re-
sults with those [4] where the authors use the ProbLog interpreter for evaluating
the probability of paths between nodes in a network of biological concepts. The
dataset was kindly provided by the authors of [4] and is the same as the one
used in the paper. The dataset consists of a number of subgraphs G1, G2, . . .Gn

extracted from a complete graph built around four Alzheimer genes. The com-
plete graph contains 11530 edges and 5220 nodes. The subgraphs are obtained
by subsampling, they have the sizes 200, 400, . . ., 5000 edges and are such that
G1 ⊂ G2 ⊂ . . . ⊂ Gn. Subsampling was repeated 10 times.

The query can reach(620, 983) was issued on every subgraph, where 620 and
683 are the identifiers of a couple of genes and can reach is defined recursively
with definite clauses in the usual way.

The computation time for the probability of the query is shown in Figure 6(a)
in seconds as a function of the number of edges. The time shown is the average
computation time on the subgraphs on which the interpreter was successful.



A Top Down Interpreter for LPAD and CP-Logic 119

(a) Execution times. (b) Number of successes.

Fig. 6. Biological graph experiments

Figure 6(b) shows the number of graphs for which the computation succeeded:
for the other graphs, the computer did not return an answer after 10 hours.

A comparison with bnj was not possible because the conversion program ex-
hausted the available memory: the grounding of the definition for can reach was
too large.

These experiments show that, for small problems, Bayesian inference is more
scalable. However, when problems with many constants are considered, using
Bayesian inference is not possible. Comparing cplint with the ProbLog inter-
preter of [4], we see that the added expressiveness of LPAD and CP-Logic has
an impact on performances, since the ProbLog interpreter was able to answer
the query for up to 4600 edges.

6 Conclusions

We have presented a top down interpreter for computing the probability of
LPADs and CP-logic queries that is inspired to the one presented in [4].

We have experimentally compared the algorithm with a Bayesian inference
algorithm and with the ProbLog interpreter.

In the future, we plan to extend the interpreter by considering also aggregates
and the possibility of having the probabilities in the head depend on literals in
the body.
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Abstract. We propose a layered representation of general agent models
with a base layer, composed of basic agent features including control,
and a higher layer, consisting of a meta-control with the task of tuning,
supervising and modifying the base layer. This provides higher flexibility
in how an agent is built and may evolve.

1 Introduction

Nowadays, there is a clear tendency toward employing software agents instead
of traditional programs, so as to reach in perspective a higher flexibility of use
and interaction. Agents should be intelligent so as to face changing situations by
modifying their behavior, or their goals, or the way to achieve their goals. This
requires agents to be able to perform, interleave and combine various forms of
commonsense reasoning, possibly based upon different kinds of representation.
Several generic agent-oriented languages and architecture exist and in particular
several computational logic-based agent architectures and models. A common
feature is the aim at building agents that are able to adapt or change their
behavior when they encounter a new or different situation.

Since long it has been observed that, in order to reach real flexibility and
improve their behavior, intelligent entities would need an understanding of how
they do things. Beyond understanding, awareness should be a process whereby
appropriate sentences about the world and its own mental situation come into
the entity’s consciousness, usually without intentional actions.

More recently, Singh, Minski and Eslick [6] consider awareness as the result
of introspective (reflective, self-reflective and in the end self-conscious) layers of
thought that are on top of deliberative thinking and of all the other forms of
reasoning and reacting that constitute intelligent behavior. In this approach, an
agent is seen as a collection of several agents, each one either encoding distinct
kinds of ability or distinct ways of thinking, or representing different ways of
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doing the same thing. An architecture resulting form these considerations is
being implemented at the MIT Media Lab [6].

In this paper, we propose a general agent model that goes in the direction of
flexibility and adaptability. This is obtained by providing higher flexibility in how
an agent is built and may evolve, and by equipping an agent with forms of un-
derstanding and awareness that we “situate” at different control layers. Beyond
the basic control layer we in fact introduce a meta-control, where non-trivial su-
pervising and tuning tasks (including agent reconfiguration) can be performed,
based on suitable control and meta-control information. After a general discus-
sion about the potentials of this new model, we shortly demonstrate by means of
specific case-studies how the meta-control might be exploited, abstracting away
from the details of the specific instance of the general model.

2 A General Agent Model

Below we define a general agent model by listing a set of aspects that we believe
to be fundamental of the agent-oriented paradigm. We restrict ourselves to a
high-level description of these aspects, leaving their specific description to the
actual definition of specific instances of the general model. An agent model M
which is an instance of this general model will encompass all or some of the
aspects that we list, and will provide a specification of how they should be
formalized. In fact, when realising an agent according to the agent model M,
every aspect present in M will correspond to a software component that will
be described according to the languages/formalisms the components of M rely
upon.
M is associated with an underlying control mechanism UM (or simply U when

M is clear from the context). This control mechanism implements the run-time
behavior of the agents. In some agent models this behavior may be implemented
according to a given semantics, in other models there may be some other kind
of specification. In practice, U can be an interpreter, or an inference engine, or
a virtual machine, or any other kind of implementation.

Definition 1. An agent model M results from the choice of (some of) the as-
pects listed below.

– A set of beliefs, possibly divided into various modules/theories, encompassing
(some of) the following activities: reasoning, planning, proactivity, reaction,
constraint solving, goal identification, preferences, history, communication
management.

– A set of desires (goals that have been adopted or goals that are under con-
siderations) and intentions (plans in execution and plans under analysis).

– A set of constraints, including temporal constraints that either induce or
verify a partial order among actions in intentions and goals.

– A set of mechanisms for interacting with the environment including: a sens-
ing mechanism/device, an actuating mechanism/device, a mechanism/device
supporting communication to and from other agents.
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– A set of mechanisms for managing beliefs including: a learning mechanism,
a belief revision mechanism.

– A control component for combining, exploiting and supervising the above
components, based on control information aimed at improving the control
mechanism effectiveness.

Agents defined according to a model M will be referred to as M-agents.

2.1 About Beliefs

The set of beliefs expresses what the agent knows, can do and is able to remem-
ber. Thus, beliefs are not only facts but can also be: sets of facts annotated in
various ways (e.g. histories, preferences); modules including sets of rules and/or
procedural knowledge, capable in principle to exploit factual knowledge, possi-
bly with the help of annotations expressing preferences or biases about which
module to use when. Beliefs can be expressed by means of logical theories and/or
by means of other formalisms/languages. The agent life starts with an initial set
of beliefs that evolves over time according to the agent’s interactions with the
environment. These interactions are supported by the mechanisms of sensing,
actuating and communication, that will vary depending on the kind of world
where the agent operates.

The desires and intentions encode what the agent is doing or is intending to do
during its operation. They are the outcome of putting beliefs at work in a given
setting. The execution of intentions determines an evolution of the beliefs. This
in accordance to the given mechanisms for managing beliefs (learning and belief
revision), that affect what new knowledge an agent will acquire (which includes
what the agent is able/wishing to remember, and in which form) and how it will
process (by belief revision) its own knowledge, possibly by incorporating new
learned knowledge or by eliminating (forgetting) what is considered to be no
longer useful.

In fact (as discussed in depth in [3] and in the references therein), it is use-
ful for an agent to have a “memory”, that makes the agent potentially able to
learn from experiences and ground what is believed through these experiences.
Most methods to design agent memorization mechanisms distinguish among a
“working memory”, i.e., a workspace for reflective and reactive processes where
explicit design-based reasoning occurs, and the “stored” knowledge and experi-
ences. Stored items can be manipulated, interpreted and recombined to develop
new knowledge, assist learning, form goals, and support interaction with the
external environment.

The simplest way of defining the “static” agent memory [3]) is to see it as com-
posed of the original beliefs augmented with past events that record the external
stimuli perceived, the internal conclusions reached and the actions performed.
Past events can play a role in reaching internal conclusions. These conclusions,
that can be proactively pursued, can take the role of “dynamic” memory that
supports decision-making and actions.

With time, a past event can be overridden on the one hand by more recent
ones of the same kind (where the last one is the “current” one) and on the other
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hand by more recent ones of different kind, which are however somehow related
to it. The old version will be kept in case the agent has to maintain a record
of the state of the world and of its changes or otherwise they will be removed,
according to given conditions.

Concerning rules or sets of rules (or other forms of “procedural” knowledge),
if either they have not fulfilled the agent’s expectations or a better version has
been learned, then they can be de-activated and, later, even removed, again
according to specific conditions or properties that define their usefulness. This
topic will be further pursued in Section 4 and has been discussed in [2].

2.2 About Control

The control component is responsible for deploying the other components of
the agent model, with the help of the control information, in order to render
the agent operative. The control mechanism usually guarantees liveliness (the
agent tries to stay alive at least until its objectives have been reached) and
decides which features have to be employed at each stage (according to pref-
erences). The control information may be partly provided in advance, e.g., by
indicating: which order, which priorities and which preconditions are to be as-
signed to the application of different control functionalities; and which is the time
limit or minimum frequency in performing some activities, for instance reaction.
Other control information can be generated by the control itself, e.g. concerning:
whether an intention has either been achieved or is failed or is timed-out or is
still under work; whether constraint verification on some aspects of the agent
work has been successful or not. The control information could be seen as part
of the beliefs, and the beliefs themselves concur to form it, but we believe it is
useful to separate it.

2.3 Concrete Agent and Agent Evolution

A concrete agent program will result from the choice of a component for each of
the features of the model. An agent will then result from activating the control in
the context of an environment where the sensing, actuating and communication
capabilities can be put at work.

The working agent (following the concrete agent program according to the
underlying control) can be given a meaning (e.g. a semantics, or at least a de-
scription) in terms of either a declarative or an operational semantics, or by
means of some other characterization. The agent will in general pass through a
sequence of stages, in that it will be affected by the interaction with the envi-
ronment, that will lead it to respond, to set and pursue goals, to either record or
prune items of information, etc. This process, that we can call the agent life, can
be understood in at least two ways: the same agent proceeding into a sequence
of states, each state encoding the present version of beliefs, desires, intentions
and each state transition encoding what kind of control step has been done,
including steps of learning and belief revision; successive transformations of the
initial agent into new agents, that are its descendants in that the program has
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changed by modifying the beliefs, desires, intentions, and by learning and belief
revision steps; each transformation is determined by the step that has been done.
Formally, an agent starts from a program that defines it, according to the given
agent model.

Definition 2. Let M be an agent model. An agent program PM is a tuple
〈B,DI,SC,BM, CS, C, CI〉 of software components where B is the set of beliefs,
DI the set of desires and intentions, CS the set of constraints, SC the sens-
ing, actuating and communication component, BM the belief management, C
the control component and CI the control information. Each component of the
tuple is defined (or omitted) according to M.

We can take the agent program PM as the initial state of the agent where
nothing has happened yet. below, we represent an agent program simply as P
when M is clear from the context.

Definition 3. The initial agent A0 is an agent program P = 〈B0,DI0,SC0,
BM0, CS0, C0, CI0〉.

The operational behavior of the agent will result from the control component
and the control information, which rely on the underlying control mechanism
that implements the operational counterpart of the agent model.

Definition 4. Given an agent model M, the underlying control mechanism UM

(or U in short), able to put in operation the various components of M, is a trans-
formation function operating in terms of a set of distinguishable steps, starting
from A0 and transforming it step by step into A1, A2, . . . , given C and CI as
defined in A0, A1, A2,. . . respectively.

Definition 5. Let M be an agent model, U the control mechanism associated to
it, and P an agent program. Then, ∀i ≥ 0, Ai→U(Ci,CIi)Ai+1.

Notice that the Ajs do not deterministically follow from A0, as there is the
unforeseen interaction with the external environment, and the agent internal
choices that are not in general deterministic.

Each transition step can in principle modify all the agent components. The
most likely to be modified are the beliefs, desires and intentions but also the
constraints (by adding/dropping constraints) and the control information. How-
ever, the control component replacing itself appears to be awkward, circular
and not so easily feasible. Also, the agent evolution as defined above is deter-
mined on the one hand by interactions with the environment and on the other
hand by the agent inner non-determinism. One might wonder how the evolution
might be constrained to follow desirable directions or, symmetrically, to avoid
unwanted behavior. We will discuss in the rest of the paper possible enhance-
ments of the general agent model aimed at providing flexible and more powerful
control.
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2.4 Instances

Several agent models are in fact instances if the proposed abstract model. To
demonstrate this claim, we consider the following well-known and fully imple-
mented models.

The KGP agent model [5] is an instance of this abstract model. In fact, KGP
agents are equipped with the following components.

(1) A set of beliefs, equipped with a set of reasoning capabilities, for reasoning
with the information available in the agent state. These capabilities include Plan-
ning, Temporal Reasoning, Reactivity, Goal Decision, and Temporal Constraint
Satisfiability. The beliefs include a component (KB0), recording any information
sensed from the environment, as well as a history of executed actions.

(2) A set of goals and plans; goals and plan components have associated times
and temporal constraints, inducing a partial order. The agent is committed to
all its goals and plans, at any given time.

(3) A sensing capability, allowing agents to observe their environment and
actions (including utterances) by other agents.

(3) An actuating capability, allowing agents to affect their environment (in-
cluding by performing utterances).

(4) Control information, including: a set of transition rules, changing the
agent’s state; the transition rules are defined in terms of the capabilities, and
their effect is dependent on the concrete time of their application; a set of selec-
tion functions to select inputs to transitions.

(5) A control component, for deciding which enabled transition should be next,
based on the selection functions, the current time, and the previous transition.
This component is defined in declarative terms [4].

The DALI agent model is also an instance of this abstract model in that in-
cludes: (i) A set of beliefs, including reactive rules, support for proactivity and
reasoning, planning, constraint satisfiability. Beliefs also include the past events
that record (with a time-stamp) what has happened in the past: events perceived
and reacted to, proactive initiatives, goals reached, etc. The past events can be or-
ganized into histories on which properties can be verified by means of constraints.

(ii) A sensing capability, allowing agents to observe their environment and
actions by other agents.

(iii) A set of constraints for verifying that the agent’s course of actions respects
some properties and does not present anomalies.

(iv) A learning component for recording past events and building histories;
a belief revision component for removing old information based on conditions.
More advanced components are also provided, for acquiring, testing and finally
either incorporating or dropping knowledge acquired from other agents.

(v) Control information defining: the frequency and the time intervals for
attempting specific goals, that trigger proactive behavior; which past events
should be recorded, and for how long they should be kept. These directives may
involve significant (temporal) conditions.

(vi) The control component is missing, as the control information is directly
exploited by the underlying control mechanism.
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3 Enhancing the Agent Model

We may notice that while beliefs, desires, intentions and interaction components
deal with the relationship between the agent and its environment, control deals
with the need that an agent has of self-activating and self-tuning its own behav-
ior, according to conditions that may vary over time. That is why in our general
model we have made aspects of control explicit. For the specific agent models
we have considered: KGP introduces a control theory that describes the control
behavior in terms of which transitions to activate when; DALI provides explicit
directives based on constraints so as to influence the standard behavior of an
underlying operational mechanism with respect to which activities are allowed
and at which frequency they should be attempted.

Then control, or at least the aspects of control which are made explicit, can be
seen as the meta-level part of the agent. However, the control component can affect
in general many aspects of the agent, besides its own behavior. It can supervise and
monitor the agent evolution and possibly verify some properties. However, in the
setting introduced up to now it can do so in only a pre-defined, hard-wiredmanner.

Going a step further, it can be useful to introduce a higher layer of meta-
control, where supervising, tuning and monitoring capabilities are made explicit.
In fact, as beliefs, desires and intentions change over time, more general forms of
change might occur. Every agent component might in principle be either changed
or replaced when needed, i.e., when either the agent evolution or environmental
changes call for these modifications. Below we list some potential higher-level
modifications that can be made by the meta-control.

(a) The control component itself can be chosen among different possible al-
ternatives: the control component presently at work can be replaced by another
one based on specific needs at certain stages of the agent life. For instance, an
agent may find itself in a critical situation where it needs to be quick and eager
on reacting, while later it may need to reason on what happened so as to set or
revise its goals, even at the expense of being slower in reaction.

(b) The components defining mechanisms for managing beliefs can be tuned
or replaced by others. For instance, with respect to learning, an agent at the
beginning of its life can be either poor of devoid of knowledge, and thus can be
wishful to acquire and incorporate new knowledge coming from its environment.
Later, when the agent becomes more knowledgeable and competent, it can choose
to be more cautious in incorporating external knowledge.

(c) Intentions can be filtered according to a posteriori preferences based on
how the plans are going on.

(d) High-level aspects of the agent behavior can be monitored, e.g. how many
goals are pursued, or how often a certain goal succeeds, or whether some general
properties are verified.

(e)In the beliefs, non-trivial modifications can also be made, for instance for
replacing/adding/dropping knowledge modules that were already available to the
agent, but had not been chosen in its first instantiations, or for adding/dropping
new knowledge modules that have been acquired by means of learning.
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4 Meta-control

In this Section, we explicitly augment the basic abstract agent model by formally
introducing the meta-control. We then discuss how the meta-control might be
exploited, and propose specific case-studies.

The meta-control acts by means of single steps, similarly to the control. We
may assume that also the meta-control, that we call MC, relies upon some
suitable form of control information that we indicate by MCI. We assume to
perform some steps of meta-control after a number of steps of control. We do not
specify here how many these steps are: they may be specified either in advance
(built-in in UM) or in the control information. Accordingly, in the definition
below we assume that agent Ai evolves through ni steps of control from stage
Ai to stage Ai+ni . Then, we assume that a number mi of meta-control steps
take place, until stage Aj = Ai+ni+mi .

Definition 6. Let M be an agent model and UM be a control mechanism asso-
ciated to it. Let MC and MCI be the meta-control and the meta-control infor-
mation, respectively, associated with M. Then, given an agent program PM,

– the extended agent program is P ′
M = (PM,MC,MCI);

– the meta-control HM (H in short) associated with M is such that
H(MC,MCI) denotes a transformation/transition function responsible for
the agent extended program;

– the operational behavior of the agent equipped with P ′
M, is obtained as

follows: ∀i > 0 Ai →U(Ci,CIi) . . . Ai+ni →H(MCi,MCIi) Aj where Aj =
Ai+ni+mi and ∀k ≥ 0 Ak = 〈Bk,DIk,SCk,BMk, CSk, Ck, CIk〉.

Based on suitable meta-control information, the meta-control can be exploited
either in a domain-dependent or in a domain-independent fashion for supervising,
checking, tuning many aspects. To illustrate this point we will consider at some
length the following two possible applications of the meta-control.

– Detect anomalies in the agent behavior, concerning the management of
events and goals, and check temporal properties about the overall agent
life.

– In case of execution of parallel plans for goals that are not compatible (i.e.,
the agent may profit from keeping several ways open, before being forced
to choose eventually) evaluate the state of plans and consider whether one
should be chosen and the others dropped.

4.1 Detecting Anomalies, Checking and Enforcing Properties

Another example of the useful role that the meta-control can assume concerns
supervising how the agent itself proceeds and reflecting on the techniques that
are being used. The latter may lead to a reconfiguration of the agent by replacing
some of its components.
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Supervising activities may rely upon a meta-history generated during the
agent operation, that integrates in time the existing meta-control information
MCI. For instance, the meta-history may contain a list of: which goals have
been set, at which time; which goals result to be successful/failed/timed-out, at
which time. Which incoming external events were known to the agent (and thus
has been reacted to) and which ones instead were unknown.

Various properties that should be respected by the agent behavior can be
expressed on the meta-history, also in terms of (adapted versions of) temporal
statements. We propose below some examples.

(1) There cannot be too many unknown events:
prop1 :-ALWAY S � known evs > � unknown evs

(2) A certain goal g should never fail or be timed-out:
prop2 :-NEV ER failed(g)ORtimed out(g)

(3) A certain goal g should eventually succeed (by time t):
prop3 :-EV ENTUALLY successful(g) : t

(4) A certain goal g should not fail too often (i.e., more than n times) in a time
interval t1 − t2:
prop4 :-NEV ER �failed(g) > n : t1 − t2

If a property is not respected, the meta-control may take suitable countermea-
sures. One could be to inform either a supervisor agent or the user. Otherwise,
better, it might operate on the agent so as to try to enforce the properties for the
future. In the above cases, the following measures might be respectively taken:
(1), the learning module should be explicitly activated so as to learn reactive
rules for the unknown events; (2) the planning module should be replaced; (3)-(4)
preferences among goals should be modified, so as to give goal g higher priority.

The meta-control can also detect various anomalies in the agent behavior by
extracting information from the agent “memory” discussed in Section 2 (for an
extensive and formal discussion refer to [3]). In particular, let P be the set of
the last versions of past events and let PNV be the set of the previous versions
that have been kept.

Actions performed (or goals pursued) in an incorrect order. Suppose for instance
that an agent bought a goldfish and an aquarium. To keep the fish safe, it is
necessary to first fills the aquarium and then put the animal inside. So, the
expected action sequence will be (where actions are indicated by the postfix A
for the sake of readability): fill the aquariumA, put inside fishA.

In order to control the action execution correctness, one has to verify that
agent does not perform the second action before the first one. To this aim, we
can adopt the following existential constraint. It is based on the assumption
that every action, after being performed, is recorded in P as a past event (with
postfix P instead of A), associated to a time-stamp indicating when it has been
accomplished.

fill the aquariumP : T1 ∃ � put inside fishP : T2, {T2 < T1}.
It states that, if the agent has accomplished the action put inside fishA at the
time T2 and the action fill the aquariumA at time T1 where T2 < T1, then
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the action sequence is not correct and we are in the presence of Incorrect time
execution anomaly. The connective ∃� indicates a constraint which is violated
whenever the left-hand side is implied by the current history and at least an
occurrence of the right-hand side is implied as well.

An action (goal) is executed (pursued) a number of times greater than an ex-
pected threshold. This anomaly is strictly related to PNV events. Consider for
instance an agent that has bought something, i.e., a car. It has to pay a number
of instalments during the current year. If it pays a further instalment, the ex-
pected behavior is violated, and the violation can be detected by the following
existential constraint. It controls whether the cardinality of the set of past events
pay instalment in PNV is greater than the threshold, in which case trying to
pay a further instalment constitutes a wrong behavior.

pay instalment(V alue,Date))P : T ∃ �
{N = ΔPNV

n (pay instalment(V alue,Date)), N > 20, T > 0}.
These Behavioral constraints are to be checked from time to time by the

meta-control in order to point out the anomalies and take appropriate counter-
measures.

4.2 Parallel Plans

Normally, a plan (intention) can be either under consideration, or successful, or
failed or timed-out. Let us us introduce the notion of feasible plan, namely a plan
where all preliminary non-committal actions have been successfully performed
(i.e., if the goal is to go to the theatre, a corresponding plan is feasible if by
calling the booking office we ensure that tickets are still available) but all proper
unrecoverable actions (i.e., buying the tickets) have not been performed yet. A
goal is feasible if it admits a feasible plan.

If we have a meta-control, instead of choosing the most preferred among a set
of goals and try to achieve it, a more general strategy can be adopted. The agent
might in fact try to achieve all goals in parallel, where however the achievement
process should be divided into two stages: (i) feasibility verification and (ii)
actual achievement of a feasible goal. The meta-control can (in the perspective
of resource-bounded reasoning) wait until some predefined time amount has
elapsed. Then, it can verify which of the attempted goals result to be feasible
at that time (the others will be considered to be timed-out). Finally, the meta-
control can choose the most preferred goal among feasible ones. This is the goal
which will actually proceed to be completed.

Assuming that the agent is able to exploit real parallelism in executing plans
(e.g., by means of delegation to “children” agents) we have the following:

Property 1. In presence of meta-control the number of achieved goals increases
or stays the same over time. It stays the same if the most preferred goal is always
feasible, strictly increases otherwise.

Notice that previously defined controls can take a role in enforcing the above-
defined property. In fact, ensuring that goal achievement proceeds without
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apparent anomalies brings advantages to subsequent goals that depend (explic-
itly or implicitly) on previous ones. E.g., referring to the above examples, the
goal of, for instance, saving a certain amount of money by the end of the year
becomes more feasible if one avoids useless expenses (like e.g., paying extra in-
stalments or making other expenses that can be catched by similar constraints).

5 Learning

In [1] we have introduced the possibility for an agent to learn reactive rules
and plans. Once acquired, the new knowledge is stored in two forms: as plain
knowledge added to the set of beliefs, so that the agent is able to use it and as
meta-information, that permits the agent to “trace” the new knowledge, in the
sense of recording what has been acquired, when and with what expectations.
The meta-control, if present, can exploit this meta-information to reason about
these aspects. If the agent should conclude that the new rules must be removed
because the expectations have not been met, the meta-information will be used
to locate the rules in the set of beliefs and remove them.

In [2] we envisage a setting where agents interact with users with the objective
of training them in some particular task, and/or with the aim of monitoring them
for ensuring some degree of consistence and coherence in user behavior. We
assume that agents are able to elicit (e.g. by inductive learning) the behavioral
patterns that the user is adopting, and are also able to learn rules and plans
from other agents by imitation (or by being told). An internal meta-control
component can perform an appropriate evaluation of the learned knowledge.

The meta-control may also manage social aspects. In fact, in many applica-
tions the role of the society is crucial. As a future development, we mean to
specify a meta-meta-control which is present in every agent which participates
in a society. This higher level should be responsible for social information ex-
change, by exploiting and developing techniques based on social evaluation and
consensus, involving credibility measures and overall preferences. According to
this vision, the society will have the role of proposing behavioral rules (that
are socially accepted) to its agents, which have the freedom to accept them in
accordance to their experience and to the type of user they are monitoring.

6 Conclusions

We have presented a very general, abstract agent model, and we have shown,
informally, how this general model instantiates to some existing agent models.
We have extended the model with “meta-control” features. We have argued
that this meta-control feature can be very useful for guaranteeing properties
of the agent behavior. In the future, we will study whether for particular in-
stances of the abstract agent model, it would be possible to prove concretely
these properties.
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Abstract. A rational agent adopts (or changes) its desires/goals when
new information becomes available or its “desires” (e.g., tasks it is sup-
posed to carry out) change. In conventional approaches on goal gen-
eration a desire is adopted if and only if all conditions leading to its
generation are satisfied. The fact that certain beliefs might be differently
relevant in the process of desire/goal generation is not considered. As a
matter of fact, a belief could be crucial for adopting a given goal but
less crucial for adopting another goal. Besides, a belief could be more
influent than another in the generation of a particular goal.

We propose an approach which takes into account the relevance of be-
liefs (more or less useful and more or less prejudicial) in the desire/goal
generation process. More precisely, we propose a logical framework to
represent changes in the mental state of an agent depending on the ac-
quisition of new information and/or on the arising of new desires, by
taking into account the fact that some beliefs may help the generation
of a goal while others may prevent it.

We compare this logical framework with one where relevance of beliefs
is not accounted for, and we show that the novel framework favors the
adoption of a broader set of goals, exhibiting a behavior which imitates
more faithfully how goals are generated/adopted in real life.

1 Introduction

Although there has been much discussion on belief change, goal change has not
received much attention. Most of the works on goal change found in the litera-
ture do not build on results on belief change. That is the case of [3], in which
the authors propose a formal representation for goals as rational desires and in-
troduce and formalize dynamic goal hierarchies, but do not formalize explicitly
beliefs and plans; or of [10], in which the authors propose an explicit representa-
tion of goals suited to conflict resolution based on a preference ordering of sets
of goals. Another approach is [9], which models a multi-agent system in which
an agent adopts a goal if requested to do so and the new goal is not conflicting
with existing goals. This approach is based on goal persistence, i.e., an agent
maintains its goals unless explicitly requested to drop them by the originating
agent. The main lack of the above approaches is that they suppose that an agent
does not use its own beliefs for updating goals in a general way. The work pre-
sented in [5], which is an extension and an adaptation of framework [11], consists

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 133–144, 2007.
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in constructing dynamically the goal set to be pursued by a rational agent, by
considering changes in its mental state. However, the fact that a belief might be
more or less relevant for a given goal generation process is not considered.

In this work, we consider the direct relevance relation among beliefs with
respect to a given goal, and how this relation influences the goal generation
process. We divide the beliefs influencing the generation of a goal into two parts
— the positive and the negative, which correspond, respectively, to beliefs which
favor the generation of a goal and beliefs which may prevent it. In previous works
on goal generation, positive (or negative) beliefs were implicitly represented by
beliefs which must be true (or false) for generating a goal. If one of the beliefs
does not abide by these requirements, the relevant goal is not generated. This is
a strong restriction to the goal generation process. Indeed, in real life, depending
on the importance an agent gives to each belief related to a goal, it may decide
to generate the goal even if not all those conditions are verified. When making
decisions or when choosing goals to realize, we often accept trade-offs. It is almost
always impossible to have everything we really want. When considering beliefs,
generating or not generating a goal depends essentially on the importance each
belief has for the agent with respect to the the goal to be generated.

Let us consider the following example which we will use throughout the paper.
Suppose you know one of your colleagues whom you trust is selling her house
while you are looking for a house. Of course, you have some preferences con-
cerning the house you would like to buy. Let us suppose that those preferences
are expressed by the following rule: “if the house has a garden, is in the center
of the town, and if it is not close to an airport, I would like to buy it”. If your
colleague tells you that the house has a garden and is in the center of the town
but close to an airport, what will you do? If the fact that the house is not close
to an airport is the most important requirement for you, you will never buy your
colleague’s house. Instead, if you deem more important to have a house with a
garden, it would not be unthinkable that you buy a house with a garden even if
it is close to an airport.

In this paper, we attempt to take into account this kind of relevance relation
among beliefs in the goal generation process.

2 Preliminaries

In this section, we present the formalism which will be used throughout the
paper. Such formalism is inspired by the formalisms used in [11,5]. However,
unlike [11], but like [5], the objective of our formalism is to analyze, not to
develop, agent systems. Precisely, our agent must single out a largest set of goals
to be given as an input to a traditional planner component. That is because
the intentions of the agent are not considered. We merely consider beliefs (the
agent has about the world states), desires (or motivations) and relations (desire-
adoption rules) wich define how the desire base will change with the acquisition
of new beliefs and/or new desires. Unlike conventional approches [11,7,6,4,5]
in which all beliefs influencing the generation of a desire must be considered,
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here, we merely consider those which really influence the generation of the desire
according to a relevance relation among the beliefs.

2.1 Beliefs, Desires and Goals

The basic components of our language are beliefs and desires. Beliefs are rep-
resented by means of a belief base. A belief base consists of a consistent set of
propositional formulas which describe the information an agent has about the
world, as well as internal information. Desires are represented by means of a
desire base. A desire base consists of a set of propositional formulas which rep-
resent the situations an agent would like to achieve. However, unlike the belief
base, a desire base may be inconsistent, i.e., {φ,¬φ} may be a desire base. Goals,
on the other hand, are represented by consistent desire bases.

Definition 1 (Belief Base and Desire Base). Let L be a propositional lan-
guage with ! a tautology, and the logical connectives ∧ and ¬ with the usual
meaning. The agent belief base, denoted by σ, is a subset of L, i.e., σ ⊆ L.
Similarly, the agent’s desire base is denoted by γ, where γ ⊆ L.

We use the modal operator B to talk about the belief base and D to talk about
the desire bases of an agent. Since the belief and desire bases of an agent are
completely separated, there is no need to nest the operators B and D.

Definition 2 (Belief and Desire Formulas). Let φ be a formula of L. An
element, β, of the set of belief formulas LB and an element κ of the set of desire
formulas LD are defined as follows:

β ::= !|Bφ|¬Bφ|β1 ∧ β2,

κ ::= !|Dφ|¬Dφ|κ1 ∧ κ2.

2.2 Relevance Relation Among Beliefs w.r.t. a Desire

We extend the notion of useful and prejudicial beliefs, implicit in conventional
approaches, by defining them as beliefs which may favor or prevent the gener-
ation of a desire. This is a more realistic setting, because it allows us to make
trade-offs among beliefs in general, and between useful and prejudicial beliefs in
particular, as it happens in real life. Indeed, even if a secondary useful belief is
false or a secondary prejudicial belief is true we often generate a desire anyway.
It all depends on the relevance/importance useful and prejudicial beliefs have in
the process of goal generation. We will assume that these two kinds of beliefs
are mutually exclusive for a given desire and, depending on the desire, a belief
may be more or less relevant than another. Useful beliefs will be said in the rest
of the paper positive beliefs (Pβ), while prejudicial beliefs will be said negative
beliefs (Nβ).

Definition 3 (Positive and Negative Beliefs). Given a belief β ∈ LB, let

– Pβ denote the set of atoms Bφ such that the literal Bφ occurs in β, and
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– Nβ denote the set of atoms Bφ such that the literal ¬Bφ occurs in β.

Note that a belief may be negative for a desire but positive for another.
Let us reconsider the example introduced in Section 1. Suppose you know one

of your colleagues whom you trust is selling her house while you are looking for
a house. Of course, you have some preferences concerning the house you would
like to buy. Let us suppose that those preferences are expressed by the following
rule for generating your desire “to buy a house”, bh: “if the house has a garden,
is in the center of the town, and if it is not close to an airport, I would like
to buy it”. If your colleague tells you the house has a garden and it is in the
center of the town but close to an airport, your beliefs will be that the house
has a garden (Bhg), it is in the center of the town (Bhc) but close to an airport
(Bha). Bhg and Bhc are positive beliefs, i.e., Pβ = {Bhg,Bhc}, and Bha is a
negative belief, i.e., Nβ = {Bha}. What will you do? Following a conventional
approach, you would not desire to buy your collegue’s house because it is close
to an airport! However, in real life this kind of rule is less restrictive in the sense
that you could decide to buy the house despite the fact it is close to an airport.
Indeed, if your dream is to own a house with a garden and if possible in the
center of the town, the rule would be expressed as “if the house has a garden,
maybe it is also situated in the center of the town, and, if possible, it is not close
to an airport, I would like to buy it”. This rule corresponds to the previous rule,
plus a relevance order among the beliefs. In this more realistic case, the answer
to the above question depends on how relevant the beliefs you dispose of are for
adopting your desire to buy that house. We define the relevance relation among
beliefs as follows:

Definition 4 (Relevance Relation Among Beliefs). Let φ ∈ L be a desire,
β, β′ ∈ LB be two belief formulas. β is at least as relevant as β′ for generating
desire φ, noted β "φ β′, iff the information brought by β is at least as influential
for generating φ as the information brought by β′.

Remark 1. For all belief β(
= !) ∈ LB we have β #φ !. This means that having
information is strictly more relevant than not.

In the example, if knowing that the house has a garden were more relevant for
you than knowing that the house is in the center of the town, this could be
represented by stating Bhg "bh Bhc. Besides, if you could not stand loud noise,
this would be represented as Bha "bh Bhg.

In the rest of the paper we will assume that an agent disposes of a total order
"φ on beliefs for every desire φ. We can extend this relation from beliefs to sets
of beliefs.

Definition 5 (Most Relevant Formulas). Given a set B of belief formulas,
the subset of the most relevant formulas of B, noted MRF(B), is defined as
follows:

MRF(B) = {β ∈ B : ¬∃β′ ∈ B, β′ # β}.
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In the case of the example, MRF({Bhg,Bhc,Bha}) = {Bha}, if you cannot
stand loud noise, or MRF({Bhg,Bhc,Bha}) = {Bhg}, if your dream is to own
a house with a garden.

Definition 6 (Comparing Sets of Beliefs w.r.t. a Desire). Let B1 and
B2 be two sets of beliefs. Let "φ be the relevance relation over the beliefs w.r.t.
desire φ. B1 "φ B2 iff ∃β ∈ B1 : ∀β′ ∈ B2, β "φ β′.

Following [11] and [5], the antecedent of a desire-adoption rule consists of a belief
condition and a desire condition; the consequent is a propositional formula. In-
tuitively, this means that if the belief and the desire conditions in the antecedent
hold, the formula in the consequent is adopted as a desire. Unlike in the above-
mentioned approaches, in which a belief holds if and only if all of its antecedent
conditions are satisfied, here we consider that a belief β holds if and only if the
most relevant positive beliefs in Pβ hold and the most relevant negative belief
in Nβ that holds is not more relevant than the most relevant positive beliefs.

Coming back to the example, if your dream is to own a house with a garden,
despite the information provided by your collegue that the house is close to an
airport, your belief β = Bhg ∧Bhc ∧ ¬Bha holds.

Definition 7 (Desire-Adoption Rules). The language of desire-adoption
rules LR is defined as follows: LR = {β, κ⇒+

D φ | β ∈ LB , κ ∈ LD, φ ∈ L}.
The set of desire-adoption rules RD of an agent is a finite subset of LR.

The desire adoption rule for the house example may be represented as
Bhg ∧Bhc ∧ ¬Bha,! ⇒+

D bh with Pβ = {Bhg,Bhc} and Nβ = {Bha}.

Remark 2. Pβ = ∅ counts as ! and Nβ = ∅ counts as ⊥.

If the only information relevant for you is that you would not like that the house
were close to an airport, the rule may be written as ¬Bha,! ⇒+

D bh, with Pβ = ∅
and Nβ = {Bha}. Instead, if the only information relevant for you is that you
would like a house with a garden, the desire-adoption rule may be written as
Bhg,! ⇒+

D bh with Pβ = {Bhg} and Nβ = ∅.
Given a desire adoption rule R, we shall denote lhs(R) the antecedent of R,

and rhs(R) the consequent of R. Furthermore, if S is a set of rules, we define
rhs(S) = {rhs(R) : R ∈ S}.

3 Mental State Representation

We assume that an agent is equipped with three bases:

– Belief base σ ⊆ L;
– Desire base γ ⊆ L;
– Desire-adoption rule base RD.

The state of an agent is completely described by a triple S = 〈σ, γ,RD〉.
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The belief base, σ, represents the agent’s beliefs about the world,RD contains
the rules which generate desires from beliefs and other (more basic) desires, and
the desire base, γ, contains all desires which may be deduced from the agent’s
beliefs and the agents’s desire-adoption rule base. In addition, we assume that
an agent can be described using a relation of relevance among beliefs for every
desire φ ∈ L and a belief revision operator ∗, as discussed below.

The semantics we adopt for the belief and desire formulas are inspired by the
semantics of belief and “goal” formulas proposed in [11,5].

Semantics of Belief Formulas. Let φ ∈ L and S = 〈σ, γ,RD〉 be the mental
state of an agent. Let β1, β2 ∈ LB and B be a set of belief formulas. The
semantics of belief formulas and sets of beliefs formulas is given as

S |=LB !,

S |=LB Bφ⇔ σ |= φ,

S |=LB ¬Bφ ⇔ S 
|=LB Bφ,

S |=LB β1 ∧ β2 ⇔ S |=LB β1 and S |=LB β2,

S |=LB B ⇔ ∀β ∈ B, S |=LB β.

Semantics of Desire Formulas. Let φ ∈ L and S = 〈σ, γ,RD〉 be the mental
state of an agent. Let κ1, κ2 ∈ LD. The semantics of desire formulas is given as

S |=LD !,

S |=LD Dφ⇔ ∃γ′ ⊆ γ : (γ′ 
|= ⊥ andγ′ |= φ),
S |=LD ¬Dφ ⇔ S 
|=LD Dφ,

S |=LD κ1 ∧ κ2 ⇔ S |=LD κ1 and S |=LD κ2.

In [6,4] a rule R is said to be active in state S, noted by S |=a lhs(R), if and
only if both, belief and desire conditions hold, i.e.,

S |=a lhs(R)⇔ (S |=LB β) ∧ (S |=LD κ).

With this definition, all belief literals in β of the form Bφ or ¬Bφ are regarded
as having the same importance in the desire adoption process. The fact that an
agent might adopt a desire/goal even if one of the beliefs in β were not satisfyed
could not be taken into account.

In the example, your rule for adopting the desire to buy the house (bh) is
“if the house has a garden, it is also situated in the center of the town and it
is not situated near of the airport, I would buy it”. Your colleague, whom you
trust, tells you the house has a garden and it is situated in the center of the
town but near to the airport, your beliefs will be that the house has a garden
(Bhg), it is in the center of the town (Bhc) but near of the airport (Bha).
Your desire-adoption rule is represented as Bhg ∧Bhc ∧ ¬Bha,! ⇒+

D bh with
Pβ = {Bhg,Bhc} and Nβ = {Bha}. If the relevance order among your beliefs
is Bhg "bh Bhc "bh Bha, by using the |=a approach you could not obtain a
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sensible decision, i.e., a decision which would consist of adopting the desire to
buy your collegue’s house anyway. It is because your desire-adoption rule would
not be activated in a |=a based approach. To overcome such problem, we propose
the following definition instead:

Definition 8 (Active Desire Adoption Rule). Let R ∈ RD be a desire
adoption rule. R is active iff S |=LR lhs(R), i.e.,

S |=LR lhs(R)⇔ (S |=LB MRF(Pβ))∧
(¬∃β′ ∈ Nβ|(S |=LB β′) ∧ ({β′} #rhs(R) MRF(Pβ)))∧
(S |=LD κ).

(1)

Rule R is active iff (i) the most relevant positive beliefs hold in state S and
the most relevant negative beliefs in Nβ that hold in S are not more relevant
than the most relevant positive beliefs, and, (ii) the desire condition κ in the
antecedent holds.

In the example, consider the rule R : Bhg∧Bhc∧¬Bha,! ⇒+
D bh. If Bhg "bh

Bha, i.e., loud noise does not disturb you very much while it is very importatnt
for you to own a house with a garden, R is active. Instead, if Bha "bh Bhg, R
is not active.
Note that the rule !,! ⇒+

D φ with β = ! (Pβ = ∅, Nβ = ∅), is always active.
Intuitively, this means that no matter what beliefs or other desires you have,
you adopt desire φ.

Observation 1. (MRF(Pβ) #φ MRF(Nβ)) ∧ (S |=LB MRF(Pβ)) ⇒ S |=LR

lhs(R).

Observation 2. (MRF(Nβ) "φ MRF(Pβ)) ∧ (S |=LB MRF(Nβ)) ⇒ S 
|=LR

lhs(R).

We can prove that |=LR is an extension of |=a. Indeed,

Proposition 1. If a rule R is active with |=a, R is also active with |=LR , i.e.,

S |=a lhs(R)⇒ S |=LR lhs(R).

The inverse is not true.

Proof.

S |=a lhs(R)⇒ (S |=LB β) ∧ (S |=LD κ);
S |=LB β ⇒ (∀φ ∈ Pβ ,S |=LB φ) ∧ (∀φ′ ∈ Nβ ,S 
|=LB φ′),

⇒ (S |=LB MRF(Pβ)) ∧ (¬∃φ′ ∈ Nβ ,S |=LB φ′),
⇒ (S |=LB MRF(Pβ)) ∧ (¬∃φ′ ∈ Nβ , (S |=LB φ′)
∧({φ′} #rhs(R) MRF(Pβ));

Therefore, S |=a lhs(R)⇒ S |=LR lhs(R). %
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Semantics of Desire-Adoption Rules. Let φ ∈ L and let S be the mental
state of an agent.

φ ∈ γ ⇔ ∃R ∈ RD : rhs(R) = φ ∧ S |=LR lhs(R).

Such a desire is said to be a justified desire.

Observation 3. If γ′ is the set of desires justified with |=a and γ the set of
desires justified with |=LR , we have γ′ ⊆ γ.

Goals, unlike desires, are represented by consistent desire sets.

Definition 9 (Candidate Goals). A candidate goal set γ∗ is a subset of the
desire base which is consistent, i.e., it is a consistent set of justified desires.

In the example, if in addition you believe that you will soon move abroad (Bma),
you will likely adopt the desire to abstain from buying a house (¬bh). This
fact may be represented with the rule Bma,! ⇒+

D ¬bh. The initial desire-
adoption rule was Bhg ∧ Bhc ∧ ¬Bha,! ⇒+

D bh and your belief base is now
σ = {hg, hc, ha,ma}. In this case, your desire base is γ = {bh,¬bh} which is
inconsistent. You cannot pursue these two desires at the same time. The two
possible candidate goal sets are {bh} and {¬bh}.

Observation 4. From Observation 3 and Definition 9 we may conclude that
every candidate goal set for |=a is also a candidate goal set for |=LR .

More generally, if a set of goals is candidate to be pursued by an agent according
to |=a, it is also guaranted that all the elements of this set belong to a candidate
goal set according to |=LR .

Proposition 2. Let γ′ be the set of desires justified with |=a and γ be the set
of desires justified with |=LR . For all candidate goal sets γ′∗ ⊆ γ′ there exists a
candidate goal set γ∗ ⊆ γ such that γ′∗ ⊆ γ∗.

Proof. By Observation 4, γ′∗ is also a candidate goal set in γ; therefore, there
exists at least a candidate goal set γ∗ = γ′∗ ⊆ γ. In addition, there might be
some desire in γ \ γ′ which is consistent with γ′∗; such desire could be added to
γ′∗ to obtain a candidate goal set γ∗ ⊃ γ′∗. %

4 Changes in the Mental State of an Agent

The acquisition of a new belief in state S may cause a change in the belief base
σ and this may also cause a change in the desire set γ with the retraction of
existing desires and/or the assertion of new desires. A desire φ is retracted from
the desire set γ if and only if φ becomes not justified, i.e., all active desire-
adoption rules such that rhs(R) = φ become inactive. A desire φ is asserted into
a desire set γ if and only if the new information activates a desire adoption rule
R with rhs(R) = φ.
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4.1 Changes Caused by a New Belief

The next definition introduces a notation to refer to the set of rules that become
active, resp. inactive, after the acquisition of new information β in a given state
S = 〈σ, γ,RD〉. Let ∗ be the well known AGM operator for belief revision [1]
and S′ = 〈σ ∗ β, γ,RD〉 be the new resulting state.

Definition 10 (Rule activated/deactivated by a Belief). We define the
subsets ActSβ of RD composed by the rules which become activated because of β
as follows:

ActSβ = {R : (S 
|=LR lhs(R)) ∧ (S′ |=LR lhs(R))}. (2)

ActSβ contains rules which are directly or indirectly activated by β. In the same
way, we define the subset of RD, DeactSβ , containing the rules which become
directly or indirectly deactivated because of β.

Three considerations must be taken into account:

1. By definition of the revision operator ∗, S′ |=LB β, thus all desire-adoption
rules R ∈ ActSβ become active and all new desires φ = rhs(R) are asserted
into the desire base γ;

2. If, before the arrival of β, S |=LB ¬β, then all active desire-adoption rules
R, such that ¬β ∈ MRF(Pβ) become inactive and, if there is not an active
desire-adoption rule R′, such that rhs(R′) = rhs(R), then the desire φ =
rhs(R) is retracted from the desire set γ;

3. Every active rule R such that β ∈ Nβ and {β} #rhs(R) MRF(Pβ) becomes
inactive and, if there is not an active desire-adoption rule R′, such that
rhs(R′) = rhs(R), then the desire φ = rhs(R) is retracted from the desire set
γ.

Let us suppose that your initial belief base is σ = {hg, hc, ha}, with Bhg "bh

Bhc "bh Bha, and that another condition to desire to buy a house is that you
do not desire to save money (sm). Your initial desire-adoption rule may then be
written as R1 : Bhg ∧ Bhc ∧ ¬Bha,¬Dsm ⇒+

D bh. Because your initial desire
base is γ = ∅ (and then is such that S 
|=LD sm), it now becomes γ = {bh}. If
same new information lets you think that you will lose your job (lj), you will
likely adopt the desire to save money (sm). This fact may be represented with
rule R2 : Blj,! ⇒+

D sm. Your believe base becomes σ = {hg, hc, ha, lj} and
your desire base becomes γ = {sm}. Indeed, the acquisition of belief lj implies
the activation of rule R2 which in turn implies the deactivation of rule R1. Thus,
if you belief that you will lose your job you do not adopt the desire to buy a
house because you have to save money.

We can summarize the above considerations into one desire-updating formula
which tells how the desire set γ of a rational agent in state S should change
in response to the acquisition of a new belief β. Let AS

β be the set of desires
acquired because of the new belief β:

AS
β = rhs(ActSβ ). (3)
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Let LS
β be the set of desires lost because of the acquisition of the new belief β:

LS
β = {φ : φ ∈ rhs(DeactSβ )∧

¬∃R (S |=LR lhs(R) ∧ rhs(R) = φ)}. (4)

Let ⊕ be our operator for desire updating, and γ the base of agent’s desires.
According to the above considerations, we have:

γ ⊕ β = (γ ∪AS
β ) \ LS

β . (5)

It is easy to verify that AS
β ∩ LS

β = ∅, for all state S.
In the approach [5] based on |=a, in which relevances among beliefs are not

considered, two considerations were made concerning the activation and the
deactivation of a rule:

1. A rule R becomes active in state S if and only if all the components in its
left hand side, lhs(R), are satisfied in S;

2. If, before the arrival of β, ¬β is satisfyied in state S, then all active desire-
adoption rules R, such that ¬β ∈ lhs(R), become inactive and, if there is
not an active desire-adoption rule R′, such that rhs(R′) = rhs(R), then the
desire φ = rhs(R) is retracted from the desire set γ.

We can note that these considerations are more restrictive than the consider-
ations made in the approach presented here. Indeed,

Observation 5. If A′S
β and AS

β are sets of rules activacted by new belief β

according to |=a and |=LR respectively, we have A′S
β ⊆ AS

β .

Observation 6. If L′S
β and LS

β are sets of rules deactivacted by new belief β

according to |=a and |=LR respectively, we have LS
β ⊆ L′S

β .

Proposition 3. The set corresponding to desires acquired because of β according
to |=a are also acquired according to |=LR , i.e., γ′ ⊕ β ⊆ γ ⊕ β.

Proof. From Observations 3,5,6 we have:

φ ∈ γ′ ⊕ β ⇒ φ ∈ γ′ ∪A′S
β and φ 
∈ L′S

β

⇒ φ ∈ γ ∪AS
β and φ 
∈ LS

β

⇒ φ ∈ γ ⊕ β. %

4.2 Changes Caused by a New Desire

In [5] we have considered that a new desire φ might only be represented by a
desire adoption rule R with an empty left hand side and such that rhs(R) = φ.
Such a desire may be considered as an unconditional desire. Here, we relax this
hypothesis by allowing a new desire to be represented with a desire-adoption
rule with a non-empty left-hand side, i.e., as a conditional desire.

Let φ ∈ L be a new desire arising in state S = 〈σ, γ,RD〉. Let S′ = 〈σ, γ ⊕
φ,RD〉 be the resulting mental state.
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Definition 11 (Rule Activated by a New Desire). We define the subsets
ActSφ of RD composed by the rules which become activated because of φ as follows:

ActSφ = {R : (S 
|=LR lhs(R)) ∧ (S′ |=LR lhs(R))}. (6)

ActSφ contains rules which are directly or indirectly activated because of φ. Be-
cause the desire base may be inconsistent, the new acquired desire φ and the
desires in the consequent of the rules activated because of φ are automatically
asserted into γ.

In the same way, we may define the subset of RD, DeactSφ containing the rules
which become directly or indirectly deactivated because of φ.

Let S be the state of the agent, and AS
φ = {rhs(R) : R ∈ ActSφ} be the set

of desires acquired with the arising of φ in state S. Let ⊗ be the operator for
updating the desire-adoption rule base.

How does S change with the arising of the new desire φ?

1. The desire-adoption rule R : β, κ⇒+
D φ is added to RD,

2. If S |=LR lhs(R) then:
– φ is added to γ,
– All desire-adoption rules R′ in ActSφ become activated, and all desires

appearing in the right hand side of these rules are also added to γ.

Therefore,

RD ⊗ φ = RD ∪ {β, κ⇒+
D φ} (7)

and, if S |=LR lhs(R),

γ ⊕ φ = γ ∪ {φ} ∪AS
φ ; (8)

otherwise,

γ ⊕ φ = γ. (9)

which means that a conditional desire is adopted if and only if the desire-adoption
rule representing it is active.

5 Conclusion

A new approach to goal generation has been proposed. This approach takes
into consideration desire changes, belief changes and the relevance order among
the beliefs which influence the goal generation process for a goal. This order
represents the fact that a belief which influences the generation of a desire/goal
may be more or less relevant than another belief and then its occurrence may
be more or less decisive for generating the goal.

An important result of this approach is that it is possible to generate goals
using less information than in conventional approaches. In particular, concerning
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beliefs it is enough to dispose of information about the more relevant positive
(useful) and negative (prejudicial) beliefs which really influence the goal gener-
ation process. Another important result is that the set of desires/goals obtained
using this approach is a superset of the set of goals obtained by using the ap-
proaches which do not take into consideration the relevance order among beliefs.
More precisely, this approach allows us to decrease the risk of not generating
some “valid” desires/goals.
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Abstract. The paper addresses the problem of agents compatibility and
their conformance to protocols. We assume that the specification of pro-
tocols is given in an action theory by means of temporal constraints and,
in particular, communicative actions are defined in terms of their effects
and preconditions on the social state of the protocol. We show that the
problem of verifying the conformance of an agent with a protocol can
be solved by making use of an automata based approach, and that the
conformance of a set of agents with a protocol guarantees that their in-
teraction cannot produce deadlock situations and it only gives rise to
runs of the protocol.

1 Introduction

One of the central problems in the area of multi-agent systems, as well as in
the area of web services, concerns the interoperability of software agents in an
open environment. Agents are usually loosely coupled, as they are written by
different organizations, and their interoperability with other agents cannot be
guaranteed a-priori. This has raised the problem of introducing conditions which
enforce that a set of agents can interact properly, thus leading to the introduction
of different notions of compatibility among agents [5] as well as to the definition
of notions of conformance of an agent with a protocol [13,3,6]. The fact that an
agent conforms with a protocol must guarantee that all the interactions of the
agent with other conformant agents are correct: they produce executions of the
protocol and do not lead to deadlock situations.

In our proposal, the interaction protocol which rules the communications
among agents is specified in an action theory based on a temporal logic, namely
dynamic linear time temporal logic (DLTL) [11]. In this framework, as described
in the next section, protocols are given a declarative specification consisting of:
(i) specification of communicative actions by means of their effects and precon-
ditions on the social state which, in particular, includes commitments; (ii) a set
of temporal constraints, which specify the wanted interactions (under this re-
spect, our approach to protocol specification is similar to the one proposed in
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DecSerFlow [1]). Protocols with nonterminating computations, modeling reac-
tive services [7], can also be captured in this framework. Communication among
agents is assumed to be synchronous and, in this concern, we diverge from [7]
and [13], where asynchronous message passing is considered.

In [9,10], we have shown that several verification problems can be modelled as
satisfiability and validity problems in the logic, by making use of an automata
based approach and, in particular, by working on the Büchi automaton which
can be extracted from the logical specification of the protocol. In this paper
we focus on the problem of agent interoperability and we define a notion of
conformance of an agent with a protocol which guarantees interoperability. In
the verification of conformance, we make use of the protocol automaton.

In Section 3, we introduce a notion of conformance of an agent with a protocol
by comparing the runs of the agent and the runs of protocol. Then, in Section
4, we define an algorithm which verifies the conformance of an agent with a
protocol, assuming that both the agent and the protocol are represented as Büchi
automata. The protocol automaton obtained from the temporal specification is
a general (non deterministic) Büchi automaton, while agents are assumed to be
modelled by deterministic Büchi automata. The non deterministic behaviors of
agents can however be modelled through the “non deterministic choice” among
different actions.

In the general case, the verification algorithm works in exponential time in the
size of the automata. However, when the protocol automaton is deterministic,
conformance can be checked in polynomial time.

For lack of space, in the paper we only address in detail the case of protocols
with two participants. We shortly discuss the general problem in the conclusions.

2 Protocol Specification

The specification of interaction protocols [9,10] is based on Dynamic Linear Time
Temporal Logic (DLTL) [11], a linear time temporal logic which extends LTL by
allowing the until operator to be indexed by programs in Propositional Dynamic
Logic (PDL) as follows: αUπβ, where π is a program (a regular expression), built
from a set Σ of atomic actions.

As for LTL, DLTL models are infinite linear sequences of worlds (propositional
interpretations), each one reachable from the initial one by a finite sequence τ of
actions in Σ. A valuation function V , defines the interpretation of propositions
at each world τ .

A formula αUπβ is true at a world τ if “α until β” is true on a finite stretch
of behavior which is in the linear time behavior of the program π. The derived
modalities 〈π〉 and [π] can be defined as follows: 〈π〉α ≡ !Uπα and [π]α ≡
¬〈π〉¬α. When π is Σ∗, we replace 〈π〉 with � and [π] with �. As shown in
[11], DLTL(Σ) is strictly more expressive than LTL(Σ). The satisfiability and
validity problems for DLTL are PSPACE complete problems [11].

We illustrate how a protocol can be specified in this framework trough the
specification of a Purchase protocol. We have two roles: the merchant (mr) and



Verifying Agent Conformance with Protocols 147

the customer (ct). The customer sends a request to the merchant, the merchant
replies with an offer or by saying that the requested good is not available, and, if
the customer receives the offer, it may accept or refuse it. If the customer accepts
the offer, then the merchant delivers the goods. After receiving the goods, the
customer sends the payment.

The two agents share all the communicative actions, which are: sendOffer,
sendNotAvail, sendGoods whose sender is the merchant; sendRequest, sendAc-
cept, sendRefuse, sendPayment, whose sender is the customer. Communication
is synchronous: the agents communicate by synchronizing on the execution of
communicative actions.

The Purchase protocol Pu is specified by a domain description DPu, which
is a pair (Π, C), where Π is a set of formulas describing the action theory, and
C is a set of constraints.

We adopt a social approach where an interaction protocol is specified by de-
scribing the effects of communicative actions on the social state. The social state
contains the domain specific fluents describing observable facts concerning the
execution of the protocol. Examples of fluents are: requested (the customer has
requested a quote), accepted (the customer has accepted the quote), goods (the
merchant has sent the goods). Also special fluents are introduced to model com-
mitments among the agents [15]: C(i, j, α), means that agent i is committed to
agent j to bring about α. Furthermore, a conditional commitments CC(i, j, β, α)
means that agent i is committed to agent j to bring about α, if the condition β
is brought about.

The action theory Π consists of action laws, causal laws, precondition laws,
and an initial state.

Action laws. AL in Π have the form: �(α → [a]l), with a ∈ Σ, l a fluent literal1

and α a conjunction of literals, meaning that executing action a in a state where
precondition α holds causes the effect l to hold.

Although the framework has been extended in [12] to model incomplete infor-
mation by including epistemic operators, for simplicity here we do not consider
the epistemic extension of the formalism. Also, actions are assumed to be deter-
ministic, i.e. executing an action in a state gives a unique successor state.

Some of the effects of communicative actions in protocol Pu are the following:

�([sendOffer]CC(mr, ct, accepted, goods))
when the merchant sends the quote for the good, then he commits to send the
goods if the customer accepts the request,

�(requested→ [sendOffer]¬requested)
when the merchant sends the quote for the good, if there is a request, the request
is cancelled.

Causal laws. CL in Π have the form: �((α∧©β) →©l) (where l a fluent literal
and α, β conjunctions of literals), meaning that if α holds in a state and β holds
in the next state, then l also holds in the next state. Such laws are intended to
expresses “causal” dependencies among fluents. For instance, the causal law:
1 A fluent literal l stands for a fluent name f or its negation ¬f .
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�(©α→©¬C(i, j, α))

says that a commitment to bring about α is cancelled when α holds. Other causal
laws are needed for dealing with conditional commitments.

Precondition laws. PL have the form: �(α → [a]⊥), meaning that the execution
of an action a is not possible if α holds (i.e. there is no resulting state following
the execution of a if α holds). The precondition laws for the actions of the
customer are the following ones:

�(¬offer → [sendAccept]⊥)
�(¬offer → [sendRefuse]⊥)
�(¬goods → [sendPayment]⊥).

meaning that: the customer may send an accept or refuse only if an offer has been
done. The customer may send a payment for the goods only if he has received
the goods (all other actions are always executable for the customer).

The initial state IS of the protocol defines the initial value of all the fluents.
Here, differently from [12], we assume that the initial state is complete.

Action laws and causal laws describe the changes to the state. All other fluents
which are not changed by the actions are assumed to persist unaltered to the
next state. To cope with the frame problem [14] we use a completion construction
Comp, which is applied to the action laws and to the causal laws [10]. Thus Π
is defined as:

Π = Comp(AL ∧ CL) ∧ PL ∧ IS
The second component C of the domain description DPu defines constraints

as arbitrary temporal formulas of DLTL. For instance, to model the fact that,
for each request, the customer answers only once sending an Offer or NotAvail,
we introduce the following constraint:

¬� < sendOffer + sendNotAvail > � < sendOffer + sendNotAvail > !

where + is the nondeterministic choice among actions. It is not possible that the
merchant sends an offer or informs that good is not available, and then, later
on, he sends again one of these two messages.

We are interested in those execution of the purchase protocol in which all
commitments have been fulfilled. Hence, we add, for each commitment C(i, j, α)
the constraint:

�(C(i, j, α) → �α).

Given the domain description DPu = (Π, C) of Purchase protocol, the runs
of the protocol are the linear models of Π ∧ C.

Note that protocol “runs” are always infinite, as logic DLTL is characterized
by infinite models. When we want to model terminating protocols, as the one
above, we assume the domain description of the protocol to be suitably extended
with an action noop which does nothing and which can be executed forever after
termination of the protocol.
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Once the specification of a protocol has been given, several kinds of verification
can be performed on it, including the verification of properties of the protocol
per-se, as well as the verification that a set of agents are compliant with a given
interaction protocol at runtime. We refer to [9,10] for a description of these
verification problems which can be modelled as satifiability or validity problems
in the temporal logic.

3 Conformance

Given a protocol P with two roles i and j, and an agent Si (playing the role of
i), we want to define a notion of conformance of Si with the protocol P which
guarantees that the interactions of Si with any other conformant agent Sj gives
rise to legal runs of the protocol and it does not produce deadlock situations.

Consider for instance a customer agent Sct whose behavior differs from that
of the role “customer” of protocol Pu as follows: whenever it receives an offer
from the merchant, it always accepts it; after accepting the offer it expects to
receive from the merchant either the goods or a warning that the delivery has
been cancelled.

Although the behavior of the customer agent and that of the corresponding
role of the protocol are different, we can consider however the agent to be com-
pliant with the protocol, according to the following observations. The customer,
is not forced to send all the messages that could be sent according to the pro-
tocol. For instance, it can always accepts an offer, and never send the message
sendRefuse. On the other hand, an agent can receive more messages than those
it should actually receive according to the protocol (an agent can serve more
requests than expected from the protocol). The customer Sct can also receive
the message that the delivery has been cancelled, even if no merchant confor-
mant with the protocol will ever send it (for further comments on this notion of
conformance see [5,3]). Informally, a protocol Si conforms with a protocol P if
the following conditions hold:

(i) The messages sent from Si are correct: that is, if Si sends a message
m at some stage, then, the role i of the protocol can send message m at
that stage.
(ii) Si must receive all the messages which it could receive according to
the protocol. This is a completeness requirement for Si.
(iii) If, in a state of the protocol, role i is expected to send a message, in
the corresponding state of agent Si, it must send at least a message. This
condition is required to avoid deadlock situations when the two agents
Si and Sj interact: they cannot be both waiting to receive a message.

The third condition is needed because our notion of conformance includes also
interoperability of interacting agents.

Notice again that we are considering in two different ways the nondeterministic
choices concerning emissions (the customer can accept or refuse an offer) and
those concerning receptions (the customer receives the messages sendOffer or
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sendNotAvail). As usual in agent applications, we assume that, in the first case,
the choice is internal to the agent (internal non determinism), while, in the
second case, the choice is of the partner agents, here, the merchant (external non
determinism). We refer to [13] for a distinction between internal and external
non-determinism.

In the following, we define a notion of conformance of an agent with respect
to a protocol by comparing the runs of the agents and the runs of the protocol.
In particular, in this definition, we will not consider the value of fluents at
the different worlds in the runs, but only the sequences of actions that can be
executed according to the protocol and to the agent.

Let us consider a protocol P involving two roles, i and j.

Definition 1. An agent Si is conformant with a protocol P if, whenever there
are two runs, σS of Si and σP of P , with a common prefix π, the following
conditions are satisfied:

(1) if the action sendi,j is executed after the prefix π in σS, then there exist a
run σ common to P and Si with prefix πsendi,j ;

(2) if the action sendj,i is executed after the prefix π in σP , then there is a run
σ common to P and Si with prefix πsendj,i;

(3) if the action sendi,j is executed after the prefix π in σP , then there is a run
σ common to P and Si with prefix πsend′i,j, with send′i,j possibly different
from sendi,j.

Item (1) says that the messages sent by agent Si are correct. It corresponds to
condition (i). Item (2) says that Si receives all the messages he can get according
to its role, and corresponds to condition (ii). Finally, item (3) corresponds to
condition (iii).

We can prove that if two agents Si and Sj are conformant with respect to a
protocol P , then the interaction of Si and Sj cannot produce deadlock situations
and it only gives rise to runs of the protocol P .

Theorem 1. Let P be a protocol with a nonempty set of runs. Let Si and Sj be
two agents that are conformant with P . If there are two runs σi of Si and σj of
Sj that have a common prefix π, then there are two runs σ′

i of Si and σ′
j of Sj,

that have a common prefix πa, for some action a. Moreover, πa is a prefix of a
run of P .

Proof. Let π be the prefix common to σi and σj . First, we show that there is a
run of P with prefix π. We prove it by induction on the length l of the prefix π.
For l = 1, let π = a. Let us assume that action a is sendi,j . As there is a run
of P with a common prefix ε with σi, by the conformance of Si with P , case
(1), there is a run σ common to P and Si with prefix sendi,j . In case action a is
sendj,i, we proceed similarly, using conformance of Sj with P . For the inductive
case l + 1, let π = π′a. By inductive hypothesis we know that there is as run of
P starting with π′. From the hypothesis, the runs σi of Si and σj of Sj have a
common prefix π, and hence π′. Let us assume that a = sendi,j . Then, by the
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conformance of Si with P , case (1), there is a run σ common to P and Si with
prefix π′sendi,j of length l + 1. Hence, there is a run of P with prefix π. For
a = sendj,i, we proceed similarly.

We can now prove the thesis. Let us now consider, for a given π, the different
actions that can be executed in σi and σj after π.

Case 1. Assume that in σi action sendi,j is executed after π. As there is a run
of P starting with π, by the conformance of Si with P , case (1), there is a run
σ′

i common to P and Si with prefix πsendi,j . By the conformance of Sj to P ,
case (2), there is a run σ′

j common to P and Sj with prefix πsendi,j . And the
thesis follows.

Case 2. If in σj action sendj,i is executed after π, the proof is as in case 1.
Case 3. Assume that in σi action sendj,i is executed after π and in σi action

sendi,j is executed after π (both Si and Sj execute a receive after π). As there is
a run σP of P with prefix π, let sendi,j be the action executed on σP after π (in
case the action is sendj,i, we proceeds similarly). Then, by the conformance of
Si, case (3), there is a run σ′

i common to P and Si with prefix πsend′i,j . By the
conformance of Sj , case (2), there is a run σ′

j common to P and Sj with prefix
πsend′i,j . And the thesis follows.

Corollary 1. Let S and J be two agents that are conformant with P . The in-
teraction of S and P does not produce deadlock situations and it only produces
executions of the protocol P .

The proof is omitted for lack of space.

4 Verifying the Conformance of an Agent with a Protocol

4.1 Reasoning About Protocols Using Automata

Verification and satisfiability problems can be solved by extending the standard
approach for verification of Linear Time Temporal Logic, based on the use of
Büchi automata. We recall that a Büchi automaton has the same structure as
a traditional finite state automaton, with the difference that it accepts infinite
words. More precisely a Büchi automaton over an alphabet Σ is a tuple B =
(Q,→, Qin, F ) where:

• Q is a finite nonempty set of states;
• →⊆ Q×Σ ×Q is a transition relation;
• Qin ⊆ Q is the set of initial states;
• F ⊆ Q is a set of accepting states.

Let σ ∈ Σω. Then a run of B over σ is a map ρ : prf (σ) → Q such that:

• ρ(ε) ∈ Qin

• ρ(τ) a→ ρ(τa) for each τa ∈ prf (σ)

The run ρ is accepting iff inf(ρ)∩F 
= ∅, where inf(ρ) ⊆ Q is given by q ∈ inf (ρ)
iff ρ(τ) = q for infinitely many τ ∈ prf (σ).
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As described in [11], the satisfiability problem for DLTL can be solved in
deterministic exponential time, as for LTL, by constructing for each formula α ∈
DLTL(Σ) a Büchi automaton Bα such that the language of ω-words accepted
by Bα is non-empty if and only if α is satisfiable.

The construction given in [11] is highly inefficient since it requires to build an
automaton with an exponential number of states, most of which will not be reach-
able from the initial state. A more efficient approach for constructing on-the-fly a
Büchi automaton from a DLTL formula has been proposed in [8], by generalizing
the tableau-based algorithm for LTL. Given a formula ϕ, the algorithm builds a
labelled Büchi automaton, i.e. a Büchi automaton extended with a labeling func-
tion L : S → 2F , which associates a set of fluents with each state. Given an
accepting run of the automaton, a model of the given formula ϕ can be obtained
by completing the label of each state of the run in a consistent way.

For a given a domain description Π ∧ C specifying a protocol, the above
algorithm can be used to construct the corresponding labelled Büchi automaton,
such that all runs accepted by the automaton represent runs of the protocol.

Here, we adopt a technique similar to the one adopted for model checking,
i.e. by building separately the two Büchi automata corresponding to Π and C
and by making their synchronous product. The Büchi automaton for C can be
constructed with the general algorithm mentioned above. In the following we
will call this non-deterministic automaton MC .

Instead, the Büchi automaton corresponding to Π can be easily obtained
by means of a more efficient technique, exploiting the fact that in our action
theory we assume to have complete states and deterministic actions. We can
obtain from the domain description a function next statea(S), for each action
a, for transforming a state to the next one, and then build the automaton by
repeatedly applying these functions to all states where the preconditions of the
action hold, starting from the initial state. In the following we will call this
deterministic automaton MP

det.
The runs of the deterministic automaton MP

det are all possible executions of
the protocol according to the action theory, while the runs of MC describe all
possible executions satisfying the constraints in C.

The Büchi automaton MP describing all runs of the protocol can thus be
obtained as follows:

1. Build a labelled Büchi automatonMP
det obtained from the action and causal

laws, precondition laws and the initial state, as described above. This au-
tomaton is deterministic, all states can be considered as accepting states,
and the labels are complete.

2. Build a labelled Büchi automatonMC obtained from the set of DLTL formu-
las expressing constraints [8]. This automaton will, in general, be nondeter-
ministic. It is well-known that not every Büchi automaton has an equivalent
deterministic Büchi automaton.

3. Build the product of the two automata MP = MP
det ⊗MC . MP will be

a labelled nondeterministic Büchi automaton. Since all states of MP
det are

accepting, MP is a standard Büchi automaton (not a generalized one).
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4.2 An Automata-Based Verification Algorithm

In this section we define an algorithm to verify the conformance of an agent S
with a protocol P . The specification of the protocol is given by the non deter-
ministic automaton MP , defined in the previous section. In the following, we
disregard state labels of MP , and consider it as a standard non-deterministic
Büchi automaton. The behavior of the agent S is given by a deterministic Büchi
automaton MS , whose accepted runs provide all the possible executions of the
agent. Observe that, althoughMS is deterministic, the non deterministic behav-
iors of the agent can be modelled through the “nondeterministic choice” among
different actions.

We assume that the automataMP andMS have been pruned by eliminating
all the states which do not occur on any accepted run. This can be achieved by
starting from the accepting states, and by propagating backwards the informa-
tion on the states for which a path to an accepting state exists.

In order to verify the conformance of agent an S with a protocol P , we define
the synchronous product betweenMP andMS ,M = MP⊗MS, whose runs are
all the runs of S which are also runs of P . M is a non-deterministic generalized
Büchi automaton.

The states of M are triples < qD, qC , qS >, where qD ∈ MP
det, qC ∈ MC and

qS ∈ MS . We assume that all the states of M which are on an accepting run
are marked as alive.

In order to verify the conformance we must be able to consider all states of
M which are reachable with the same prefix. Unfortunately we know that it is
not possible to transform M into an equivalent deterministic Büchi automaton.
Therefore, we proceed as follows.

Let M′ = (Q,Δ,Q0) be a non-deterministic finite state automaton obtained
by deleting the accepting states from M. We can now apply to M′ the clas-
sical powerset construction for obtaining a deterministic automaton MPS =
(QPS , ΔPS , q0

PS), where

– QPS = 2Q

– (qPS , a, q′PS) ∈ ΔPS iff q′PS = {q′ ∈ Q : ∃q ∈ qPS and (q, a, q′) ∈ Δ}
– q0

PS = Q0

– FPS = QPS .

Let QR
PS ⊂ QPS be the subset of states of MPS reachable from the initial

state q0
PS . Let qR

PS = {q1, . . . , qn} be a state of QR
PS , and let σ be a prefix with

which this state can be reached from the initial state. By construction of MPS ,
the states in qR

PS are all the states which are reachable in M from an initial
state through the prefix σ. As pointed out before, every state qi ∈ qR

PS has the
form < qi

D, qi
C , qi

S >. Since the first and third component of qi are states of a
deterministic automaton, all qi

D of all states in qi will be equal, and the same
for qi

S .
For verifying the conformance of an agent S with a protocol P (P involving

two roles i and j and S playing role i), we will refer to the automaton M, but
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we will also make use of the states of the automaton MPS to reason on the set
of states of M reachable with the same prefix. We give the following algorithm.

Algorithm (for verifying the conformance of S with P )
For each state qR

PS = {< qD, q1
C , qS >, . . . , < qD, qn

C , qS >} of QR
PS , verify the

following conditions:

– If in MS there is an outgoing action sendi,j from qS , then there must be a
state (qD, qk

C , qS) of M with an outgoing edge labelled with action sendi,j ,
leading to an alive state.

– For all the states (qD, qk
C) of MP , if there is an outgoing action sendj,i from

(qD, qk
C), then there must be a state < qD, ql

C , qS > of qR
PS , so that in M

there is an outgoing edge from < qD, ql
C , qS > labelled with action sendj,i,

leading to an alive state.
– For all the states (qD, qk

C) of MP , if there is an outgoing action sendi,j from
(qD, qk

C), then there must be a state < qD, ql
C , qS > of qR

PS , so that in M
there is an outgoing edge from < qD, ql

C , qS > labelled with action send′i,j ,
leading to an alive state.

We want to evaluate the complexity of the algorithm with respect to the size n
of the protocol automaton. We assume that the size of the agent automatonMS

is O(n). Although the size of the product automaton is polynomial in n (namely,
O(n2)), the size of the automaton MPS is exponential in the size of M. Hence,
the algorithm requires exponential time in n. It has to be observed, however,
that, when the protocol automaton is deterministic, the automaton MPS is
useless (each state, qR

PS of QR
PS contains a single triple) and the complexity of

the algorithm becomes polynomial in n.

5 Conclusions and Related Work

In this paper we have addressed the problem of conformance between an agent and
a protocol, assuming that the specification of the protocol is given in a temporal
action logic. We have addressed the case when the protocol involves two agents and
we have defined an algorithm which verifies the conformance of an agent with a
protocol, by making use of automata-based techniques. The notion of conformance
we have defined guarantees the interoperability among the agents.

In [3] a similar approach is used for conformance verification, by taking into
account the asymmetry between messages that are sent and messages that are
received. Agents and protocols are represented as deterministic finite automata,
and protocols are limited to protocols with only two roles. The results of that
paper have been extended in [4], where conformance of web services is considered.
First of all, protocols can contain an arbitrary number of roles. Furthermore, by
referring to nondeterministic automata, the proposed approach also accounts for
the case of agents and roles producing the same interactions but having different
branching structures. This case cannot be handled in the framework in [3] as
well as in our framework, due to the fact that they are exclusively based on a
trace semantics.
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A similar approach is also used in [2], where an abductive framework is used
to verify the conformance of agents to a choreography with any number of roles.

The notions of conformance, coverage and interoperability are defined in a
different way in [6]. A distinctive feature of that formalization is that the three
notions are orthogonal to each other. Conformance and coverage are based on
the semantics of runs (a run being a sequence of states), whereas interoperability
among agents is based upon the idea of blocking.

In [5], several notions of compatibility among agents have been analyzed, in
which agents are modelled by Labelled Transition Systems, communication is
synchronous, and models are deterministic (no two actions labelled by the same
name can be applied in a given state). While compatibility is concerned with the
interoperablility of agents, in [5] a notion of substitutability is introduced, which
is related to the notion of conformance. The problem of substitutability is that
of determining if an agent A′ can substitute an agent A, while preserving the
compatibility with all the agents B with whom A is compatible. [5] introduces
two distinct notions of substitutability: the first one requires that A′ at each
state can have less emissions and more receptions than A, and this, in essence,
corresponds to requirements (1) and (2) in our definition of conformance. This
notion of substitutability does not preserves deadlock-freeness. The second no-
tion of substitutability is more restrictive and requires that A′ and A have the
same emissions and receptions in the corresponding states. As a difference with
our proposal, in [5] agent executions are always terminating.

In [13] a notion of conformance is defined to check if an implementation model
I extracted from a message-passing program conforms with a signature S. Both
I and S are CCS processes, communication is asynchronous, and the paper, in
particular, focuses on stuck-freeness of communication.

The approach presented in the paper can be generalized to an arbitrary num-
ber n of agents, although the generalization is not straightforward. More pre-
cisely, in the general case, we would like to show that, given a protocol P with
k roles and a set of agents S1, . . . , Sk, if the behavior of each agent Si is confor-
mant with the protocol P , then the interaction of the agents does not lead to
deadlock situations and it gives rise only to executions of the protocol P .

The main difficulty in generalizing the proposed approach to an arbitrary
number of agents comes from the fact that, given a protocol P involving k agents,
it is not guaranteed that the constraints in P (which declaratively define which
are the wanted executions) can be enforced directly on the agents S1, . . . , Sk.
Consider, for instance, a protocol involving four agents A,B,C,D containing
the constraint:

[m1(A,B)] < m2(C,D) > T

meaning that message m2, sent from C to D has to be executed after m1, sent
from A to B. Assume that A and B do not exchange messages with C and D. It
is clear that this constraint cannot be enforced by agents A or B alone, as they
do not see message m2, nor by agents C or D alone, as they do not see message
m1, while both the messages are involved in the constraint. Intuitively, only con-
straints which are defined on the language (fluents and actions) of single agents
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should be allowed, as they can be enforced by single agents. A full discussion of
the general problem and its solutions will be subject of further work.
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Abstract. We present two algorithms for supporting semi-automatic ontology 
building, integrated in WPro, a new architecture for ontology learning from 
Web documents. The first algorithm automatically extracts ontological entities 
from tables, by using specific heuristics and WordNet-based analysis. The 
second algorithm harvests semantic relations from unstructured texts using 
Natural Language Processing techniques. The integration in WPro  allows a 
friendly interaction with the user for validating and modifying the extracted 
knowledge, and for uploading it into an existing ontology. Both algorithms 
show promising performance in the extraction process, and offer a practical 
means to speed-up the overall ontology building process. 

1   Introduction 

Ontology learning from text [3] is today receiving growing attention, as a means to 
(semi-)automatically build ontologies from document collections. From the one side, 
the development of accurate and scalable Natural Language Processing (NLP) 
techniques  for automatically harvesting different types of information, such as 
relations [12] and facts [5],  has urged the creation of algorithms and applications for 
structuring and organizing this knowledge into formal ontological repositories. From 
the other side, the Semantic Web and the Knowledge Representation communities 
have reached a stage in which the formalisms (such as OWL) and the reasoning 
engines are ready to host and process the large amount of knowledge harvested by the 
NLP algorithms. As a further point, the impressive amount of unstructured (textual) 
and structured (tables and templates) information that we have at our disposal via the 
Web and other e-collections, indicate that the time is mature for integrating NLP 
techniques into Semantic Web oriented applications aimed at ontologically structuring 
the Web and other textual content. As a matter of fact, in recent years  many tools 
have been created for semi-automatically supporting human experts in the task of 
ontology building from documents (e.g. KIM [10], Text-to-Onto [11], etc.). 

In this paper we present two algorithms for supporting the ontology building 
process from Web pages in a semi-automatic fashion. Specifically, we present an 
algorithm for automatically inducing from structured data (i.e. HTML tables) in an 
existing ontology, new ontological entities (classes, instances, properties); and an 
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algorithm for automatically extracting semantic relations between ontological 
instances from unstructured texts. Both algorithms are implemented as two 
independent modules into WPro, a new prototypical architecture for ontology 
building and engineering. By relying on their integration into the WPro graphical 
interface, the two algorithms offer a direct interaction with the user, for activating, 
managing and validating the extracted knowledge, and integrating it into an existing 
ontology. 

The goal of WPro is to offer a means to support a user or an ontology engineer 
during the process of ontology building from the Web. It provides a friendly graphical 
interface divided in two main areas. A first area is the actual Firefox browser, which 
embodies the second area. This latter includes the ontology which the user is building, 
together with various tools for ontology engineering, i.e. to manually create and delete 
entities and to add new entities from the text of Web pages  by simple drag-and-drop 
operations. The ontology is maintained and modified by relying on a background 
Protègè-based engine [7], which guarantees efficiency and robustness in the ontology 
engineering operations, and the possibility of producing a final ontology in different 
formalisms, such as OWL. The WPro architecture is implemented using various 
languages. It is based on XUL for the general integration in Mozilla Firefox, and 
interfaces to Protégé through the specific Protégé API. WPro  also provides a set of 
APIs, which can be used to easily extend the architecture with further tools and 
modules to better automate and support the ontology building process. The two 
modules presented in the paper are directly integrated into WPro by using these APIs.  
In the rest of the paper we present our two novel algorithms: in Section 0 we 
introduce TOE, the WPro module  implementing the algorithm for inducing 
ontological entities from HTML tables; in Section 0, we describe the WPro module 
for relation extraction. Both modules show promising and close to state of the art 
performance. Finally, in Section 0 we draw some final conclusions. 

2   The TOE Module 

Structured information, such as tables,  lists and templates, offer a rich source of 
knowledge to enrich ontologies. Structured sources have the major advantage that the 
data they contain are structurally coherently organized, making their ontological 
interpretation easier with respect to unstructured documents. Also, structured 
information typically contain dense meaningful content which tends to be ontology-
oriented, unlike unstructured text, where relevant information are scattered throughout 
sentences. Despite this, not much attention has been paid so far on the extraction of 
ontological information from tables. [14] propose TARTAR, a system for the 
automatic generation of semantic ontological frames in Frame Logic,  from HTML, 
Excel, PDF tables and others. The methodology leverages the structural, functional 
and semantic aspect of tables. Our approach differs from TARTAR, both in the input 
considered (we focus on HTML), the final goal (we enrich an OWL based ontology, 
TARTAR builds independent frames) and in the adopted methodology (we rely on 
heuristics based on the content, structure and presentation, while TARTAR mostly 
focuses on functional aspects). [16] present TANGO, a system which automatically 
creates mini-ontologies from tables, that can be successfully integrated into larger 
inter-ontologies, using ontology mapping techniques. The approach is intended as a 
process of reverse engineering from an actual  table to a conceptual model. The output 
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is a set of concepts and relationships among them. Unlike TANGO we have a more 
practical focus, as described hereafter. 

The TOE module extracts ontological entities (classes, instances and properties) 
from this type of structured information. Specifically, TOE implements an algorithm 
for analyzing HTML tables embodied in Web pages, and for proposing  a possible 
ontological interpretation to the user of the WPro application. Also, the user can 
accept, reject or modify TOE’s interpretation through an easy to use graphical 
interface, and then start an automatic process to upload the new information into the 
existing WPro ontology. The TOE module is fully integrated in the WPro 
architecture, and can be activated over a Web page by a simple listener.  

2.1   Tables’ Structure and Ontological Types 

Many models have been proposed in the literature to describe tables (e.g. [9]). We 
here adopt a simple approach, specifically oriented to our task. In our framework, a 
table is intended as a matrix of cells (see Fig. 1), whose structure can be divided in 
four main areas, which in most cases contain different type of information: (1) First  

<1,1> <1,2> <1,3> … <1,n> 
<2,1> <2,2> <2,3> … <2,n> 

… … … … … 
<m,1> <m,2> <m,3> … <m,n> 

Fig. 1. Structure of a nxm table 

row (cells <1,2> … <1,n> ) , which usually contains a column header, i.e. a short 
description of the information enclosed in each column. (2) First column (cells <2,1> 
… <2,m> ), typically containing a row header, describing the content of a single row. 
(3) First cell (cell <1,1>), sometimes used to give a short indication on the type of 
data contained in the table (table header); in other cases, it is part of the first row or 
the first column. (4) Internal cells (other cells), containing the actual data of the table, 
whose meaning is described by the related cells in the first row/column. 

The above represents a typical structure, which is verified in most but not all cases. 
Our empirical investigation on a set of hundreds of tables  revealed that most tables 
follow this structure, apart from two simple variants, in which the row or column 
headers are absent. TOE’s heuristics have been then implemented to treat both the 
basic structure and these two variants. 

The above structure indicates that from an information-content perspective, a table 
is at least three-dimensional, i.e. it can contain three types of information: row 
header, column header and data. Table header is not included, as it is a simple 
singleton value, which does not express an actual content. A table can also be two-
dimensional (when either the row or column header is not present). Mono-
dimensional tables are seldom, as the value of internal rows and columns must be 
somehow described by a header (these seldom cases assume that the description of the 
internal cells is given in the table caption). This observation implies that the 
ontological content of a table cannot be too complex. We can assume two basic facts: 
(a) in most cases tables contain simple flat non-hierarchical knowledge, i.e. they 



160 D. Bagni et al. 

embody only knowledge describing entities and no hierarchical information; (b) a 
table cannot contain knowledge about more than one class. In facts, this would imply 
the table to be four-dimensional, as it should represent class names, property names, 
instance names, property values. From these assumptions it follows that to leverage  
tables in the ontology building process we can classify them in three categories, based 
on the allowed types of ontological content: 

Class Tables: These contain the definition of a class (the name of its properties) 
and a set of its instances. The information that must be enclosed in the table are: 
property names, instance names  and property values. Potentially, the name of the 
class can be also represented. The table must then be three-dimensional, i.e. it must 
have row header and  column header. Structurally, property names and instance 
names can be either reported in the row or column headers. Property values are 
reported in the internal cells, while the class name, if present, is typically in the 
table header. An example of class table is reported in Fig. 2: the class is “Business 
District”, with the property names  indicated  in the column header (e.g. “Office 
Space”), the instance names in the row header (e.g. “The City”), and the property 
values in the inner cells.  

Instance Tables: These contain information about a single instance. The information 
enclosed in the table are property name and property value. These tables are typically 
two dimensional and have either exactly two columns or rows. The column (row) 
header indicates the name of the properties, while the second column contains the 
property values. A typical example is in Fig. 3: the table contains information for the 
instance “London” of a class capital cities, with property names in the first column, 
and values in the second. 

Empty tables: These are tables which do not contain any ontological interesting 
content. Typical cases of empty tables are those containing graphical elements. 

2.1.1   Table Extraction and Selection 
TOE takes as input the Web page currently displayed in the browser window. Once 
the user activates the module, it automatically extracts from the HTML source all the 
well-formed tables (a well-formed table is one which is compliant with the HTML 1.0 
specifications), using a simple HTML parser. 

 

Fig. 2 . A typical example of a class table representing an the class “Business District” 
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Fig. 3 (left). A typical example of a instance table representing the instance“London” 
       Fig. 4 (right). An example of table with missing column header 

A special case regards nested tables, i.e. tables which recursively contain other 
tables. In that case, TOE applies the heuristic that the outermost table is that which is 
informative, while the content of the inner tables is discarded. The motivation of this 
choice is that our empirical study on a set of table revealed that inner tables tend to 
contain in most cases graphical objects, or are used for a mere presentation purpose. 

Once all tables are extracted, the user selects in the graphical interface, the set of 
tables to analyse. TOE then starts the analysis of one table at time, as follows. 

2.1.2   Identifying Table Type: Header Analysis 
Given an input table, the goal of the first step of the TOE algorithm is to recognize if 
the table is an instance table or a class table. A first simple heuristic is applied, 
according to the assumption in Section 0: if a table has more than two column, it 
cannot be an instance table. In this case, TOE predicts that it is a class table1 and goes 
directly to the ontological analysis step (Section 2.1.3). If a table has two columns, its 
type must be decided by verifying if it has a column header, as in the following. 

From the assumptions is Section 0, a table without a header is two-dimensional, 
and is then an instance table.  A table with both headers is three-dimensional, and 
then is a class table. Specifically, we here make the further assumption that a row 
header must be always present in a table. Otherwise, the meaning of the rows would 
be unknown. On the contrary, the column header can be missing in the case the 
description of the column is directly indicated in the table caption, as in Fig. 4. Again, 
this assumption comes from our empirical investigation. The header analysis step is 
then reduced to the problem of understanding if the table has or not a column header, 
by using the two following types of heuristics. 

Style-based heuristics. The assumption of these heuristics is that a column header 
has a different style with respect to the rest of the table, e.g. a different background 
colour or a different font style (bold, italic, etc.). Both background colour and font-
style are checked by relying on the information enclosed in related HTML tags (e.g 
<b> indicates a bold-style, and <TR bgcolor=”red”> indicates a row with a red 
background). Fig. 2 shows an example captured by these heuristics. A third heuristic 
looks at the content of the cell <1,1>. If it is empty, the first row is assumed to be a 
column header, otherwise the row would not be meaningful. 

                                                           
1 The decision if a table is an empty table is left to the user in the later validation phase. TOE 

only discards as empty, those table which contains only figures and symbols. 
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Value-based heuristics. If the style-based heuristics fail, a second (less certain) 
check is made on the values of the cells in the different rows. One of the basic  
assumption is that when the column header is present, its row is likely to contain cells 
of the same type, and that this data type is most likely string (as it is the most 
descriptive, as required in a header). Different heuristics are implemented to treat 
different cases. For example, if  rows 2…m contain all numeric values (excluding the 
first column, which represents the row header) and also row 1 contains the same type 
of numeric values, then the column header is likely to be absent. As another example,  
if rows 2…m contain numeric values and row 1 is formed  by string, then this latter 
is likely  to be a  header. Once the presence of the column header has been verified, 
the first step decides the table type according to the following heuristic: if the column 
header is present then the table is a class table, otherwise it is an instance table. This 
information is then given to the second step, together with the table itself. 

2.1.3   Ontological Analysis  
on a second step TOE identifies what ontological entity each cell contains. The 
analysis varies according to the table type. 

Class table analysis. Class tables describe instances of a given class, i.e. they must 
contain the property names of the class, the instances names and the related property 
values. Instance and property names can be alternatively coded in the row or in the  
column headers, while the property values are in the internal cells. 

The only problem is then to understand which header contains which name. For 
this purpose, the assumption is that an ontological  property (either datatype- or 
object-property) has always the same range. Consequently, if the column header 
contains the property names, the first element of a column (property name) must be 
followed by cells of the same data type (property values). The same observation 
stands for the row header. An example is reported in Fig. 5.In the case that all internal 
cells are of the same data type, the system  simply guesses as default that the column 
header represents the property names.  

In class tables, cell <1,1> represents the table header. This cell can either be 
empty, contain the class name to which the table refers, or contain additional 
information not interesting for the ontology. The treatment of the table header is left 
to the user during the validation step. 

 
Fig. 5. An example of system complete ontological interpretation for a class table “Monthly 
Weather”. In the column header (Jan…Dec) are reported instance names; in the row header 
(first column) are property names; other cells  are property values. 

Instance table analysis. Instance tables describe a single instance, and are assumed 
to be formed by two column: the left columns (row header) containing property 
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names, and the right column containing the properties’ values (internal cells).Then, in 
this case TOE does not have to perform any specific operation. 

A the end of the ontological analysis step, TOE returns an ontological 
interpretation of the table, by indicating the ontological type of each cell (property 
name or property value). This interpretation is then reported to the user for validation. 

2.1.4   Validation and Ontology Uploading  
In this phase, TOE shows to the user the results of the ontological analysis (see Fig.6). 
The user can then decide either to reject the table as not interesting (empty table) to 
accept completely TOE’s interpretation, or to modify it. In the latter case, the user is 
provided with different tools to change the ontological type of cells. Once the correct 
ontological interpretation of the table is decided, the information is automatically 
uploaded in the ontology. Yet, the user has to manually specify some information: 

• Class/Instance  name, for class/instance  tables. In the case of class tables, TOE 
gives as suggested name the value in the table header (cell <1,1>), or a name 
induced by a lexical-semantic analysis of the table (see Section 2.1.2). 

• Ontological Attachment: the user must specify where in the existing WPro 
ontology the information must be added. For class table it must be indicated the 
parent class of the new class, for instance table  which is its class  in the ontology.  

• Properties range: the user has to indicate the range of each property. 

Before information are finally uploaded in the ontology, TOE performs correctness 
checks on all entities, and consistency checks on the (possible) new properties and on 
the (possibly) discrepancies in the ranges of existing ones. In case of incorrect data, 
the user is requested to perform the needed correction. 

 

Fig. 6. Validation interface of the TOE module. Different cells’ colors indicate different 
ontological entities (blue, row header: property names ; green, column header: instance names; 
white, internal cells: property values; gray, cell  <1,1>: table header). 

2.1.5   Naming Classes: WordNet Semantic Analysis 
If requested, TOE can optionally propose a name for the new class of a class table. 
The name is induced by a lexical-semantic analysis of the table, carried out using 
WordNet [6] as support. The intuition is that a class name is likely to be a common 
ancestor of the instances’ names in the WordNet hierarchy.  Then, for each cell k 
containing an instance name, TOE extracts its content Wk, which can be formed by 
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one or more word wk

i∈Wk . It then finds the least common subsumer [17] of at least 
one word wk

i in each of the k cells, up to a given degree of generalization chosen by 
the user through the graphical interface. In order to cope with acronyms and 
abbreviations (which are in most cases not present in WordNet), TOE uses as support 
a gazetteer of acronyms and abbreviations, which is used to expand them into their 
original form (e.g.  “fifa” ”international football federation”). 

2.2   Experimental Investigation 

The goal of the experiment is to verify the TOE’s accuracy in proposing the correct 
ontological interpretation of a table. We chose as corpus a set of 100 Web pages of 
European and Asian capitals taken from Wikipedia. These pages contain in all 207 
tables. We evaluated TOE on three tasks:  (1) table type identification: the accuracy 
aident (fraction of correct predictions) in predicting the table type (i.e. class or instance 
table). (2) ontological interpretation: the accuracy aont in predicting a completely 
correct interpretation of the table (in all cells).  (3) WordNet analysis: the accuracy aWN 
of WordNet in predicting a correct name for class tables. The performance evaluation 
has been carried out by an expert ontology engineer2. Results, reported in Table 1, 
show that TOE guarantees a high accuracy in both tasks (1) and (2). In particular, 
TOE is highly accurate in predicting the correct table type, revealing that the simple 
heuristics implemented are effective. Yet, the accuracy in the WordNet prediction is 
low. This indicates that in general the use of linguistic analysis  in tables is not 
particularly effective, as the linguistic content is very limited. Also, in many cases we 
verified problems of coverage: authors of tables often tend to use atypical word 
abbreviation and truncations in order to limit the cell content. This causes WordNet 
and the gazetteer do fail in interpreting many expressions. In the future we plan to 
expand our evaluation to more heterogeneous and large sets of Web pages.  

Table 1. Accuracy of TOE over a corpus of 100 Web pages (207 tables) 
 

task (1) (2) (3) 
accuracy  0.91 0.77 0.25 

 
Even if not directly comparable, as they aim at extracting different knowledge, 

both  TOE and the TARTAR systems show good performance (TARTAR has an 
accuracy of 0.85 on the construction of frames over a corpus of 158 tables), which 
indicate that the extraction of ontological information from table is valuable, feasible 
and effective. 

3   The Relation Extraction Module 

Relation extraction is generically intended as the task of extracting generic and 
specific binary semantic relations between entities from textual corpora, such as is-
a(bachelor, man) and capital-of(Roma, Italy). It plays a key role in ontology learning 
from text, and in general in NLP applications which leverage ontological information, 

                                                           
2 Table recognized as empty tables are not considered in the evaluation. 
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such as Question Answering (QA) and Textual Entailment. Consider for example a 
web portal application supporting on-line questions regarding geographical 
knowledge. It could answer questions such as: “Where is Cape Agulhas located?” or 
“What is the longest river of Mozambico?” by relying on a domain ontology built 
using a relation extraction engine applied to the relations located-in(x,y) and longest-
river-of(x,y). It is here important to note that many applications which leverage 
domain ontologies require information which are in most cases relational, or that can 
be reduced to a relational format. Relation extraction is then often a key issue. 

Most approaches to relation extraction are either pattern- or clustering-based. 
Pattern-based approaches are the most used: [8] pioneered, using patterns to extract 
hyponym (is-a) relations. Manually building three lexico-syntactic patterns, [8] 
sketched a bootstrapping algorithm to learn more patterns from instances, which has 
served as the model for most subsequent pattern-based algorithms, such as [1] for the 
part-of relation. [15] focused on scaling relation extraction to the Web, proposing a 
simple and effective algorithm to discover surface patterns from a small set of  seeds. 
[12] propose an approach inspired by [8] to infer patterns, making use of generic 
patterns and applying refining techniques to deal with wide variety of relations and 
principled reliability measures for patterns and instances. Our  approach uses a 
technique similar to [12]: yet, it uses a dependency parser to extract patterns, allowing 
the exploitation of long distance dependencies. Clustering approaches have so far 
been applied only to is-a extraction (e.g. [4],[13]) : they use clustering to group 
words, label the clusters using their members’ lexical or syntactic dependencies, and 
extract an is-a relation between cluster members and labels. These approaches fail to 
produce coherent clusters from less than 100 million words, being then unreliable for 
small corpora.  

In the framework of the WPro environment, which aims at supporting the creation 
of domain ontologies from the Web, the relation extraction module plays a primary 
role. Suppose for example that the WPro ontology contains  the entities Madrid and 
Spain, related by the property capital-of.  It can then be assumed that the semantic 
relation capital-of between cities and nations is interesting for the ontology. The 
module should then allow the WPro user to extract automatically other instances of 
capital-of  from the web collection. Our relation extraction module aims at providing 
such a service. Given a pair of entities related by an ontological property, the module 
provides the user a dedicated interface to start a relation extraction engine for the 
relation. The engine implements an algorithm based on the framework adopted in [8]. 
It uses the pair of entities as seeds  (e.g. (Madrid,Spain)) and starts the extraction of 
other pairs implementing the following steps. First, it collects from the corpus of Web 
pages all sentences containing the seed (e.g “Madrid is a beautiful city and is the 
capital of Spain”). Secondly, the syntactic patterns connecting  the entities in the seed 
are extracted from the sentences (e.g Madrid-is-the-capital-of-Spain). Then, patterns 
are used to extract new instances from the corpus (e.g. (Roma,Italy) is extracted from 
the snippet “Roma has been the capital of Italy since 1870”). Finally, the engine 
returns to the user a list of extracted instances, ranked according to a reliability 
measure; the user can then validate the instances using an interface and upload them 
in the ontology. The module guarantees: (1) minimal supervision, by using as input  
one of few instance(s) already in the ontology, and by presenting as output a list of 
ranked instances which can be easily validated and uploaded; (2) high accuracy, by 
adopting a dedicated reliability measure to weight the extracted instances; (3) easing  
 



166 D. Bagni et al. 

data sparseness: as WPro must efficiently work in small domain corpora, our 
algorithm implements specific techniques, such as syntactic expansion and the use of 
dependency parsing to exploit long distance dependencies; (4) generality, as it is 
applicable to a wide variety of relations; (5)WPro integration, being explicitly 
integrated in the WPro architecture, leveraging the APIs and dedicated user interfaces.  

3.1   Module Components and Algorithm 

Hereafter we present the different components of the module. 

Input Interface. This provides to the user the functionalities needed for starting the 
relation extraction process, by allowing to select a seed pair s=(xs,ys) for a given 
relation. The pair consists in two entities of the WPro ontology, related by an object 
property. Fig.7 shows an example, in which the user selects as seed words the pair 
s=(Madrid,Spain). The extraction process is then executed as follows3. 

 

Fig. 7. A dependency graph output by Chaos. Lower boxes are constituents. Upper boxes are 
dependencies, with the related plausibility, i.e. a representation of ambiguous relations. 

Pattern Induction and Expansion. Given an input seed instance s, the algorithm 
looks in the corpus for all sentences containing the two terms. These sentences are 
parsed by the Chaos constituent-dependency parser [1]. Then, all dependency paths 
connecting the seed words are extracted as patterns P. The use of Chaos guarantees 
two main advantages with respect to simple surface approaches such as [15]. First, the 
use of dependency information allows to extract more interesting patterns. Second, 
Chaos explicitly represents ambiguous relations between constituents, allowing to 
infer patterns also when the syntactic interpretation is not complete. Fig. 7 shows a 
parsed sentence connecting the seeds Madrid and Spain. The algorithm extracts as  
patterns the paths: “X is the capital of Y” and “X is of Y”, which connect the two 
words4. Notice  that a simple surface approach would have extracted the only 
irrelevant pattern “X since 1561 is the capital of Y”. The dependency analysis thus 
allows our algorithm to extract more useful patterns, helping to deal with data 
sparseness, i.e. cases in which only few sentences are retrieved for a given seed, and 
then patterns must be carefully created. Yet, the algorithm is prone to capture too 
generic patterns such as “X of Y”:  a reliability measure is applied to cope with this 
problem. Also, to further  deal with data sparseness, the algorithm expands the 
 

                                                           
3 In the present implementation the system carries out the following phases only once. We also 

experimented bootstrapping iterative calls over these phase, as suggested in [Error! 
Reference source not found.]. In Section 0 we report early results. 

4 For clarity, we here do not report the grammatical dependencies of the pattern, but only its 
surface form. 
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Fig. 8. Precision, Relative-Recall, F-measure and GoldStd-Recall at different levels of τ for the 
relation capital-of 

patterns P in a bigger set P’, by including different morphological variations of the 
main verb (e.g. “X being the capital of  Y”, “X was the capital of Y”, etc.). 

Instance Induction and Reliability Ranking. Given the set P’, the algorithm 
retrieves all the sentences containing the words of any p∈P’. Each sentence is then 
parsed by Chaos. The constituents connected by a dependency path corresponding to 
a pattern in P’ are then extracted as new instances I. For example from the sentence 
“New Delhi being the capital of  India, is an important financial market”, it is 
extracted the new instance (New Delhi, India). 

Each instance i=(x,y)∈I is then assigned a reliability score, according to a measure 
R(i), which accounts for the intuition that an instance is reliable, i.e. it is likely to be 
correct, if: (1) it is activated by many patterns; (2) the Part-of-Speech (PoS) of the 
instance and of the seed s are the same; (3) the semantic class of x and y are 
respectively similar to those of xs and ys. The measure is then: 
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where Pi are the patterns activating i; POSi  is a binary value which is 1 if the PoS of i 
and s are  the same, 0 otherwise; k and j are the depths of the least common subsumer 
[17] respectively between x and xs  and between y and ys  in the WordNet  [6] 
hyperonymy hierarchy.  α, β, and γ parameters sum  to 1, and weight the contribution 
of respectively point (1),(2) and (3). The value of the parameters can be manually set, 
or induced using exploratory experiments. 

Validation Interface and Ontology Uploading. The ranked list of extracted 
instances I according to R(i), is returned to the user, via  a validation interface. The 
user can select the instances to be uploaded in the ontology by a simple click. To 
support the user and speed-up the validation, instances with different degrees of 
reliability are displayed in the interface with different colors. Once the validation is 
finished, selected instances are uploaded in the WPro ontology:  x and y are inserted 
in the same ontology class of xs  and ys  and the related object property is activated. 
For example, if xs=Madrid is an instance of the ontology class city and ys=Spain is 
instance of nation, then the new ontological entities New Delhi and India are added as 
instances of the class city and nation, and related by the object property capital-of.  
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3.2   Experimental Investigation 

The goal of the experiments is to verify the accuracy of the relation extraction 
algorithm in harvesting instances in a typical WPro framework, i.e. a small domain 
specific corpus of  Wikipedia documents, and the extraction of  domain related 
relations. We chose as domain of interest the domain of European and Asian  cities, 
and capital-of  and located-in as target relations. The corpus is composed of 80 
Wikipedia pages about capitals, consisting in 207,555 tokens. The seed instance for 
the algorithm is s=(Madrid,Spain), and the parameters  α, β, and γ are set to 0.05, 
0.25 and 0.75, by using a small annotated development corpus of 10 pages. As gold 
standard we use a list of instances Igs manually extracted from the corpus. As the goal 
of the experiment is also to evaluate the effectiveness of the reliability measure R(i), 
we measure performance in term of precision P, relative-recall R, F-measure, and 
goldStd-recall G at different levels of a threshold τ. The set of instances Iτ∈I  which 
have a score R(i) above the threshold are taken as accepted by the system. At each 
level of τ, Pτ and Rτ , Fτ and Gτ are then defined as follows:  
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GoldStd-recall is intended to capture the recall over the gold standard, while 
relative-recall captures recall at a given threshold over all extracted instances. Results 
for the capital-of relation are reported in Figs. 8-9. They  reveal that in general our 
algorithm is able to extract instances with high precision and recall. For example, at 
τ=0.5, precision is high (almost 0.90) while goldStd recall is still acceptable, about 
0.45. Precision is in general comparable to that obtained by state of the art algorithms: 
for example [12] obtain 0.91 on a chemistry corpus of the same size as our for the 
reaction relation. Yet, our recall is lower, as we do not exploit generic patterns. 
Figures indicates that according to the intuition, as the threshold grows, precision 
improves, while recall decreases. This indicate that our reliability measure is coherent 
and can be effectively used to select correct/incorrect instances ad different levels of 
reliability. Fig.9 reports some of the best scoring instances extracted by the algorithm 
for both capital-of and located-in relations (in all, the algorithm extracted around 50 
instances for both relations). From a qualitative perspective, most of the erroneous 
extracted instances correspond to parsing errors or to the induction of wrong patterns 
(e.g. the incorrect instance (Antananarivo, University) for the capital-of  relation is 
fired by the wrong pattern “X is home of Y”). As a further exploratory study we 
experimented our algorithm using two iterations over the loop pattern induction – 
instance extraction, hoping to improve recall. Results show that we extract more 
correct instances, without losing much precision. It is interesting to notice that the 
best choice of α, β, and γ  values  indicates that the semantic information conveyed by 
the WordNet measure is the most important to select correct instances (as γ=0.75).  

4   Conclusions 

We presented two modules for supporting the semi-automatic enrichment and 
building of ontologies from Web pages, in the framework of WPro. Both modules 
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guarantee a significant speed-up in the construction process, by automatically 
extracting  information that otherwise would require time consuming manual analysis. 
The modules guarantee high level of precision and recall. In the future, we plan to 
integrate other linguistically-based modules in the WPro architecture, such as 
terminology and event extractors; and to improve the performance of TOE and the 
relation extractor, by using new heuristics for pattern induction. We will expand and 
improve the functionalities of WPro, to guarantee more usability and robustness in the 
architecture, which at the moment is intended as a prototypical framework.  
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Abstract. Relational database (DB) management systems provide the
standard means for structuring and querying large amounts of data. How-
ever, to access such data the exact structure of the DB must be know,
and such a structure might be far from the conceptualization of a human
being of the stored information. Ontologies help to bridge this gap, by
providing a high level conceptual view of the information stored in a
DB in a cognitively more natural way. Even in this setting, casual end
users might not be familiar with the formal languages required to query
ontologies. In this paper we address this issue and study the problem
of ontology-based data access by means of natural language questions
instead of queries expressed in some formal language. Specifically, we
analyze how complex real life questions are and how far from the query
languages accepted by ontology-based data access systems, how we can
obtain the formal query representing a given natural language question,
and how can we handle those questions which are too complex wrt the
accepted query language.

1 Introduction

Relational database management systems (RDBMs) provide the standard means
for structuring, modeling, declaring, updating and querying large amounts of
structured data. The interfaces of these systems are based on formal query lan-
guages, such as SQL, that combine both declarative and imperative features
(cf. [1]). Crucially, the expressive power of these formal languages is well-known,
and query answering in relational databases (DBs) can be carried out efficiently
in the size of the data. More precisely, the data complexity (i.e., the complexity
measured in the size of the DB) of answering SQL (or First-Order) queries is in
LogSpace [1], and it is precisely this property that allows RDBMSs to handle
in practice very large amounts of data. However, access to these data requires
knowledge of the exact structure of the DB, which might be far from the concep-
tualization that human beings have of the represented information. Ontologies
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help to overcome these limitations by providing a high level conceptual view
of the stored information in a cognitively more natural way[12]. Recently, the
problem of ontology based access to DBs has been studied. This problem poses
particular challenges since on the one hand, it requires to deal with the large
amount of information stored in DBs, and on the other hand, it requires to cope
with incomplete knowledge1. In fact, the ontology encodes constraints on the do-
main of interest w.r.t. which data in the DB might be incomplete. For instance,
the ontology might require that all instances of some class have to participate
to a relation, but for some instance the DB does not contain the correspond-
ing facts. For a concrete example, let’s assume, that the ontology requires that
each student attends at least one course, but the DB happens not to have any
information about the course attended by the student John.

Against this background, a family of ontology languages has been proposed
recently that is based on Description Logics [3], namely the DL-Lite family [9,8].
The kind of constraints that can be expressed in variants of DL-Lite tightly cor-
respond to constraints typically encountered in conceptual data models used
in DBs and software engineering. A distinguishing feature of the logics of the
DL-Lite family is that they allow for efficiently answering queries posed to an
ontology with an underlying DB, taking into account that the latter may be
incomplete with respect to the constraints expressed by the ontology. The kind
of queries supported in DL-Lite are unions of conjunctive queries (UCQs): con-
junctive queries (CQs) correspond to the fragment of First-Order Logic (FOL)
whose formulas are conjunctions of atoms over constants, existentially quantified
variables that may be shared across the atoms, and free variables (also called
distinguished variables)2. An UCQ corresponds to a disjunction of CQs, all with
the same number of distinguished variables.

This paper builds on these results and considers a further problem, namely
the fact that using formal query languages requires some previous training and
can prove counter-intuitive to a casual end user. For such a user the intuitive
appeal and understanding of the machine interface can be crucial. It would thus
be suitable in such cases to shift to natural language (NL) and to use natural lan-
guage questions instead of queries expressed in some formal language. In order
to reach this goal, in this paper we try to answer the following questions: (i) how
complex are natural language questions a user would ask to access data in a DB;
(ii) how far are these real life questions from conjunctive queries; (iii) given a
natural language question how can we obtain the formal query (in a suitable
query language) representing it; (iv) how can we handle those questions which
cannot be represented by conjunctive queries. Question (i) is addressed in Sec-
tion 3 whereas (ii)–(iv) are the focus of Section 4. Before presenting our results,
we introduce in Section 2 some preliminary technical notions. The paper presents
work in progress, the ideas we are planning to further explore are summarised
in Section 5.

1 A further important issue that may arise in the presence of an ontology is inconsis-
tency w.r.t. the ontology. However, we do not deal with inconsistency here.

2 In terms of SQL, CQs correspond to the select-project-join fragment.
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2 Preliminaries

We provide now the technical preliminaries underlying languages used in the con-
text of ontology-based data access, both for the specification of the ontology, and
for specification of queries over the ontology to access underlying data sources.
When asking ourselves which are the formalisms most suited to represent the
information about a domain of interest in an ontology, we can draw on the large
body of research carried out in the last twenty years in structured knowledge
representation, and specifically in the area of Description Logics. Description
Logics (DLs) [3] are logics that allow one to structure the domain of interest by
means of concepts, denoting sets of objects, and roles, denoting binary relations
between (instances of) concepts. Complex concepts and role expressions are con-
structed starting from a set of atomic concepts and roles by applying suitable
constructs. The domain of interest is then represented by means of a DL knowl-
edge base (KB), consisting of a TBox, storing intensional information, and an
ABox, storing assertional information about individual objects of the domain of
interest.

We start by defining the ontology language we make use of, which is based
on the recently introduced DL-Lite family of DLs [9,8]. Such a family of DLs
is specifically tailored for an optimal tradeoff between expressive power and
computational complexity of inference in the context of ontology-based data
access. In the logics of the DL-Lite family, the TBox is constituted by a set of
assertions of the form

Cl � Cr (concept inclusion assertion) (funct R) (functionality assertion)
R1 � R2 (role inclusion assertion)

In the above assertions, Cl and Cr denote concepts that may occur respectively
on the left and right-hand side of inclusion assertions, and R, R1, R2 denote
roles, constructed according to the following syntax:

Cl −→ A | ∃R | Cl1  Cl2 R −→ P | P−

Cr −→ A | ∃R | Cr 1  Cr 2 | ∃R.A | ¬A | ¬∃R

where A denotes an atomic concept, and P denotes an atomic role.
The ∃R construct is called unqualified existential quantification, and intu-

itively denotes all objects that are connected through role R to some (not further
specified) object. The ∃R.A construct, called qualified existential quantification,
allows one to further qualify the object connected through role R as being an
instance of concept A. Also,  denotes conjunction, and ¬ negation (or com-
plement). Finally, P− denotes the binary relation that is the inverse of the one
denoted by P .

We formally specify the semantics of DL-Lite, by providing its translation
to FOL. Specifically, we map each concept C (we use C to denote an arbitrary
concept, constructed applying the rules above) to a FOL formula ϕ(C, x) with
one free variable x (i.e., a unary predicate), and each role R to a binary predicate
ϕ(R, x, y) as follows:
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ϕ(A, x) = A(x) ϕ(∃R,x) = ∃y(ϕ(R,x, y))
ϕ(¬C, x) = ¬ϕ(C, x) ϕ(∃R.C, x) = ∃y(ϕ(R,x, y) ∧ ϕ(C, y))
ϕ(C1 	 C2, x) = ϕ(C1, x) ∧ ϕ(C2, x)
ϕ(P, x, y) = P (x, y) ϕ(P−, x, y) = P (y, x)

An inclusion assertion Cl � Cr of the TBox corresponds then to the univer-
sally quantified FOL sentence ∀x(ϕ(Cl , x) → ϕ(Cr , x)). Similarly, R1 � R2

corresponds to ∀x∀y(ϕ(R1, x, y) → ϕ(R2, x, y)). Instead, a functionality as-
sertion (funct R), imposes that the binary predicate R is functional, i.e.,
∀x∀y∀z(ϕ(R, x, y) ∧ ϕ(R, x, z)→ y = z).

In DL-Lite, an ABox is constituted by a set of assertions on individuals, of
the form A(c) or P (a, b), where A and P denote respectively an atomic con-
cept and an atomic role, and a, and b denote constants. As in FOL, each con-
stant is interpreted as an element of the interpretation domain, and we assume
that distinct constants are interpreted as distinct individuals, i.e., we adopt the
unique name assumption (UNA). The above ABox assertions correspond to the
analogous FOL facts, or, by resorting to the above mapping, to ϕ(A, x)(c) and
ϕ(R, x, y)(a, b), respectively.

A model of a DL-Lite KB is a FOL model of the conjunction of FOL formulas
representing its semantics.

It is worth noticing that, by means of the constructs present in DL-Lite,
one can capture almost all features of conceptual data models used in DBs and
software engineering, such as the Entity-Relationship model [4] or UML class
diagrams3 Hence, the DLs of the DL-Lite family are well suited also to represent
data stored in commercial DBMSs.

Indeed, in the setting where such data are accessed through an ontology, the
DL ABox is actually represented by the DB. Alternatively, the ABox may be
reconstructed from the data present in the DB through suitable mappings, that
allow one also to overcome the impedance mismatch between the data values
stored in the DB and the objects at the conceptual level [7].

Reasoning has been studied for several variants of logics of the DL-Lite fam-
ily. Specifically, the logic obtained by dropping functionality assertions is called
DL-LiteR, and has already been adopted in the context of natural language spec-
ification of ontologies [6,5]. Instead, the logic obtained by dropping role inclusion
assertions and also the construct for qualified existential quantification is called
DL-LiteF , and is quite close to formalisms used in conceptual modeling, such
as the Entity-Relationship model. A combination of all constructs and types of
assertions considered above, with some restriction on the possible interaction of
functionality and role inclusions, has also been studied [7].

It has been shown in [9,8] that for the above mentioned variants of DL-Lite all
relevant reasoning services (e.g., KB satifiability, subsumption, ecc.), are poly-
nomial in the size of the knowledge base, and LogSpace in the size of the ABox
only, i.e., in data complexity (cf. [1]).

3 Complete (also called covering) hierarchies are an exception, since they require some
form of disjunction, which is not present in DL-Lite (see [8] for motivations).
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Given an DL-Lite KB K, queries over K are unions of conjunctive queries
(UCQs), which are expressions of the form {x | ∃y1conj 1(x,y1) ∨ · · · ∨
∃ynconj n(x,yn)}, where x is a (possibly empty) finite sequence of distinguished
variables, each yi is a finite sequences of (existentially quantified) variables and
constants, and each conj i is a conjunction of atoms whose predicates are the
concept and role symbols of the KB. If there is only one disjunct (i.e., n = 1),
the query is called a conjunctive query (CQ). The FOL formula following | is
called the body of the query. Each distinguished variable must appear also in
the body of the query. A boolean query is one where sequence of distinguished
variables is empty.

As an example, consider the natural language questions “Which are the red
books”?, corresponding to the CQ {x | book(x) ∧ red(x)}, and “Which are the
books read by John?”, corresponding to the CQ {x | book(x) ∧ read(john, x)}.
Also, CQs may allow one to represent complex dependencies coming from relative
pronouns, e.g., “which are the students who attend a course which is taught by
their father?” can be represented by {x | ∃y1∃y2(student(x) ∧ attend(x, y1) ∧
teach(y2, y1) ∧ father(y2, x))}.

Note that UCQs may contain no negation, no universal quantification, and
that disjunction may appear only at the outermost level. Hence, CQs and UCQs
constitute a proper fragment of FOL (in particular, we lack a complete set of
boolean operators). In terms of SQL, it is well known that CQs correspond to
the select-project-join fragment of SQL.

As an example, the questions “What is causing all the joint pain?” and “What
is the chance that aspirating a joint effusion that is not red will help the patient?”
cannot be translated into CQs or UCQs.

Given an interpretation I of K, the semantics of a UCQ q(x), denoted qI ,
is given by the set of tuples c of constants, such that, if each constant in c is
assigned to the corresponding variable in x, the formula that constitutes the
body of q evaluates to true in I. Notice that for a boolean query q, qI is either
empty or constituted by the empty tuple only.

It is well-known (cf. [1]) that given a finite interpretation I (that in our setting
plays the role of a traditional database), qI can be computed in LogSpace in
the size of I, i.e., in data complexity. However, the setting we are considering here
is complicated by the fact the we are usually not given a single interpretation I,
but rather a DL KB K, and are interested in reasoning with respect to all models
of K. In other words, we are interested in the answers to queries in the presence
of incomplete information in the ABox/database with respect to the constraints
specified by the TBox. Formally, given K and a UCQ q(x), we are interested in
computing the so-called certain answers to q over K, which are defined as the
set of tuples c of constants that are in qI for every model I of K. The problem
of computing certain answers has been studied for various variants of DL-Lite,
and it has been shown that is polynomial in the size of K and LogSpace in
data complexity, i.e., in the size of the data constituted by the ABox (or the
database representing it) [9,8]. However, this property crucially depends on the
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constructs in the DL and on the adopted query language, and does not carry
over if we e.g., allow for negation or universal quantification in queries.

Recently, the system QuOnto [2] has been developed, which implements
(sound and complete) algorithms for computing certain answers to UCQs over
DL-Lite ontologies, by relying on the underlying DBMS for the actual execution
of the queries and retrieval of the data.

3 Analysis of Questions Asked by Users

We are interested in understanding which natural language questions can be
expressed by CQs (and UCQs) and which ones cannot. “How” and “why” ques-
tions are clearly outscoping CQs, which return only sets of tuples of objects. On
the other hand, both boolean (i.e., yes/no) questions and the wh-questions built
out of “which”, “what”, “when”, “where”, and “who” could be expressed as
CQs if their semantic representation does not contain any of the operations not
admitted in CQs, specifically disjunction, negation, and universal quantification.
The question we try to address in this section is how frequent this happens and
how complex are the structures of these questions. To this end, we have analysed
several corpora of questions on different domains and asked in different settings:

Clinical Questions: contains users’ questions on the clinical domain, mostly
asked by doctors to colleagues; 435 questions, vocabulary: 3495, total tokens:
40489 (questions with introduction).

Answer.com: contains questions on different topics (e.g., art, sport, comput-
ers) asked by internet users; 444 questions4, vocabulary: 1639, total tokens:
5791 (without introduction)5.

TREC: we have used the TREC 2004 corpus that contains 408 questions.

Table 1. Searched Terms

Operator Linguistic terms

Universal quantification all, both, each, every, everybody, everyone,
any (in positive context), none, nothing

Disjunction or

Negation not (and its abbreviations), without

Existential quantification any, anything, anyone, anybody, some, something,
someone, somebody, there is a, there are a, there was a

To understand how often FOL constructs outside the CQ fragment occur in
real life questions, we have checked the occurrences of universal quantification,
negation and disjunction in the corpora listed above, by searching for the fre-
quency of the terms shown in Table 1. We are aware that these terms might
not cover all the possible ways of expressing the operations under investigation,
4 http://clinques.nlm.nih.gov/
5 http://wiki.answers.com/Q/WikiFAQs:Finding Questions to Answer

http://clinques.nlm.nih.gov/
http://wiki.answers.com/Q/WikiFAQs:Finding_Questions_to_Answer
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Fig. 1. Summary of the analysis

however, we believe the results do help revealing features of natural language
questions with respect to the problem we are trying to tackle. To have a more
general picture of the occurrences of logical operators in questions, we consid-
ered also the frequency of existential quantifiers. This was also needed in order
to check whether the latter were negated, hence resolving into universal quantifi-
cation. Similar studies have been conducted on other corpora containing declar-
ative sentences and the results were different than those reported here, which
highlights the peculiarity of questions.

In Figure 1, we report the results of such analyses. The chart shows the
frequency of each class of terms in the three corpora. Frequency values refer to
the normalized relative frequency (number of tokens/total word count multiplied
by 100). As the figure shows, the use of the “forbidden” constructs is particularly
frequent in natural questions even in a free text access to data. The details about
the number of questions in which these operators occur are given in Table 2.

More specifically, the comparison among the corpora shows that: (i) universal
quantifiers are rare in all the analysed questions; they are slightly more frequent
in the Clinical Questions corpus where, anyway, they mostly occur in the declar-
ative sentences preceding the question; (ii) existentials do occur in questions but
never negated; (iii) negation and disjunction are more frequent particularly in
real free text access, but still rare in questions like those in TREC.

Table 2. Number of questions

Clinical Questions Answer.com TREC
Tot: 435 Tot: 444 Tot: 408

universal 12 6 2
existential 111 22 1
disjunction 132 15 2
negation 52 13 1

Though rare, still there is the need of handling those questions that outscope
the expressivity of CQs. Therefore, we now turn to analyse them in detail.

Universal quantification. Universal quantifiers have been found to occur in any
syntactic position: as subject (1a) or object (1b) as well as in prepositional
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phrases (1c), as exemplified by the following questions taken from the Clinical
Questions corpus:

(1a) Should all pregnant women take a test for human immunodeficiency virus?
(1b) What is causing all the joint pain?
(1c) Can we use Energix for all five doses of DPT?

Negation. In the analysed corpora, “negation” is used only to negate the verb of
an embedded clause (2a) (never the main verb of the question or the auxiliary),
or to negate adjectives (2b) or in the form of without (2c), as exemplified again
by the Clinical Questions corpus:

(2a) Should you give a full series of tetanus shots to an adult who does not know
their immunization history?

(2b) What is the chance that aspirating a joint effusion that is not red or tender
will yield anything diagnostically?

(2c) Is it possible for someone to get recurrent pelvic disease without a new
exposure?

Disjunction. Finally, disjunction occurs only coordinating nouns and really
rarely between propositions. See the examples below taken from Answer.com.

(3a) What is the word for the fear if viewing sports or playing sports?
(3b) Is Liberia considered a rural or a urban country?

In such rare cases, we would need to resort to a UCQ, rather than a CQ, obtained
by splitting up the query at each occurrence of a disjunction.

The analysed corpora contain questions whose structure is rather simple and
not too far away from CQs’ constructs. This could be claimed even strongly
if we focus on questions asked by users to DBs. For English, we have looked
into Geoquery6 (304 questions on the geographical domain) where there is only
one question of the “forbidden” class, namely one containing negation –though
the corpus contains several (75) questions falling outside CQs, viz. aggregation
questions (how high, how many, etc.). Similar studies have been carried out for
Italian obtaining similar results.

In the remainder of the paper, we show how to build the CQ representation
of a given question, and propose a method, based on semantic weakening, that
allows us to extend the kinds of natural language questions that query answering
tools over ontologies can handle.

4 Answering Natural Language Questions over Ontologies

Our third question, namely “how can we obtain a formal query (in a suitable query
language) representing a given natural language question?”, can be re-phrased in
how well current Computational Semantics tools will perform when their output
is used as input for query answering tools, as e.g., QuOnto, which accepts
UCQs. Hence, we start from off-the-shelf wide-coverage parsing tools producing

6 http://www.cs.utexas.edu/users/ml/geo.html

http://www.cs.utexas.edu/users/ml/geo.html
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FOL meaning representation of the parsed questions. In this paper we are consid-
ering a CCG parser (paired with Boxer) [11] which outputs questions of the form7:

{x | ∃y(ϕ(y) ∧D(x) ∧ ∃z(ψ(x,y, z)))} (1)

where x represents the answer to the question, D is the domain of the question,
ψ represents the body of the question, and ϕ represents the knowledge that
is presupposed by the user posing the question. We consider wh-questions and
boolean questions. In the first case, if the wh-phrase is where, who/whom, how,
when, what, or why, then D refers to location, person, manner, unit of time,
thing and reason, respectively. If the wh-phrase is which, then the domain is the
head noun of the noun phrase. For example, in the question “Which services are
offered by the library?” the domain is services. If the question is boolean, then
the domain of the question is empty. In both cases the body of the question
contains a conjunction of conditions.

For instance, the question “Who may use the Interlibrary Loan service?” is
represented as follows:

{x | ∃y1∃y2(loan(y1) ∧ interlibrary(y2) ∧ service(y2) ∧ nn(y1, y2) ∧ person(x) ∧
∃z(use(z) ∧ event(z) ∧ agent(z, x) ∧ patient(z, y2)))}

As the example shows, besides the predicates introduced by the words in the
question, the meaning representation produced by Boxer contains information
about thematic roles too, namely agent, patient, theme, whose first argument
appears also as argument of the unary predicate event, which in itself is intro-
duced by a verb. Also, the formula in the example contains the predicate nn,
which relates nouns that in the question occur as multi words (e.g., interlibrary
loan).

In short, Boxer produces formulas of the fragment of FOL with equality and
without function symbols, where predicate symbols are either unary or binary.
This output must be translated into queries suitable for query answering tools.
Here we focus on the structure of the logical form rather than on the predicates
to be used for properly matching the ontology vocabulary.

4.1 Translation

The translation to an UCQ starts from the FOL representation of the question,
as calculated by Boxer, and hence in form (1). We deal first with the easy case
where both ϕ and ψ in that formula contain conjunctions and disjunctions only.
Let dnf(ϕ) = α1 ∨ · · · ∨αn and dnf(ψ) = β1 ∨ · · · ∨ βm be the disjunctive normal
form (DNF) expansions of ϕ and ψ, respectively. Query (1) is then expanded
into an UCQ as follows:

7 Boxer actually outputs such open FOL formulas as closed formulas in which the free
variable is universally quantified and the second conjunction is represented by an im-
plication.



English Querying over Ontologies: E-QuOnto 179

q(x) = {x | ∃y∃z(ϕ(y) ∧ D(x) ∧ ψ(x, y, z))}
= {x | ∃y∃z((α1(y) ∨ · · · ∨ αn(y)) ∧ D(x) ∧ (β1(x, y, z) ∨ · · · ∨ βm(x, y, z)))}
= {x | ∃y∃z((α1(y) ∧ D(x) ∧ β1(x, y, z)) ∨ · · · ∨ (α1(y) ∧ D(x) ∧ βm(x, y, z)) ∨

· · ·
(αn(y) ∧ D(x) ∧ β1(x, y, z)) ∨ · · · ∨ (αn(y) ∧ D(x) ∧ βm(x, y, z)))}

= {x | ∃y∃z(α1(y) ∧ D(x) ∧ β1(x, y, z)) ∨ · · · ∨ ∃y∃z(αn(y) ∧ D(x) ∧ βm(x, y, z))}

4.2 Semantic Weakening

Though rarely, universal quantifiers do occur in questions asked by users. Here
we discuss a way to deal with this kind of questions. Techniques (and systems
for) query answering in the setting of incomplete information provide the certain
answers to a query – i.e., given a query in the form q(x) = {x | ∃y(ϕ(x,y)),
it returns the tuples of constants c that are guaranteed to satisfy the formula
∃y(ϕ(c,y)) in all models of the ontology. Certain answers can also be charac-
terized by resorting to the minimal knowledge operator K [14,15], where Kϕ
denotes that “ϕ is known to hold by the ontology”. In this way, the answers to
the query q above can be defined as the tuples c of constants that satisfy the
epistemic formula K∃y(ϕ(c,y))).

A question containing universal quantification results in a query of the form:

ϕ(x) ∧ ∀y(D(y)→ ∃z(ψ(x,y, z)))

Its intended semantics are captured by the equivalent epistemic query:

K(ϕ(x) ∧ ∀y(D(y)→∃z(ψ(c,y, z)))) ≡ Kϕ(x) ∧K ∀y(D(y)→∃z(ψ(c,y, z)))

The occurrence of a universal quantification in the scope of the K operator
leads to a query that cannot be handled directly by systems like QuOnto. In
order to make the query answerable, we can apply to it some kind of semantic
weakening. The intuition behind the proposed weakening follows from the fact
that all the system can do is try to find a counterexample to the given implica-
tion: if it fails, then the implication can be assumed to hold. Hence, the key step
consists in substituting the knowledge operator K enclosing the universal quan-
tification with the belief operator B, i.e., Kϕ(x)∧B ∀y(D(y)→ ∃z(ψ(x,y, z))).

The derived formula expresses the fact that all the system can do is test
whether the universally quantified subformula is consistent with the knowledge
base – i.e., the knowledge base does not entail the existence of a counterexample.
Making use of the standard equivalence Bϕ ≡ ¬K¬ϕ, the whole query can be
rewritten as follows (in NNF), i.e., Kϕ(x) ∧ ¬K ∃y(D(y) ∧ ∀z(¬ψ(x,y, z))).

This newly introduced universal quantification poses the same problem with
respect to query answering. We apply the same kind of weakening, replac-
ing again the knowledge operator with the belief operator, i.e., Kϕ(x) ∧
¬K ∃y(D(y)∧B ∀z(¬ψ(x,y, z))), which is equivalent to the final query Kϕ(x)∧
¬K ∃y(D(y) ∧ ¬K ∃z(ψ(x,y, z))).

Queries in this form correspond to the SELECT/FROM/WHERE/NOT IN fragment
of SQL, which can be efficiently answered by systems for query answering over
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ontologies such as QuOnto, by combining the computation of certain answers
with the computation of a set difference (cf. [10])

Going back to natural language, this process would correspond to answer a
question like “What is causing all the joint pain?” with “I am not aware of any
joint pain that is not caused by the following diseases”, when the system does
retrieve some disease.

5 Conclusions and Future Work

The analysed corpora have shown that (i) the natural language questions a user
would ask in order to access data in a DB are rather simple (compared to other
forms of free text); (ii) often these real life questions are actually representable
by CQs; (iii) given a natural language question, its corresponding query can be
obtained by translating FOL representation outputs of state-of-the-art (wide cov-
erage) parsers; (iv) questions that cannot be represented by CQs (or UCQs) could
be handled via some form of semantic weakening, as illustrated by the case of uni-
versal quantifier. A similar method could be used to answer questions contain-
ing negation. Also, strategies for handling aggregations could be considered in the
described framework. The observed data have also shown that quite often users
would use plurals rather that an explicit universal quantifier. Hence, it would be
interesting to check how the proposed method could be extended to properly cap-
ture their meaning. The work described in [17] could be taken as the starting point.

The output of the parser suggests an improvement to the application of the
query answering tool to better meet the user expectations, viz. treat differently
the presupposed knowledge in the question representation from the one in the
body of the question. In the example considered in Section 4, “Who may use
the Interlibrary Loan service?” the existence of an “interlibrary loan service”
is presupposed. The system could verify the presupposition before answering
the actual questions and give feedback to the user in case the presupposition is
actually falsified. Evaluations of the proposed approach should be carried out.

Our work shows that the syntactic constructs present in user questions might
in general not constitute a problem, and presents techniques to handle the more
problematic cases. However, an important aspect that is largely left open in the
present paper, while being addressed in other systems, e.g., Aqualog [16], is the
problem of bridging the gap between the terminology of the user and the ontology
terms and structure. To address this problem, on the one hand, lexical resources
can be used to overcome differences in the terminology, by substituting user terms
with appropriate synonyms present in the ontology. Notice also that QuOnto

itself may expand a CQ into an UCQ by substituting a term with a collection of
terms related to the first one through a (generalization) hierarchy. On the other
hand, we are working on enriching our framework with mappings (in the style of
local-as-view mappings used in data integration [13]) from the ontology structures
to suitable meaning representations, corresponding to the various ways in which
users may query the ontology structures. We aim at constructing the mappings
semi-automatically, by exploiting verbalizations of the ontology structures.
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Abstract. This paper describes how a domain ontology has been used in 
practical system of query interpretation. It presents a general methodology for 
building a semantic and language-independent representation of the meaning of 
the query on the basis of the contents of the ontology. The basic idea is to look 
for paths on the ontology connecting concepts related  to words appearing in the 
NL query. The final result is what has been called Ontological Query, i.e. a 
semantic description of the user’s target. Since the domain is restricted, the 
problem of semantic ambiguity is not as relevant as in unrestricted applications, 
but some hints about how to obtain unambiguous representation will be given.  

Keywords: NLP, Semantics, Ontologies. 

1   Introduction 

In the attempt to access information via NL, coverage and depth of analysis are 
competing. In case of complete coverage (any domain and any kind of structuring of 
the data, from Web pages to structured DB), the current technology puts at disposal 
mainly keyword search, possibly enhanced via some morphological adjustment [6]. 
EuroWordNet has been used for overcoming the language barrier [13]. Also, 
taxonomic-ontological information has been used to exploit knowledge about 
subordinate terms [9]. Partial syntactic analysis has been proposed, as chunk parsing 
[1], in order to extract NP from pieces of text, so that complex descriptions may be 
used [2]. An overview of methods, tool and approaches for using ontologies in natural 
language understanding is [12]. 

On the other hand, in limited domains, deep NL understanding could be a 
reasonable approach. It is “knowledge intensive”, in the sense that the a wide-
coverage, robust grammar is needed for the language under investigation, as well as 
an ontology describing the domain. In this paper, we aim at showing that the approach 
is feasible, by describing a platform based on general linguistic and semantic tools. 
The Natural Language Processor that we describe is embedded within a dialogue 
system that keeps track of the interaction and of the user needs and decides when the 
information provided by the user is sufficient to access the data on the backend 
database. Moreover, the system includes a speech interface in order to enable the user 
to interact via voice through a telephone call. However, the present paper is focused 
on the linguistic processing, so that only a few details will be given about the whole 
system architecture. 
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One of the main features of the platform is the approach to multilinguality. Since 
the partners in the project involved the municipalities of Barcelona (Spain), Torino 
(Italy), and the London borough of Camden, four languages were selected for the 
prototype, i.e. Catalan, English, Italian, and Spanish. However, the original idea of the 
project was that new languages had to be added with limited effort, so the architecture 
had to constrain as much as possible the impact of language-dependent knowledge. 
The solution found requires, for any new language, the representation of lexical 
knowledge (which is, of course, language dependent) and the adaptation of the 
syntactic knowledge base (which, again, is largely language-dependent). 

After these pieces of language-dependent knowledge are used by the processor, the 
result is a syntactic tree, annotated with references to semantic concepts. The basic 
assumption is that, starting from this representation of the user’s input, the remaining 
part of the process can be carried out in a completely language-independent way. This 
remaining part concerns the actual representation of the meaning of the sentence, i.e. 
the actual process of semantic interpretation (apart from lexical access). The semantic 
interpretation is carried out on the basis of semantic knowledge stored in an ontology. 
It contains data about the types of events that the user may refer to (concerts, movies, 
theatre plays, etc.), to the dates and the places where they are given, and to the 
participants (e.g. the concert director) in the event. The ontology, is, of course, 
language independent, so that a new language can be added without affecting in any 
way the ontological knowledge base. In this way, we preserve the locality of linguistic 
knowledge and use effectively, in the interpretation process, in-depth ontological 
knowledge of the domain of application. 

Two modules that are worth mentioning, though they are not in the focus of this 
paper, concern the speech analysis and the translation of the abstract semantic 
representation (which we call Ontological Query) in terms understandable by the 
Dialogue Manager (DM) and useful for accessing the Backend database that stores 
the actual data about the cultural events. The first module gets the sound stream and, 
according to a compiled probabilistic language model returns the most probable string 
corresponding to the input. Then, this string is treated as if it were a textual input (so 
that the same syntactic-semantic interpreter is used in both cases). The DM models 
the dialogue in terms of “attributes”, i.e. feature-value pairs: the dialogue manager 
collects these pairs and, according to the pairs obtained so far, decides if another 
question must be asked to the user (so that the dialogue continues), or the collected 
information is sufficient for an efficient access to the backend DB. Some more details 
about this last module will be given in section 5. 

This paper aims at describing the way the ontological query is built, starting from 
the input string.  In fig.1, we report the architecture of the whole system. (some details 
about the parser are reported in [7]). 

2   Multilinguality 

The parser that analyses the input is a robust chunk-based parser that produces a 
dependency tree, i.e. a tree such that, approximately, each word of the input sentence 
corresponds to a node of the tree, and viceversa. Dependency parsing has received 
great attention in the linguistic literature (e.g. [11], [5]); among its features, the one 
which is most relevant here is the strict correspondence between a dependency tree 
and a predicate-argument structure. 



184 L. Lesmo and L. Robaldo 

PARSER

Annotated Tree

SEMANTIC
INTERPRETER

Ontological Query

English/Italian/
Spanish/Catalan 
   sentence

Ontology

 ONT-TO-DB 
TRANSLATOR

Database Query

Ont-DB
Mapping

DBMS

English

common

Italian

Spanish Catalan

Grammar

Text Speech

 

Fig. 1. The architecture of the system 

In order to describe in a clearer way the operations of the system, in this paper we 
follow the processing steps for the sentence: 

• "Can you tell me which cabaret events I can see tomorrow?" 
• "Puoi dirmi che spettacoli di cabaret posso vedere domani?" 

The syntactic analysis is carried out in two main steps. First, chunks corresponding to 
non-verbal subtrees are built, then they are assembled in a whole connected structure 
using information about verbal subcategorization. The first step produces the 
following result on the example sentence: 

• CouldV-modal-past  [youPron-2nd]Pron tellV-inf  [mePron-1st-dative]Pron [whichAdj-interr  

cabaretNoun  eventsNoun]N-group
1
 [IPron-1st-nom]Pron canV-modal-pres seeV-inf  

[tomorrowAdv]A-group? 

• PuoiV-modal-2nd-sing-pres  dirV-inf  [miPron-1st-dative]Pron [cheAdj-interr  spettacoliNoun  [diPrep  

cabaretNoun]P-group ]N-group possoV-modal.1st-sing-pres [vedereV-inf  [domaniAdv]A-group? 

Actually, the chunks are internally structured as subtrees. For space reasons, this 
structure will be presented only in the final result of the analysis (see fig.2). Before 
the second step, some heuristic rules take care of determining clause boundaries, as 
shown below: 

                                                           
1 The label N-group roughly corresponds to NP. It has been adopted to recall that we are 

working with dependency structures, and not with standard constituents. 



 Use of Ontologies in Practical NL Query Interpretation 185 

• {CouldV-modal-past  [youPron-2nd]Pron  

          {tellV-inf  [mePron-1st-dative]Pron  

            {[whichAdj-interr cabaretNoun  eventsNoun]N-group [IPron-1st-nom]Pron canV-modal-pres 

                          {seeV-inf  [tomorrowAdv]A-group?}}}} 

• {PuoiV-modal-2nd-sing-pres  

        { dirV-inf  [miPron-1st-dative]Pron  

            {[cheAdj-interr spettacoliNoun[diPrepcabaretNoun]P-group ]N-grouppossoV-modal.1-sing-pres    

                     { [vedereV-inf  [domaniAdv]A-group?}}}} 

Finally, subcategorization information is applied. Since “to can” is a modal-verb, it 
expects two arguments: a nominal group and a verbal group headed by an infinite 
verb. In the English version, the two arguments are found, while in Italian the first 
one is missing (pro-drop), so a trace is inserted. This trace (Italian) and “you” 
(English) are linked to the verb via a verb-subj arc, while the governed subordinate is 
linked via verb+modal-indcompl (fig.2). The “to tell” (dire) verb licenses three 
arguments: verb-subj, verb-obj, and verb-indobj (where verb-obj can be either a N-
group or a V-group, and verb-indobj must either be in the dative case, or be 
introduced by a suitable preposition). Moreover, a movement is induced by the 
governing modal, so that verb-subj is filled by a trace co-referring to the verb-subj of 
the modal. The match of the expected arguments with the input produces the linking 
of “me” (“mi”) as verb-indobj, and the inner clause governed by “to can” (potere) as 
vern-obj (see fig.2). Finally, the inner clause is analysed in similar way2. 

The dependency tree of the English example is shown in fig.2. In the tree, there 
appear the three traces mentioned above. The labels on the arcs are organized in order 
to mark the syntactic/semantic role of the dependent with respect to the governor [3]. 
The labels seem to be reasonably readable. We note that we keep apart arguments via 
the arg or indcompl component of the label (verb-subj, verb-obj, and verb-indobj are 
implicitly arg) from adjuncts (called “modifiers”, see the advb-rmod-time label in the 
figure). Note that the Noun Groups are headed by the determiner, an approach which 
is widely accepted in dependency grammar (see, for instance [5]). 

Could you tell me which cabaret concerts I can see tomorrow? 

The parser was not developed expressly for the project, but it is a wide-coverage 
parser used for parsing general texts. It has been used for supporting the construction 
of the TUT Italian Treebank [4], and a small set of annotated sentences exist for 
English. During the project activity, it was extended to cover Spanish and Catalan. It 
includes about 300 chunking rules, 70% of which are common to different languages, 
while 30% are language specific.  

                                                           
2 The match between the expected arguments and the input structure is much more complex 

than this, since it has to take into account transformations (e.g. passivization) and adjuncts. 
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Fig. 2. The dependency tree of 

3   Semantic Knowledge 

The description of the domain is contained in an ontological KB. Since the whole 
NLP component of the system was developed in LISP, the  ontology has been 
implemented in LISP3. However, in order to have a friendly interface for maintaining 
it, a translator from OWL ([10]) to LISP has been implemented, by the ISOCO 
partners of the Project. We adopt here a graphical representation similar to KL-one 
(see fig.3) in order to increase readability.  In the figure, we include some concepts 
needed to cover the analysis of our example. Note, in particular, the role of 
descriptions. They have been introduced in order to keep apart the concept itself from 
the way it can be “communicated” outside (e.g. to the user)4. See the &description 
relation, whose range is a subconcept of ££datatype.  

In order to get access to the ontology, the syntactic tree (see fig.2) is annotated 
with word meanings. The mapping is simply expressed as a mapping between words 
and concepts (nodes) in the ontology. It is just a set of pairs <word concept>, as 
shown in fig.4, where the ££ prefix marks concepts in the ontology5. With respect to 
semantic ambiguity, it is represented by including in the table a list of concepts in a 
 

                                                           
3 The ontology used in the current prototype includes about 210 concepts and 95 relations. 

Relations (e.g. event-day, in fig.3) are implemented, in the LISP version, as concepts having 
explicit range and domain links to other concepts. With respect to instances, their number is 
not fixed, since it depends on the current content of the Backend DB (currently, there are 
about 2000 instances, but see footnote 1 above). 

4 In the figure, we have omitted for space reasons the ££, & and £ prefixes the we use as 
mnemonics to keep apart concepts, relations, and instances. 

5 The correspondence between the English dictionary and the concept names is only aimed at 
enhancing readability; nothing changes in the behaviour of the system, in case a name such as 
££location is consistently changed into &%$X7723. 
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Fig. 3. A portion of the Ontology 

Italian English Concept

potere can ££can
dire tell ££tell

cabaret cabaret ££cabaret
domani tomorrow £tomorrow

… … …
 

Fig. 4. The word (stem) to concept mapping. Shown only for Italian and English. Similar tables 
exist for Spanish and Catalan. 

single row. So, the lemma “theatre” corresponds to the pair <££theatre ££theatre-
loc>, where the first one is the artistic genre, while the second is the physical place. 

Not much has been done to date to handle non-content words (as articles and, at 
least in part, prepositions), which deserve further study. However, as a first solution, 
for prepositions we adopted a two-level solution: preposition in a language are 
mapped to a language-independent preplate table that, given two concepts connected 
via the preposition, returns a list of possible connecting relations. For instance, Italian 
“di”, English “of”, and Spanish “de” are mapped to --of-relation. In the preplate table, 
 

 



188 L. Lesmo and L. Robaldo 

it is specified that when --of-relation is used to connect, e.g. ££office and ££complex-
event, it has to be interpreted as a reference to &has-office6. 

4   Semantic Interpretation 

The semantic interpreter takes apart two different types of user input: information 
givings and queries. This is due to the fact that, during the dialogue flow, two main 
situations may arise: the user asks an explicit question (usually at the beginning of the 
dialogue) as “Which concerts of classical music may I see?”, or s/he answers a 
previous system question, as “Tonight or tomorrow”, in reply to “When do you want 
to see it?”. In the first case, a full query must be built, since the system could, in 
principle, access the DB (in case sufficient information was provided); in the second 
case, the provided data must be integrated in the previously collected pieces of 
information. Note that the dialogue is user-driven: in principle, the user can start with 
any sentence, without explicit requests from the system. For instance, simple noun 
groups as “Concerts of January 25” are interpreted as full queries. However, the two 
classes of inputs are not kept apart on the basis of syntactic structure: “I would like to 
know which concerts take place on January 25” is interpreted in the same way as 
“Concerts of January 25” or as “Which concerts take place on January 25?” or as 
“Could you please tell me which concerts take place on January 25?”.  

According to this categorization, two different kinds of Ontological queries are 
built. In case of answers, we get the following structure: (ABOUT … WHERE …), 
while in case of queries we get (SELECT … FROM … WHERE …). Since the first 
structure is simpler, we focus the description on the second one. It is clear that the 
second form mirrors classical DB query languages. In fact, in a version of the system 
not based on dialogue, the single user input was always interpreted as full DB query 
(see [8]). However, the structure is general enough to cope with any kind of request, 
since it keeps apart the focused concept (FROM clause), what is asked about it 
(SELECT clause) and what are the criteria for choosing the specific individuals of 
interest (WHERE clause). Our example produces the query: 

SELECT  
     (domain-of &simple-ev-description range ££simple-ev-descr subclass-of  $string) 
FROM ££simple-event 
WHERE 
     (££simple-event subclass-of ££event (cardinality pl) has-subclass ££simple-event 
           (and ((  has-subclass ££theater-play  has-subclass $$cabaret-play  ) 

      ( domain-of &event-day  range ££day domain-of &day-description 
                   range ££day-descr (eq £tomorrow))))) 

In this Ontological Query, the focused concept is ££simple-event. A ££simple-event 
is externally given as a ££simple-ev-descr, which is a subclass of $string (the $ 
prefix identifies basic datatypes), which is connected to ££simple-event via the 

                                                           
6 The fact that the preplate table is language-independent has not to be taken as a theoretical 

claim. It is clear that “of” in English has a different meaning than “de” in Spanish. But this 
has been proven as a viable solution in the application domain. 
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££simple-ev-description relation7. The WHERE clause gives the ontological 
specification of the relevant events. It expresses the path that links the ££simple-
event concept to the subtype ££cabaret and to the time £tomorrow.  

The construction of the query is based on a separation between the topic and the 
focus of the sentence. In our example, "Which events" is the topic, while the focus is 
built by combining "cabaret" and “tomorrow”. Usually, the topic is marked by a 
question element, i.e. an adverb (“where"), or a question adjective ("which" in our 
example), while the focus is given by other dependents. However, in order to build up 
the ontological query, it is more useful to think in terms of “goal” and “restrictions”. 
The goal consists in the semantic “head” of the focus, while the restrictions are 
determined on the basis of possible modifiers of the head plus other components of 
the sentence8.  The interpretation process is carried out in two main steps: first the 
syntactic tree is annotated with semantic information, then the annotated tree is used 
to produce the ontological query.  

The input sentence often includes elements which are not useful for determining 
topic and focus, as, for instance, "Puoi dirmi" (can you tell me), "Vorrei sapere" (I 
would like to know), "per favore" (please). Some of these elements are governors of 
the actual query sentence (i.e. they occur higher in the parse tree). Others (as 'please') 
depend on the main verb of the sentence. The first step of the translator is to travel 
down the tree in order to skip the upper elements. When the actual top verb (the 
useful one) is found, then the query elements are sought  below it. The topic and the 
focus are interpreted separately, but some join element is used. In this example, the 
join element is the word “events” (spettacoli), which, in the tree, has been associated 
with the concept ££event during the annotation phase. Intuitively, the sentence is 
interpreted as follows: 

a) what is desired is the “which” (list) of some “events” 
b) the involved “events” are of type “cabaret” and must occur “tomorrow” 

Now, the problem is to find two subpaths, the first describing how is built an event 
list (i.e. how can it be given in a readable way) and the second that links “events” to 
“cabaret” (notice that, until now, we do not know that cabaret is a subtype of event, 
cfr. “evening events”), and to “tomorrow”. We adopted two different solutions. 

As concerns the path from a concept to a “goal” (i.e. useful information) we 
adopted a knowledge-intensive solution, in the sense that an additional knowledge 
repository has been built that contains information about the reasonable answer. Note 
that this is a kind of inverse index, where ontology concepts are the keys and paths 
from concepts to basic data types are indexed. So that the number of entries cannot 
exceed the number of concepts in the ontology. In the case of the example, it specifies 
the path from ££simple-event: 

££simple-event domain-of &simple-ev-description range ££simple-ev-descr 
subclass-of  $string 

                                                           
7 About 35 concepts in the ontology are related to descriptions. 
8 Some yes/no questions are handled as implicit requests of information. So, in Ci sono concerti 

al Regio domani?[Are there concerts at the Regio tomorrow?], in case the answer is 
affirmative, the list of relevant concerts are returned. 
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This is intended to mean that simple events have an associated description (their 
name), which is a string. 

For what concerns the “restriction” of the query, i.e. the part regarding the fact that 
the event is related to cabaret and has to occur tomorrow), we adopted a substantially 
different approach, i.e. we assumed that it is possible to automatically find a path 
from the concept ££event and the concept ££cabaret  (and from ££event to 
£tomorrow). This is carried out by looking for the shortest path connecting the two 
concepts in the ontology (without counting subclass-of links, in order to account for 
inheritance). In our example, this is done twice. First, the shortest path between 
££event and ££cabaret-play  is looked for9. This returns the following path: 

££event  has-subclass ££simple-event has-subclass ££theater-play has-subclass  
££cabaret-play 

Then, the path from ££event to £tomorrow is retrieved in an analogous way. The 
result is the following: 

     ££event has-subclass ££simple-event domain-of &event-day range ££day  
     domain-of &day-description range ££day-descr (eq £tomorrow) 

Then since we have two subconditions, the “and” logical connective is including in 
the resulting ontological query, and the result is simplified by merging the common 
prefix. 

With respect to semantic ambiguity, we note that the strategy described above has 
been successful in disambiguation, by launching the search for the shortest path on 
the ambiguous concepts (e.g. from ££event to <££theatre-play ££theatre-loc> wrt. 
from ££location to <££theatre-play ££theatre-loc>). We repeat, however, that this is 
useful on limited domains, while semantic disambiguation requires more complex 
techniques in unrestricted domains. 

5   Translation into Attributes 

In this short section, we provide some details about the last step of the process, i.e. the 
translation of the Ontological Query into objects usable by the Dialogue Manager. 
Although this is not the focus of the paper, it is useful to understand in what sense the 
Ontological Query is independent not only of the particular language, but also of the 
processes that lead to the actual access to the requested data. 

The Dialogue Manager (DM) is based on <feature, value> pairs. These objects are 
collected by the DM, in order to enable the access to the data base of events. Upon 
receiving a set of pairs from the NL processor, it checks of the number of items that 
will be retrieved by using the pairs as selection criteria is below a certain threshold. In 
such a case, the database is accessed and the results are returned to the user, who is 
then asked if s/he wants further details. If the retrieved items are too many to be 
successfully presented to the user (e.g a list of 100 titles), then the DM asks for 
further conditions (e.g. constraints on the date, the place, the type of event). 

                                                           
9 Note that in the Italian version, during the interpretation of “spettacoli di cabaret” the preplate 

table mentioned above is used. 
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The mapping from the ontological query to the DM objects is represented as 
simple patterns associated with the concepts that may appear in the query. Two 
examples of such mappings are reported below.  

      (££cabaret-event (|channelName| "theatre") (|subChannelName| "cabaret")) 
      (£tomorrow  (|date| (fun (get-tomorrow-date)))) 

The first example is the simplest one, where to the concept ££cabaret-event the 
attributes |channelName|, and |subChannelName|,  with values “theatre”  and 
“cabaret” are associated. In the second example £tomorrow is associated with a 
procedure (get-tomorrow-date) that gets the absolute expression for the tomorrow 
date and associates it to the |date| attribute. The final result of the translation is 
reported below. 

(  (|queryFocus| (|date| |subchannelName| |channelName|)) 
    (|channelName| "theatre")  
    (|subchannelName| "cabaret") 
    (|date| |20070424|)   ) 

6   Conclusions 

This paper describes a multilingual system enabling a user to ask for information 
either via voice or via written queries in a limited domain. The main features of the 
system are the modular approach, allowing for extensions to new language without 
concern to the conceptual description of the domain (apart the mapping from word to 
concepts), and the exploitation of an ontological knowledge base as a way to express 
the queries in a language-independent and DB-independent way. The last feature, 
which has not been in the focus of the paper,  is particularly important in the present 
phase of the project, where a new version of the Dialogue Manager is being 
implemented. In fact, the current architecture allows us to carry out the required 
changes without affecting in any way the syntactic-semantic module. Also, the 
ontology proper is not affected in any way, since the features of the application 
domain remain the same, and the only modifications concern the mapping between 
concepts and objects used by the dialogue manager (the <attribute, value> pairs). 

The actual implementation of the system shows that the current technology 
(including, beyond the modules that have been described in the paper, the speech 
interface) is able to provide the basis for deep syntactic and semantic analysis, 
overcoming, in limited domains, the problems associated with simple keyword search 
or with shallow linguistic processing. 

We must stress again that the grammars used for the syntactic analysis were not 
designed for the project, but they are wide-coverage grammars able to cope with any 
type of text. Only some limited refinements were needed to cope with the peculiarities 
of the application domain. This is further evidence for the claim that current linguistic 
resources can really be applied to different kinds of applications. This has in fact been 
verified in the last phase of the project, where the system has been applied to a 
completely different application domain (a service that allows user to ask for support 
in the collection of large objects being thrown away by the user). 
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However, one of the main drawbacks of the current implementation is its failure to 
have the ontology linked to a well-founded top-level ontology. A work which is 
planned for the next future is its integration with the DOLCE top-level 
[http://www.loa-cnr.it/DOLCE.html]. 

Finally, we remind that the system does not include four separate grammars, but a 
single one, including specific rules for different languages. This is, of course, 
favoured by the fact that all involved languages are western languages and, in 
particular, Catalan, Italian, and Spanish have strong similarities. We are currently 
planning, with the support of a new international project, to check the approach also 
on Hindi, i.e. a language having very different features. 
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Abstract. Complex networks like the scale-free model proposed by Barabasi-
Albert are observed in many biological systems and the application of this 
topology to artificial neural network leads to interesting considerations. In this 
paper, we present a preliminary study on how to evolve neural networks with 
complex topologies. This approach is utilized in the problem of modeling a 
chemical process with the presence of unknown inputs (disturbance). The 
evolutionary algorithm we use considers an initial population of individuals 
with differents scale-free networks in the genotype and at the end of the 
algorithm we observe and analyze the topology of networks with the best 
performances. Experimentation on modeling a complex chemical process 
shows that performances of networks with complex topology are similar to the 
feed-forward ones but the analysis of the topology of the most performing 
networks leads to the conclusion that the distribution of input node information 
affects the network performance (modeling capability). 

Keywords: artificial life, complex networks, neural networks. 

1   Introduction 

Artificial Neural Networks (ANN) and Evolutionary Algorithms (EA) are both 
abstractions of natural processes. They are formulated into a computational model so 
that the learning power of neural networks and adaptive capabilities of evolutionary 
processes can be harnessed in an artificial life environment. “Adaptive learning”, as it 
is called, produces results that demonstrate how complex and purposeful behavior can 
be induced in a system by randomly varying the topology and the rules governing the 
system. Evolutionary algorithms can help determine optimized neural network 
architectures giving rise to a new branch of ANN known as Evolutionary Neural 
Networks [1] (ENN). It has been found [2] that, in most cases, the combinations of 
evolutionary algorithms and neural nets perform equally well (in terms of accuracy) 
and were as accurate as hand-designed neural networks trained with backpropagation 
[3]. However, some combinations of EAs and ANNs performed much better for some 
data than the hand-designed networks or other EA/ANN combinations. This suggests 
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that in applications where accuracy is a premium, it might pay off to experiment with 
EA and ANN combinations. A new and very interesting research area which recently 
emerged is that of Complex Networks (CN). CN (mainly scale-free networks) are 
receiving great attention in the physics community, because they seem to be the basic 
structure of many natural and artificial networks like proteins, metabolism, species 
network, biological networks  [4, 5, 6], the Internet, the WWW, the e-mail network, 
metabolic networks, trust network and many more [7].  

In this context, using complex ANN topologies driven by evolutionary 
mechanisms is a new idea and we used them in order to model complex processes. 

2   The Methodology 

In this context, the goal of the proposed work is the study of evolutionary neural 
networks with a directed-graph based topology, obtained using an iterative algorithm 
similar to that proposed by Barabasi-Albert in 1999 [8].  

2.1   Complex Networks 

A unique definition of “complex network” doesn’t exist, this term refers to networks 
with non-trivial topology and high number of nodes and connections. However, 
complex networks can be classified, according to some topology descriptors, into two  
main classes : Small World and Scale Free. 

The most important topology descriptors are: the node degree distribution, the 
shortest path length and the clustering coefficient. 

Properties of these networks are often compared with random graphs [9] that are to 
be considered “simple” networks. Random networks have a Poisson node degree 
distribution, a small shortest path length and a small clustering coefficient. 

Small World networks [4, 10] have a Poisson node degree distribution, a small 
shortest path length and a high clustering coefficient. They are in the middle between 
regular and random networks (see Figure 1) and it has been shown [4] that this 
topology is the optimal one for communication tasks. 

 

Fig. 1. Networks topologies 

The scale-free model [11] have a node degree distribution which follows the power 
law distribution. It means that we have few nodes with high connectivity (hubs)  
and many nodes with few links (see Figure 2). These networks show the so-called 
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“small-world” property [4], every two nodes of the network are placed at a distance of 
a relative small number of edges. These types of networks are receiving great 
attention in the physics community, because many networks have been reported 
recently to follow a scale free degree distribution. Just as examples we can cite the 
Internet, the WWW, the e-mail network, metabolic networks, trust network and many 
more [7]. Their inspiring philosophy could be synthesized in the sentence “the rich 
gets richer”, because each node has a probability to get a new link that is proportional 
to the number of its current links. 

 

Fig. 2. Scale free network  

In this study, we focussed on scale-free networks. 

2.2   The Algorithm 

We used ANNs based on a complex network created with the algorithm whose 
pseudo-code is shown in Table 1. The algorithm starts creating an initial set of nodes 
connected each other and then each added node is connected with a selected 
destination node with a preferential-attachment function: this function defines the 
probability that a node in network receive a link from a newly inserted node [8, 12]. 
The analytic form of this function is: 

 ( ) i
i

jj

k
k

k

α

αΠ =
∑

                                                    (1) 

In this function ki is the degree of node i. This function is monotonically increasing, 
the α parameter influences the numbers of dominant hubs with high connectivity. In 
figures 3 e 4 we show the node degree distributions of networks with 4000 nodes built 
with the presented algorithm with different α values, fitting with a power function like 

γ−k  is shown in following plots (figures 3, 4).  
The output node of the network is randomly chosen after the insertion of the 

nodes of the hidden layer. At the selection of the output node, input nodes are 
inserted. 
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Table 1. Algorithm pseudo-code 

BEGIN
/* Initial set of nodes */ 
FOR i = 1 to m

0

ADD node
i

CONNECT node
i
 to ALL 

END FOR 
/* Add nodes and connect them with PA function */ 
FOR i = 1 to TOTAL_NODES 

ADD node
i

FOR j = 1 to m 
x = GET_NODE_WITH_PREFERENTIAL_ATTACHMENT
CONNECT node

i
 to node

x

CONNECT node
x
 to node

i

END FOR 
END FOR 
/* Select output node */ 

 x = RANDOM(TOTAL_NODES)
OUTPUT_NODE = node

x

/* Add and connect input nodes */ 
CASE INPUT_CONNECTION_TYPE OF:

/* CONNECTION TYPE A */ 
A: ADD ALL_INPUT_NODES 
FOR i = 1 to m 

x = RANDOM(TOTAL_NODES)
CONNECT ALL_INPUT_NODES to node

x

END FOR 
/* CONNECTION TYPE B */ 
B: FOR i = 1 to TOTAL_INPUT_NODES 

ADD input_node
i

FOR j = 1 to m 
x = GET_NODE_WITH_PREFERENTIAL_ATTACHMENT
CONNECT input_node

i
 to node

x

END FOR 
END FOR 

END CASE 
END

 

 

Fig. 3. Degree distribution of a 4000 nodes network created with α = 1 fitted with a power-law 
function with gamma = 3.1 (dashed line) 
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Fig. 4. Degree distribution of a 4000 nodes network created with α = 1.2 fitted with a power-
law function with gamma = 4 (dashed line) 

 

Fig. 5. An example of complex neural network. Input nodes are black and the output node is 
grey. 

In this algorithm we considered two types of connections between the network and 
the input nodes (in the pseudo-code these methods are indicated by the variable 
INPUT_CONNECTION_TYPE). In case A we have all the input nodes connected to 
the same m nodes of the hidden layer. Otherwise in case B we have each input node 
linked to m random nodes of the hidden layer. 

A network created with this algorithm is presented in Figure 5.  
We used the values of the parameters presented in the Table 2 for the execution of 

the algorithm. 

2.3   The Evolutionary Environment 

The implemented evolutionary environment is an Artificial Life (ALIFE) environment 
[13]. This approach has been tested on the optimization of static well known 
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benchmarks,  as the Travelling Salesman Problem, the Chua’s circuit and the 
Kuramoto dynamical system [14], as well as real cases [15, 16, 17, 18]. The ALIFE 
context is a two-dimensional lattice (life space) representing a flat physical space 
where the artificial individuals (or autonomous agents) can move around. At each 
iteration (or life cycle), individuals move in the life space and, in case of meeting with 
other individuals, interaction occurs. Each individual has a particular set of rules that 
determines its interactions with other agents basically based on a competition for 
energy in relation to the performance value. Individuals can self-reproduce via 
haploid mutation which occurs only if the individual has an energy greater than a 
specific birth energy. In fact, during reproduction, an amount of energy equal to the 
birth energy is transferred from the parent to the child. In the haploid reproduction a 
probabilistic test for self reproduction is performed at every life cycle and a 
probabilistic-random mutation occurs on the genes according to the mutation rate and 
the mutation amplitude, which are evolutionary themselves [19]. When two 
individuals meet, fight occurs. The winner is the individual characterized by a greater 
value of performance and the loser transfers an amount of energy (fighting energy) to 
the winner. At every life cycle each individual age is increased and when the age 
reaches a value close to the average lifetime, the probability of natural death 
increases. This ageing mechanism is very important to warrant the possibility to lose 
memory of very old solutions and follow the process evolution. Another mechanism 
of death occurs when the individual reaches the null energy due to reproduction or 
fighting with other individuals. For interested readers, a detailed description of the 
methodology is reported in [15, 16]. The characteristic Artificial Life environment we 
used is called “Artificial Societies”, introduced in [20], but we made some 
modifications to the original one. In our implementation each individual of the initial 
population is initialized with a different network topology in his genotype. Initial 
networks are created with a value of the parameter m that varies from 2 to 6. Network 
weights and activation functions, but not the topology, are subject to random 
mutations and no crossover mechanism among different network topologies has been 
implemented because in the artificial life algorithm we used there is not present a bi-
sexual reproduction mechanism.  

Table 2. Parameters of the algorithm 

m0  4 
m  2-6 
α  1.2 
Life space dimension  25 x 25 
Initial population  215 

3   The Benchmark Model 

The model we used is a process consisting of two linearized Continuous flow Stirred 
Tank Reactor (CSTR) models in parallel (figure 4). The CSTR model describes an 
exothermic diabatic reaction of the first order and it is commonly studied for his 
characteristics [21, 22]. The equations, written in dimensionless form [23], are the 
following: 
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where x1, x2 and x3 are respectively dimensionless concentration, reaction temperature 
and cooling-jacket temperature. The first manipulated input is qc which represents the 
cooling-jacket flow rate and the second input q is the reactor flow rate. The output of 
the system is the dimensionless concentration x1. The other parameters are explained 
in Table 3 with the values we set. The model we used is represented in the schema in 
figure 6. As stated before, the process consists of two CSTR linearized models with 
different Damkholer numbers, therefore we have two different inertias (the length of 
the transient regime), one fast and one slow. In order to simulate a non-stationary 
environment (like most of real situations are), we consider the input q (reactor flow 
rate) of the CSTR model as “disturbance”, because it is not given to the neural 
models.  The whole output of the system, s(t), is the sum of the two CSTR’s output 
normalized between 0 and 1 and sampled every 0,3 s. 

 

Fig. 6. Model layout 

The system matrices of the model with “disturbance” are the following: 
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The reactor flow rate q (disturbance) is modeled as a train pulse of 0.1 Hz of 
frequency, 0.15 of amplitude and a pulse width of 40%. 

Both CSTR have in input a random step ranging between 0 and 0.5 every 6.5 

seconds. The step is filtered by a 
1

1

+s
 transfer function. 

Table 3. Model parameters 

Name Value Explanation

x1s 0.2028 Steady state of concentration

x2s 5 Steady state of reaction temperature

x3s 0.4079 Steady state of cooling-jacket temperature

x1f 1 Dimensionless reactor feed concentration

x2f 0 Dimensionless reactor feed temperature

x3f -1 Dimensionless cooling-jacket feed temperature

0.25-0.53 Damkholer number

qcs 0.9785 Steady state of cooling-jacket flow rate 

qs 1 Steady state of reactor flow rate

8 Dimensionless heat of reaction

0.3 Dimensionless heat transfer coefficient

1 10 Reactor to cooling jacket volume ratio

2 1 Reactor to cooling jacket density heat capacity ratio 

20 Dimensionless activation energy
 

The term k(·) represents the dimensionless Arrhenius reaction rate which 
corresponds to: 

1

( )

x
x

x e γκ
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=                                                                      (5) 
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4   Experimental Results 

The output of the network is the prediction of the signal s(t+h), with h the prediction 
horizon, and the inputs are the six past samples of the signal, s(t-1)…s(t-6). All the 
experimentations are carried out with the prediction horizon (h) as 5.  

We made a set of 10 tests and calculated the mean RMSE : 

M
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                                               (6) 

In Table 4 it is presented a comparison of the performance of different ANN 
typologies: feed-forward network, fully-connected network and scale free networks 
trained with ALIFE algorithm and feed-forward network trained with classic back-
propagation algorithm. An example of target signal and neural network output is show 
in figure 7. 

 
Fig. 7. Comparison between the model output and the output of the ANN (dotted line) 

Table 4. Performance comparison 

ANN typology RMSE 
Feed-forward network with ALIFE 0.039 
Feed-forward network with back-propagation 0.072 
Fully-connected with ALIFE 0.039 
ANN with scale-free topology with ALIFE 0.041 

 
At the end of the tests a topology analysis on the “best” networks was performed. 

In fact, natural selection mechanism, intrinsic in evolutive algorithms, generates a 



 Evolving Complex Neural Networks 203 

drastic reduction of the number of different topologies which are inside the solutions 
of the overall population. An example of this mechanism is shown in figure 8: on the 
horizontal axis time it is reported, while on the vertical axis there are the different 
network topologies. In this plot it is clearly shown the process leading to the 
elimination of most network topologies.  

An analysis of the average connectivity, the m parameter of tables 1 and 2, of the 
“best” networks shows that, at the end of 10 simulations, the value was 3.9, an 
outcome very close to the arithmetic mean (the m parameter ranges from 2 to 6). In 
this way, it seems that connectivity doesn’t affect the performance of the neural 
network. 

A network analysis considering parameters like clustering coefficient or shortest 
path length has not been performed because of the small dimension of the networks 
considered, in fact with small networks some parameters commonly used in complex 
networks analysis are to be considered not meaningful.  

Moreover, we analyzed the type of input nodes connection and we observed that 
the 80% of the “best” networks had used an input nodes connection of type B (see 
variable INPUT_CONNECTION_TYPE in the pseudo-code presented in Table 1), so 
after these tests we can see that input distributed information leads to a better 
performance than an information focussed on little sets of nodes. 

 

Fig. 8. Example of natural selection mechanism 

5   Conclusion 

Complex networks like the scale-free model proposed by Barabasi-Albert are 
observed in many biological systems and the application of this topologies to artificial 
neural network leads to interesting considerations.  

In this paper, we presented a preliminary study on how to evolve neural networks 
with complex topologies and in particular we focused on the scale-free model. As 
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benchmark we faced the problem of modeling a chemical process with the presence of 
unknown inputs (disturbance). The evolutionary environment has an initial population 
of individuals with differents scale-free networks in the genotype and at the end of the 
algorithm we observed and analyzed the topologies of networks with the best 
performances.  

The experimentation we did is to be considered only the beginning of the 
exploration of the union between neural networks and complex topologies. It is 
necessary to perform more extended tests and to compare the structures object of this 
paper with another optimization and modeling methods like kernel machines (SVRs).  

Testing showed that performances of complex networks on the proposed modeling 
problem are similar to those achieved with classic feed-forward networks. The 
possibility to perform topological analysis at the end of the evolutionary process, 
typical of the algorithms like that one we used, could be considered as  the basis for a 
profitably union between the two paradigms of cognitive systems par excellence: 
artificial neural networks and complex networks. In fact, the analysis at the end of a 
set of tests, showed on one hand that connectivity has little influence on the network 
performance, while on the other hand the input connectivity seems to be more 
effective. These results suggest a direction to the purpose of creating networks that 
are able to accomplish complex modeling tasks. 
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Abstract. The discovery of emerging patterns (EPs) is a descriptive
data mining task defined for pre-classified data. It aims at detecting pat-
terns which contrast two classes and has been extensively investigated
for attribute-value representations. In this work we propose a method,
named Mr-EP, which discovers EPs from data scattered in multiple ta-
bles of a relational database. Generated EPs can capture the differences
between objects of two classes which involve properties possibly spanned
in separate data tables. We implemented Mr-EP in a pre-existing multi-
relational data mining system which is tightly integrated with a relational
DBMS, and then we tested it on two sets of geo-referenced data.

1 Introduction

The discovery of emerging patterns (EPs) is a descriptive data mining task
aiming at the detection of significant differences between objects belonging to
separate classes. EPs are introduced in [4] as a particular kind of patterns (or
multi-variate features) whose support significantly changes from one data class
to another: the larger the difference of pattern support, the more interesting the
patterns. Due to the sharp change in support, EPs can be used to characterize
object classes. For example, EPs have been used to predict the likelihood of dis-
eases such as acute lymphoblastic leukemia [13] and to explore high-dimensional
data such as gene expression data [12].

Several algorithms [18,4,10] have been proposed to discover EPs from data
belonging to separate classes (data populations) and stored in a single relational
table. Independent units of each data population Di are described by a fixed
vector S of explanatory attributes X1, X2, . . . , Xm and are tagged with a class
label Y = Ci. The EPs which distinguish a target data population Di from the
background data Dj are in the form P (GRDj→Di(P )), where P is a set of items
(P ⊆ S) and GRDj→Di(P ) is the support ratio (or growth rate) of P over Dj

to Di. Formally GRDj→Di(P ) = sDi
(P )

sDj
(P ) , where sDi(P ) (sDj (P )) is the support

of P on Di (Dj). Since an item refers to an attribute-value pair, the itemset P
can be interpreted as a conjunction of attribute values. Formally, given a growth
rate threshold minGR ≥ 1, an EP from Dj to Di is an itemset P whose growth
rate from Dj to Di is greater than minGR.

Although research on EPs has reached relative maturity over the last years,
there is still a number of interesting issues which remain open. One issue concerns

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 206–217, 2007.
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the need to face the challenges of real-world data mining tasks involving complex
and heterogeneous data with different properties which are modeled by as many
relations as the number of object types. Mining data scattered over the multiple
tables of a relational database (relational data) poses the problem of taking into
account attributes of related (i.e. task-relevant) objects when investigating prop-
erties of some reference objects which are the main subject of analysis. Classical
EPs discovery methods do not distinguish task-relevant from reference objects,
nor do they allow the representation of any kind of interaction. Therefore, we
propose to resort to a Multi-Relational Data Mining (MRDM) approach [6] in
order to deal with both relational data and relational patterns.

In this paper, we propose a novel method, called Mr-EP (Multi-Relational
Emerging Patterns), which discovers EPs from relational data and is capable to
capture the change in properties of separate classes of data spanned in multiple
data tables. The class variable is associated with the reference objects, while
explanatory attributes refer to either the reference objects or the task-relevant
objects which are someway related to the reference objects. The structural in-
formation required to mine such relational EPs can be automatically obtained
from the database schema by navigating foreign key constraints. For each class,
relational EPs are expressed as SQL queries stored in XML format.

The paper is organized as follows. In the next section the background of this
research and related works are discussed, while in Section 3 the problem of EPs
discovery is formalized in the multi-relational framework. Relational emerging
patterns discovery is described in Section 4. Lastly, experimental results are
reported in Section 5 and then some conclusions are drawn.

2 Related Works

The combination of relational representation with pattern discovery has been
deeply investigated for several data mining tasks. Data mining research has
provided several solutions for the task of frequent pattern and association rule
discovery both in a propositional and a relational setting, but, at the best of our
knowledge, this work represents the first attempt at extracting relational EPs.

In [1], a frequent pattern is defined as an itemset whose support is greater than
a predefined minimum threshold value (minimum support), while an association
rule is an implication in the form A⇒ C(s, c), where A and C are itemsets and
A∩C = *. The support s provides an estimate of the probability p(A∪C), while
the confidence c provides an estimate of the probability p(C|A). An association
rule A → C (s%, c%) is strong if the pattern A ∪ C (s%) is frequent and the
confidence of the rule is greater than a predefined minimum threshold value
(minimum confidence).

The two best known association rule discovery methods defined in the rela-
tional framework are WARMR [3] and SPADA [14]. They are both based on an
Inductive Logic Programming (ILP) approach, where both data and background
(or domain) knowledge is represented in a first-order logic formalism, such as
Horn clausal logic. Relational frequent patterns are discovered according to the
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levelwise method described in [16], which consists in a level-by-level exploration
of the lattice of patterns ordered by θ-subsumption [17]. Strong association rules
are then generated from frequent patterns.

Unlike frequent patterns and/or association rules which capture regularities
in data describing unclassified objects, EPs capture changes in data describing
objects of different classes. This adds one main source of complexity to the
learning task, since the monotonicity property does not hold for EPs. Suppose
a pattern P is not an EP from Dj to Di, that is, the growth rate of P from Dj

to Di is not greater than the user-defined threshold. For any super-pattern Q of
P (P ⊆ Q), its support is less than or equal to that of P for both classes Ci and
Cj , while its growth rate (the support ratio) is free to be any real value between
0 and ∞. Therefore, a superset of a non-EP may or may not be an EP.

In the seminal work by Dong and Li [4], EPs are discovered by assuming
that each data set is stored in a single data table. A border-based approach is
adopted to discover the EPs discriminating between separate classes. Borders
are used to represent both candidates and subsets of EPs; the border differential
operation is then used to discover the EPs. Zhang et al. [18] have described an
efficient method, called ConsEPMiner, which adopts a level-wise generate-and-
test approach to discover EPs which satisfy several constraints (e.g., growth-rate
improvement). Finally, Fan and Ramamohanarao [7] have proposed a method
which improves the efficiency of EPs discovery by adopting a CP-tree data struc-
ture to register the counts of both the positive and negative class.

A further direction of research concerns the usage of EPs in learning accurate
data classifiers [5,8,11,9]. EP-based classification is related to the associative
classification framework [15] where classifiers are built by carefully selecting high
quality association rules. The advantage of EPs over association rules is that EPs
provide features which better discriminate objects of distinct classes.

3 Problem Definition

In this work we assume that both reference objects and task-relevant objects
are tuples stored in tables of a relational database D according to a schema S.
The set R of reference objects is the collection of tuples stored in a table T of
D called target table. Similarly, each set Ri of task-relevant objects corresponds
to a distinct table of D. The inherent “structure” of data, that is, the relations
between reference and task-relevant objects, is expressed in the schema S by
foreign key constraints (FK). Foreign keys make it possible to navigate the data
schema and retrieve all the task-relevant objects in D which are related to a
reference object and, thus, are capable of discriminating between the values of
the target attribute Y .

Before providing a formal definition of the problem to be solved, some other
definitions need to be introduced.

Definition 1 (Key predicate). Let S be a database schema and T be a ta-
ble of S representing the target table for the task at hand. The “key predicate”
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associated with T in S is a first order unary predicate p(t) such that p denotes
the table T and the term t is a variable that represents the primary key of T .

Definition 2 (Structural predicate). Let S be a database schema and {Ti, Tj}
be a pair of tables in S such that there exists a foreign key FK in S between Ti and
Tj. A “structural predicate” associated with the pair of tables {Ti, Tj} in S is a
first order binary predicate p(t, s) such that p denotes FK and the term t (s) is a
variable that represents the primary key of Ti (Tj).

Definition 3 (Property predicate). Let S be a database schema, Ti a table
of S and ATT be an attribute of Ti which is neither primary key nor foreign
key for Ti in S. A “property predicate” associated with the attribute ATT of the
table Ti is a binary predicate p(t, s) such that p denotes the attribute ATT , the
term t is a variable representing the primary key of Ti and s is a constant which
represents a value belonging to the range of ATT in Ti.

A relational pattern over S is a conjunction of predicates consisting of the key
predicate and one or more (structural or property) predicates over S. More
formally, a relational pattern is defined as follows:

Definition 4 (Relational pattern). Let S be a database schema. A “relational
pattern” P over S is a conjunction of predicates:

p0(t01), p1(t11, t12), p2(t21, t22), . . . , pm(tm1, tm2)

where p0(t01) is the key predicate associated with the target table of the task at
hand and ∀i = 1, . . . ,m pi(ti1, ti2) is either a structural predicate or a property
predicate over S.

Henceforth, we will also use the set notation for relational patterns, that is, a
relational pattern is considered a set of atoms.

Definition 5 (Key linked predicate).
Let P = p0(t01), p1(t11, t12), p2(t21, t22), . . . , pm(tm1, tm2) be a relational pat-
tern over the database schema S. For each i = 1, . . . ,m, the (structural or prop-
erty) predicate pi(ti1, ti2) is “key linked” in P if

– pi(ti1, ti2) is a predicate with t01 = ti1 or t01 = ti2, or
– there exists a structural predicate pj(tj1, tj2) in P such that pj(tj1, tj2) is

key linked in P and ti1 = tj1 ∨ ti2 = tj1 ∨ ti1 = tj2 ∨ ti2 = tj2.

Definition 6 (Completely linked relational pattern). Let S be a database
schema. A “completely linked” relational pattern is a relational pattern P =
p0(t01), p1(t11, t12), . . . , pm(tm1, tm2) such that ∀i = 1 . . .m, pi(ti1, ti2) is a
predicate which is key linked in P .

Definition 7 (Relational emerging patterns). Let D be an instance of a
database schema S that contains a set of reference objects labeled with Y ∈
{C1, . . . , CL} and stored in the target table T of S. Given a minimum growth
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rate value (minGR) and a minimum support value (minsup), P is a “relational
emerging pattern” in D if P is a completely linked relational pattern over S

and some class label Ci exists such that GRDi→Di(P ) > minGR and sDi(P ) >
minsup, where:

– Di is an instance of database schema S such that Di.T = {t ∈ D.T |D.T.Y =
Ci} and ∀T ′ ∈ S, T ′ 
= T : Di.T

′ = {t ∈ D.T ′| all foreign key constraints FK
are satisfied in Di}.

– Di is an instance of database schema S such that Di.T = {t ∈ D.T |D.T.Y 
=
Ci} and ∀T ′ ∈ S, T ′ 
= T : Di.T

′ = {t ∈ D.T ′| all foreign key constraints FK
are satisfied in Di}.

The support sDi(P ) of P on database Di is computed as follows:

sDi(P ) =
|OP |
|O| , (1)

where O denotes the set of reference objects stored as tuples of Di.T , while OP

denotes the subset of reference objects in O which are covered by the pattern P .
The growth rate of P for distinguishing Di from Di is the following:

GRDi→Di(P ) =
sDi(P )
sDi

(P )
(2)

As in [4], we assume that GR(P ) = 0
0 = 0 and GR(P ) = >0

0 = ∞.
The problem of discovering relational EPs can now be formalized as follows.

Given:

– a relational database D with a data schema S,
– a set R of reference objects tagged with a class label Y ∈ {C1, C2, . . . , CL},
– some sets Ri, 1 ≤ i ≤ h of task-relevant objects,
– a pair of thresholds, that is, the minimum growth rate (minGR ≥ 1) and

the minimum support (minsup > 0).

Find:
the set of relational emerging patterns which discriminate between reference
objects belonging to distinct classes in D.

In this work, we resort to the relational algebra formalism to express a rela-
tional emerging pattern P by means of an SQL query. The SELECT statement
selects primary key values for distinct reference objects of the task at hand. The
FROM statement describes the joins between all the tables of S which are in-
volved in P (i.e., the target table associated with the key predicate and the tables
which are included in separate structural predicates of the pattern P ). A struc-
tural predicate is translated into a join condition. The property of linkedness in
relational patterns guarantees the soundness of joins. The WHERE statement
describes the conditions expressed in the property predicates. Reference objects
contributing to the support of the EP on each Di are obtained as result set by
running this SQL query on the database instance Di.
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Example 1. Let us consider a set of molecules (reference objects) described in
terms of the “logP” property and the “mutagenicity” class. Each molecule is
composed by one or more atoms (task-relevant objects) and each atom is de-
scribed by the “charge”. An example of relational pattern P is the following:

molecule(MolID), logPInMolecule(MolId,[5..10[),atom(MolId,AtomId1),
chargeInAtom(AtomId1,[3.2,5.8[),atom(MolID,AtomId2),
chargeInAtom(AtomId2,[5.0,7.1[)

P can be expressed by means of the SQL query:
SELECT distinct M.MolID
FROM (Molecule M INNER JOIN Atom A1 on M.MolId=A1.MolId)

INNER JOIN Atom A2 on M.MolId=A2.MolId
WHERE M.logP>=5 AND M.logP<10 AND

A1.Charge >=3.2 AND A1.Charge<5.8 AND
A2.Charge >=5.0 AND A2.Charge<7.1

4 Relational EPs Discovery

We address EP discovery by adapting the algorithms proposed for frequent pat-
tern discovery to the special case of EPs. The blueprint for the frequent patterns
discovery algorithms is the levelwise method [16] that explores level-by-level the
lattice of patterns ordered according to a generality relation (�) between pat-
terns. Formally, given two patterns P1 and P2, P1 � P2 denotes that P1 (P2)
is more general (specific) than P2 (P1). The search proceeds from the the most
general pattern and iteratively alternates the candidate generation and candi-
date evaluation phases.

In this paper, we propose an enhanced version of the aforementioned level-
wise method which works on EPs rather than frequent patterns. The space of
candidate EPs is structured according to the θ-subsumption generality order
[17].

Definition 8 (θ-subsumption). Let P1 and P2 be two relational patterns on a
data schema S such that both P1 and P2 are key completely linked patterns with
respect to a target table T in S. P1 θ-subsumes P2 if and only if a substitution
θ exists such that P2 θ ⊆ P1.

Having introduced θ-subsumption, we now go to define generality order between
completely linked relational patterns.

Definition 9 (Generality order under θ-subsumption). Let P1 and P2
be two completely linked relational patterns. P1 is more general than P2 under
θ-subsumption, denoted as P1 �θ P2, if and only if P2 θ-subsumes P1.

θ-subsumption defines a quasi-ordering, since it satisfies the reflexivity and transi-
tivitypropertybutnot theanti-symmetricproperty.Thequasi-orderedset spanned
by �θ can then be searched according to a downward refinement operator which
computes the set of refinements for a completely linked relational pattern.
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Definition 10 (Downward refinement operator under θ-subsumption).
Let 〈G,�θ〉 be the space of completely linked relational patterns ordered according
to �θ. A downward refinement operator under θ-subsumption is a function ρ such
that ρ(P ) ⊆ {Q ∈ G|P �θ Q}.

We now define the downward refinement operator ρ′ to explore the space of
candidate EPs for distinguishing Di from Di.

Definition 11 (Downward refinement operator for EPs). Let P be a rela-
tional EP for distinguishing Di from Di. Then ρ′(P ) = {P ∪{p(t1, t2)}|p(t1, t2)
is a structural or property predicate key linked in P∪{p(t1, t2)} and P∪{p(t1, t2)}
is an EP for distinguishing Di from Di}.

The downward refinement operator for EPs is a refinement operator under θ-
subsumption. In fact, it can be easily proved that P �θ Q for all Q ∈ ρ′(P ). This
makes Mr-EP able to perform a levelwise exploration of the lattice of EPs ordered
by θ-subsumption. More precisely, for each class Ci, the EPs for distinguishing
Di from Di are discovered by searching the pattern space one level at a time,
starting from the most general EP (the EP that contains only the key predicate)
and iterating between candidate generation and evaluation phases. In Mr-EP,
the number of levels in the lattice to be explored is limited by the user-defined
parameter MAXM ≥ 1. In other terms, MAXM limits the maximum number
of structural predicates (joins) within a candidate EP. Since joins affects the
computational complexity of the method, a low value of MAXM guarantees
the applicability of the algorithm to reasonably large data The monotonicity
property of the generality order �θ with respect to the support value (i.e., a
superset of an infrequent pattern cannot be frequent) is exploited to avoid the
generation of infrequent relational patterns. In fact, an infrequent pattern on Di

cannot be an EP for distinguishing Di from Di.

Proposition 1 (Property of θ-subsumption monotonicity). Let 〈G,�θ〉
be the space of relational completely linked patterns ordered according to �θ. P1
and P2 are two patterns of 〈G,�θ〉 with P1 �θ P2 then OP1 ⊇ OP2.

Therefore, when P1 �θ P2, we have sDi(P1) ≥ sDi(P2) and sDi
(P1) ≥ sDi

(P2)
∀i = 1, . . . , L.This is the counterpartofoneof theproperties exploited in the family
of the Apriori-like algorithms [1] to prune the space of candidate patterns. To effi-
ciently discover relational EPs, Mr-EP prunes the search space by exploiting the
θ-subsumption monotonicity of support (prune1 criterion). Let P ′ be a refinement
of a pattern P . If P is an infrequent pattern on Di (sDi(P ) < minsup), then P ′ has
a support on Di that is lower than the user-defined threshold (minsup). According
to the definition of EP, P ′ cannot be an EP for distinguishing Di from Di, hence
Mr-EP does not refine patterns which are infrequent on Di.

Unluckily, the monotonicity property does not hold for the growth rate: a
refinement of an EP whose growth rate is lower than the threshold minGR
may or may not be an EP. Anyway, as in the propositional case [18], some
mathematical considerations on the growth rate formulation can be usefully
exploited to define two further pruning criteria.
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First (prune2 criterion), Mr-EP avoids generating the refinements of a pat-
tern P in the case that GRDi→Di(P ) = ∞ (i.e., sDi(P ) > 0 and sDi

(P ) =
0). Indeed, due to the θ-subsumption monotonicity of support ∀P ′ ∈ ρ′(P ):
sDi

(P ) ≥ sDi
(P ′) then sDi

(P ′) = 0. Thereby, GRDi→Di(P ′) = 0 in the case
that sDi(P ′) = 0, while GRDi→Di(P ′) = ∞ in the case that sDi(P ′) > 0. In
the former case, P ′ is not worth to be considered (prune1 ). In the latter case,
P �θ P ′ and sDi(P ) ≥ sDi(P ′). Therefore, P ′ is useless since P has the same
discriminating ability than P ′ (GRDi→Di(P ) = GRDi→Di(P ′) = ∞). We prefer
P to P ′ based on the Occams razor principle, according to which all things being
equal, the simplest solution tends to be the best one.

Second (prune3 criterion), Mr-EP avoids generating the refinements of a pat-
tern P which add a property predicate in the case that the refined patterns have
the same support of P on Di. We denote by:
SameSupport(P )Di

= {P ′ ∈ ρ′(P )|sDi
(P ) = sDi

(P ′), P ′ = P ∧ p(t1, t2),
p(t1, t2) is a property predicate}.

For the monotonicity property, ∀P ′ ∈ SameSupportDi
(P ): sDi(P ) ≥ sDi(P ′).

This means that GRDi→Di(P ) ≥ GRDi→Di(P ′). P ′ is more specific than P
but, at the same time, P ′ has a lower discriminating power than P . This prun-
ing criterion prunes EPs that could be generated as refinements of patterns in
SameSupportDi

(P ). However, it is possible that some of them may be of interest
for our discovery process. Their identification is guaranteed by the following:

Proposition 2. Let P ′ ∈ SameSupportDi
(P ) such that P ′ = P ∪ {p(t1, t2)}

with p(t1, t2) being a property predicate. Let P ′′ ∈ ρ′(P ′) such that P ′′ = P ′ ∪
{q(t3, t4)} with q(t3, t4) being a property predicate. If P ′′ is an EP discrim-
inating Di from Di and sDi

(P ′′) 
= sDi
(P ) then P ′′′ = P ∪ {q(t3, t4)} /∈

SameSupportDi
(P ).

Proof: Let ODi

P denote the set of reference objects in Di covered by a pattern
P . By construction, P ′′ ∈ ρ′(P ′) ∩ ρ′(P ′′′) and ODi

P ′′ = ODi

P ′ ∩ ODi

P ′′′ . Since
P ′ ∈ SameSupportDi

(P ), we have sDi
(P ) = sDi

(P ′), that is, ODi

P = ODi

P ′ .

Moreover, for the θ-subsumption monotonicity property, we have ODi

P ′′′ ⊆ ODi

P .
Therefore, we have: ODi

P ′′ = ODi

P ′ ∩ ODi

P ′′′=ODi

P ∩ ODi

P ′′′=ODi

P ′′′ . Since sDi
(P ′′) 
=

sDi
(P ) by hypothesis, then it is also true that sDi

(P ′′′) 
= sDi
(P ). Therefore,

P ′′′ /∈ SameSupportDi
(P ).

According to proposition 2, we can prune P ′ (but not P ′′′) without preventing
the generation of EPs more specific than P ′. It is noteworty to observe that
this pruning criterion operates only when p(t1, t2) is a property predicate. Dif-
ferently, pruning of structural predicates would avoid the introduction of a new
variable thus avoiding the discovery of further EPs obtained by adding property
or structural predicates involving such variable.

Finally, additional candidates not worth being evaluated are those equivalent
under θ-subsumption to some other candidate (prune4 ).
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5 Experimental Results

Mr-EP has been implemented as a module of the MRDM system MURENA
(MUlti RElational aNAlyzer) which interfaces the Oracle 10g DBMS. We tested
the method on two real world geo-referenced data sets: the North-West England
Census Data and the Munich Census Data. Both data sets include numeric
attributes, which are handled through an equal-width discretization to partition
the range of values into a fixed number of bins. EPs have been discovered with
minGR = 1.1, minsup = 0.1. MAXM is set to 3 for North-West England
Census Dataset and to 5 for Munich Census Dataset. In this work, we present
only a qualitative interpretation of EPs. Each EP is analyzed in terms of a
human interpretable pattern that is descriptive of characteristics discriminating
between separate classes of relational data.

The North-West England Census Data. Data were obtained from both cen-
sus and digital maps provided by the European project SPIN! (http://www.ais.
fraunhofer.de/KD/SPIN/project.html). They concern Greater Manchester, one
of the five counties of North West England (NWE). Greater Manchester is di-
vided into into 214 census sections (wards). Census data are available at ward
level and provide socio-economic statistics (e.g. mortality rate) as well as some
measures of the deprivation of each ward according to information provided by
Census combined into single index scores. We employed the Jarman score that
estimates the need for primary care, the indices developed by Townsend and
Carstairs to perform health-related analyses, and the DoE index which is used
in targeting urban regeneration funds. The higher the index value the more
deprived the ward. In this application, the mortality percentage rate (target at-
tribute) takes values in the finite set {low = [0.001, 0.01], high =]0.01, 0.18]}.
The analysis we performed was based on deprivation factors and geographical
factors represented in topographic maps of the area. Vectorized boundaries of
the 1998 census wards as well as of other Ordnance Survey digital maps of NWE
are available for several layers such as urban area (115 lines), green area (9 lines),
road net (1687 lines), rail net (805 lines) and water net (716 lines). Objects of
each layer are stored as tuples of relational tables including information on the
object type (TYPE). For instance, an urban area may be either a “large urban
area” or a “small urban area”. Topological relationships between wards and ob-
jects in these layers are materialized as relational tables expressing non-disjoint
relations. The number of materialized “non disjoint” relationships is 5313.

Mr-EP discovered 60 EPs to discriminate high mortality rate wards from the
class of wards with low mortality rate and 55 EPs to discriminate low mortality
rate wards from high mortality rate wards. An example of EP extracted for the
class mortality rate=high is:

wards(A) ∧ wards rails(A,B) ∧ wards doeindex(A, [6.598..9.232])
where wards(A) is the key predicate, wards rails(A,B) is the structural predi-
cate representing an interaction between the ward A and a ward B (this means
that A is crossed by at least one railway) and wards doeindex(A, [6.598..9.232])
(i.e. A is a deprived zone to be considered as target zone for regeneration
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fundings) is a property predicate. This pattern presents a support of 0.22 and
growth rate 3.77. This means that wards crossed by railways and with a rela-
tively high doeindex value present a high percentage of mortality. This could be
due to urban decay condition of the area. The pattern corresponds to the SQL
query:
SELECT distinct W.ID
FROM (WARDS W INNER JOIN WARDS RAILS WR on W.ID=WR.WardID)
WHERE W.DOEINDEX <= 9.232 AND W.DOEINDEX >= 6.598
A different conclusion can be drawn from the following relational EP extracted
for the class mortality rate=low :

wards(A) ∧ wards townsendidx(A, [−3.86431..− 2.01452])
∧ wards greenareas(A,B)

This pattern has a support of 0.113 and a growth rate of 2.864. It captures
the event that a ward with a relative low Townsend deprivation level (i.e., the
ward A cannot be considered as deprived with respect to health-related analyses)
and overlaps at least one green area (i.e., a park) discriminates wards with low
mortality rate from the others.

The Munich Census Data. These data concern the level of monthly rent per
square meter for flats in Munich expressed in German Marks. They have been
collected on 1998 to develop the 1999 Munich rental guide and describe 2180
flats located in the 446 subquarters of Munich obtained by dividing the Munich
metropolitan area up into three areal zones and decomposing each of these zones
into 64 districts. The vectorized boundaries of subquarters, districts and zones
as well as the map of public transport stops (56 subway (U-Bahn) stops, 15 rapid
train (S-Bahn) stops and 1 railway station) within Munich are available for this
study (http://www.di.uniba.it/∼ceci/mic Files/munich db.tar.gz). The objects
included in these layers are stored in different relational tables (SUBQUAR-
TERS, TRANSPORT STOPS and APARTMENTS). Information on the “area”
of subquarters is stored in the corresponding table. Transport stops are described
by means of their type (U-Bahn, S-Bahn or Railway station), while flats are
described by means of their “monthly rent per square meter”, “floor space in
square meters” and “year of construction”. The monthly rent per square meter
(target attribute) has been discretized into the two intervals low = [2.0, 14.0] or
high =]14.0, 35.0]. The “close to” relation between subquarters areas and the “in-
side” relation between public train stops and metropolitan subquarters are mate-
rialized into relational tables (ward close to ward and apartment inside district).
Similarly, the “cross” relation between districts and public train stops is mate-
rialized into the relational table district crossedby tranStop.

Mr-EP discovered 31 (31) EPs to discriminate apartment with high (low) rent
rate per square meters from the class of apartments with low (high) rent rate per
square meters. An example of EP extracted for the class rate per squaremeters
=high is:

apartment(A) ∧ apartment inside district(A,B) ∧
district close to district(B,C) ∧ district ext 19 69(B, [0.875..1.0])
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This pattern has a support of 0.125 and a growth rate of 1.723. It represents the
event that an apartment A is inside a district B which contains a high percentage
(between 87.5% and 100%) of apartments with a relatively low extension (be-
tween 19 m2 and 69 m2). This pattern distriminates apartments with high rate
per square meters form the others. It can be motivated by considering that the
rent rate is not directly proportional to the apartment extension but it includes
fixed expenses that do not vary with the apartment size.
For the class rate per squaremeters=low the following EP was discovered:

apartment(A) ∧ apartment inside district(A,B) ∧
district crossedby tranStop(B,C) ∧ apartment year(A, [1893..1899])

This pattern has a support of 0.265 and a growth rate of 2.343. It represents the
event that an apartment A built between 1893 and 1899 is inside a district B
that contains a railway public stop. This pattern discriminates apartments with
low rate per square meters from the others. It can be motivated by considering
that old buildings do not offer the same facilities of a recently built apartment.

6 Conclusions

In this paper, we presented a novel MRDM method, called Mr-EP, which dis-
covers a characterization of classes in terms of relational EPs thus providing a
human-interpretable description of the differences between separate classes. The
method was implemented in a MRDM system which is tightly integrated with
a relational DBMS. The tight-coupling with the database makes the knowledge
on data structure available free of charge to guide the search in the relational
pattern space. Experimental results have been obtained by running Mr-EP to
capture data changes among several populations of geo-referenced data. As fu-
ture work, we plan to exploit relational EPs for associative classification tasks
and to compare results with those already reported in a previous study [2].
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Abstract. One of the aims of modern Bioinformatics is to discover the
molecular mechanisms that rule the protein operation. This would al-
low us to understand the complex processes involved in living systems
and possibly correct dysfunctions. The first step in this direction is the
identification of the functional sites of proteins.

In this paper, we propose new kernels for the automatic protein active
site classification. In particular, we devise innovative attribute-value and
tree substructure representations to model biological and spatial informa-
tion of proteins in Support Vector Machines. We experimented with such
models and the Protein Data Bank adequately pre-processed to make ex-
plicit the active site information. Our results show that structural kernels
used in combination with polynomial kernels can be effectively applied
to discriminate an active site from other regions of a protein. Such find-
ing is very important since it firstly shows a successful identification of
catalytic sites for a very large family of proteins belonging to a broad
class of enzymes.

1 Introduction

Recent research in Bioinformatics has been devoted to the production and un-
derstanding of genomic data. The availability of the human genome sequence has
shown how small our knowledge about the relation between molecular structures
and their functions is. There are about 10,000 genes encoding approximately the
same number of well characterized proteins, but apparently, the number of pro-
tein functions seems to be higher. Current methods rarely allow us to recognize
all the functions that a protein can carry out.

From a biological point of view, it is clear the importance of understanding the
molecular mechanisms which rule the correct operation of a protein or, in case
of pathologies, which lead to an altered or null protein function. Through the
knowledge of these mechanisms it is possible to eventually correct dysfunctions.
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Such research is quite complex to carry out as a protein function is the result
of a combination of several factors. One important step in this direction is the
study of the relation between molecular structures and their functions, which in
turn depends on the discovering of the protein active sites. As there is a large
number of synthesized proteins which have no associated function yet, automatic
approaches for active site detection are critical.

Currently, the general strategy used to identify a protein active site involves
the expertise of researchers and biologists accumulated in years of study on
the target protein. This manual approach is conducted essentially using ho-
mology based strategies, i.e. inferring the function of a new protein based on
a close similarity to already annotated proteins [1]. Sometimes proteins with
the same overall tertiary structure can have different active sites, i.e. differ-
ent functions and proteins with different overall tertiary structure can show
the same function and similar active sites. In these cases homology based ap-
proaches are inadequate. In general, there is no automated approach to protein
active site detection, although it is evident its usefulness to restrict the number
of candidate sites and also to automatically learn rules characterizing an active
site [2].

In this paper we define the problem of determining protein active sites in
terms of a classification problem. We modeled protein active site based on
both attribute/value and structural representations [3]. The former represen-
tation is a set of standard linear features whereas the latter is constituted by
tree structures extracted from graphs associated with proteins or their can-
didate sites. The graph nodes (or vertexes) represent amino acids (or better
residues) and edges represent distances in the three-dimensional space between
these residues.

We applied these representations to SVMs using polynomial kernels, tree ker-
nels and some combinations of them. To experimentally evaluate our approach,
we created a data set, using the protein structures retrieved from the Protein
Data Bank (PDB) [4] maintained by the Research Collaboratory for Structural
Bioinformatics (RCBS) at http://www.rcbs.org. The combined kernels show the
highest F1 measure, i.e. 68%, in the detection of active sites. This is an important
and promising result considering that the baseline based on a random selection
of active sites has an upperbound of only 2%.

In the remainder of this article Section 2 describes the faced problem. Section
3 describes the proposed linear and structural features. Section 4 describes the
experimental evaluation and reports the results of the classification experiments.
Finally, in Section 5, we summarize the results of the previous sections and
propose other interesting future research lines.

2 Definition of the Protein Active Site Classification Task

In this section we formally define the task of protein active site classification:
first, we give the protein active site definition then we provide a formal descrip-
tion of our computational model.
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2.1 Protein Active Site Definition

An active site in a protein is a topological region which defines the protein func-
tion, in other words it is a functional domain in the protein three-dimensional
structure (see also [2]). In a cell there are many types of proteins which carry out
different functions. The enzymes are those proteins able to accelerate chemical
processes inside a cell. This type of proteins are distinguished from structural
and supplying proteins for their catalytical action on the large part of molecules
constituting the living world. We limit our research to a particular class of en-
zymes, the hydrolases.

Hydrolases are maybe the most studied and known type of enzymes. They cat-
alyze hydrolysis reactions, generically consisting in the cleavage of a biochemical
compound thanks to the addition of a water molecule (H2O). The characteris-
tic of some hydrolases to catalyze reactions in the presence of a water molecule
motivates our model: as a hydrolase active site, we choose a sphere in a three-
dimensional space centered in the coordinates of the oxygen atom of a water
molecule. This sphere includes a portion of the protein within its volume, which
is a number of amino acids which could reciprocally interact with other amino
acids in the surrounding space, or with water molecules. In this first analysis, we
consider a sphere with a radius of 8 Å, which is the maximum distance needed
for the water-residue interaction.

Figure 1(a), shows the active site of 1A2O protein structure and its repre-
sentation according to our model. The protein residues are colored in light gray
whereas the particular catalytic residues are in dark gray. The center of the
sphere is the black colored oxygen atom of a water molecule.

2.2 The Computational Model

We defined the functional site identification as a classification problem, where the
objects we want to classify are protein active sites. We represent the portion of
the protein contained in a spherical three-dimensional region with a completely

(a) (b)

Fig. 1. (a) A sphere (positive example). (b) Distances.
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connected graph. Each vertex of this graph is a residue and each edge represents
the distance in the three-dimensional space between a pair of vertexes.

Every amino acid is represented by two points in the three-dimensional space:
the first represents an amino acid main-chain (the α-carbon atom of the amino
acid, Cα) and the second represents an amino acid side-chain (the centroid be-
tween the coordinates of the atoms belonging to the amino acid side-chain, SC)
(see figure 1(b)). The same kind of approximation has been described in [5] be-
cause it seems to provide a good balance between fuzziness and specificity in
these kind of applications.

In figure 1(b) the three-dimensional SC-SC distances and Cα-Cα distances
are indicated between the represented chain of three residues.

An object (modeled by a graph centered on a water molecule) can be classified
as being an active site or not with a binary classifier. Thus, we consider as a
positive example, a graph whose set of vertices includes all the catalytic amino
acids and as a negative example a graph which contains no catalytic amino acid.
Moreover, to reduce the task complexity, we extract, from the initial completely
connected graph, some spanning substructures which preserve the edges within
the maximum interaction distance of 5 Å between the side-chains of the residues.

The next section shows how the above representation model can be used along
with Support Vector Machines to design an automatic active site classifier.

3 Automatic Classification of Active Sites

Previous section has shown that the active site representation is based on graphs.
To design the computational model of these latter, we have two possibilities: (1)
we extract scalar features able to capture the most important properties of the
graph and (2) we can use graph based kernels [6] in kernel-based machines such
as Support Vector Machines [7]. Point (2) often leads to high computational
complexity. We approached such problem by extracting a tree forest from the
target graph and applying efficient tree kernels [8].

3.1 Tree Kernels

Tree-kernel functions are viable alternative to attribute/value representations
of tree structures. Such functions implicitly define a feature space based on
all possible tree substructures. Given two trees T1 and T2, the kernel function
evaluates the number of common fragments.

More formally, let F = {f1, f2, . . . , f|F|} be a tree fragment space, the in-
dicator function Ii(n) is equal to 1 if the target fi is rooted at node n and
equal to 0 otherwise. A tree-kernel function over t1 and t2 is Kt(t1, t2) =∑

n1∈Nt1

∑
n2∈Nt2

Δ(n1, n2), where Nt1 and Nt2 are the sets of the t1’s and

t2’s nodes, respectively. In turn Δ(n1, n2) =
∑|F|

i=1 λl(fi)Ii(n1)Ii(n2), where 0 ≤
λ ≤ 1 and l(fi) is the height of the subtree fi. Thus λl(fi) assigns a lower weight
to larger fragments. When λ = 1, Δ is equal to the number of common fragments
rooted at nodes n1 and n2.
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Fig. 2. A tree with its SubTrees

The Δ function depends on the type fragments that we consider as a basic
features. For example, in [9], the SubSet Trees (SSTs) are proposed. These are
any portion p of the initial tree T subject to the constraint that for each node
n ∈ p either n has no children or it has all children described in T . The evaluation
of Δ computing such fragment space can be carried out in O(|Nt1 | × |Nt2 |).

In figure 2 all the subtrees of a given tree are represented while in figure 3 there
are some of the fragments in the SST structure space for the same given tree.

Fig. 3. A tree with some of its SubSet Trees

A more general form of fragments has been given in [8]. In this case any portion
p of T , namely Partial Trees (PT), is considered and an efficient evaluation is
provided. Note that the SST space is less rich, i.e. it is a subspace of the PT
set. Nevertheless, the SST-based kernel can provide higher accuracy since its
parameterization is simpler and it usually contains less irrelevant fragments than
the PT kernel. In figure 4 some of the partial trees of a given tree are represented.
Note that ST ⊂ SST ⊂ PT, if we consider ST, SST and PT respectively as the
sets of all subtress, all subset trees and all the partial trees of a given tree.

To compute the PT space, we need to define a different Δ function as follows:

– if the node labels of n1 and n2 are different then Δ(n1, n2) = 0;
– else

Δ(n1, n2) = 1 +
∑

J1,J2,l(J1)=l(J2)

l(J1)∏
i=1

Δ(cn1 [J1i], cn2 [J2i]) (1)
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Fig. 4. A tree with some of its Partial Trees

where J1 = 〈J11, J12, J13, ..〉 and J2 = 〈J21, J22, J23, ..〉 are index sequences
associated with the ordered child sequences cn1 of n1 and cn2 of n2, respectively,
J1i and J2i point to the i-th child in the corresponding sequence, and l(·) returns
the sequence length.

Furthermore, we add two decay factors: μ for the height of the tree and λ for
the length of the child sequences. It follows that

Δ(n1, n2) = μ
(
λ2 +

∑
J1,J2,l(J1)=l(J2)

λd(J1)+d(J2)

l(J1)∏
i=1

Δ(cn1 [J1i], cn2 [J2i])
)

,

(2)
where d(J1) = J1l(J1) − J11 and d(J2) = J2l(J2) − J21. In this way, we pe-
nalize both larger trees and subtrees built on child subsequences that contain
gaps. Moreover, to have a similarity score between 0 and 1, we also apply a
normalization in the kernel space, K′(T1, T2) = K(T1,T2)√

K(T1,T1)×K(T2,T2)
.

Equation 2 is a more general one, the kernel can be applied to PTs. Also note
that if we only consider the contribution of the longest child sequence from node
pairs that have the same children, we implement the SST kernel. For the ST
computation we also need to remove the λ2 term from Eq. 2.

3.2 Scalar Features

Scalar features refer to typical chemical values of the molecules described in the
target graph. We defined 5 different types of such features (see Table 1):

The first class (C1) encodes chemical and physical properties of the graph. This
class represents properties such as hydrophobicity, polarity, polarizability and Van
der Waals volume of the amino acids composing the sphere. The encoding is the
same used in [10] where the features were used to classify the function of proteins.

The second class (C2) encodes the amino acid composition of a spherical
region. There is a feature associated with every labeled vertex (amino acid) in
the graph, weighted with the inverse of the distance from the oxygen atom of
the water molecule which is the center of the sphere. This group of features
emphasizes the importance of the interaction distance of a residue with respect
to a water molecule.
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The third class (C3) represents charge or neutrality of a spherical region. This
is measured by counting the number of positively or negatively charged amino
acids.

Another group of linear features (C5) encodes the quantity of water in a
sphere. This is measured by counting the number of water molecules within the
sphere radius. This group of features is motivated by the fact that biologists
observed that an active site is usually located in a hydrophobic core of the
protein while on the surface the quantity of water is higher and the residues
exposed to the solvent are not hydrophobic.

Finally, the last class of linear features (C6) is the one which measures the
atomic density of the sphere calculated as the total number of atoms in the
sphere.

Table 1. Representation: feature classes

Linear Features Description
1st Class Physical and chemical properties (amino acid attributes)

2nd Class Amino acidic Composition
3rd Class Charge/Neutrality
5th Class Water molecule quantity
6th Class Atomic density

Structural Features Description
4th Class Tree substructures from tertiary structure

It should be noted that (a) the last two classes of linear features are made
discrete using a different number of value intervals. A feature is associated with
an example if the measured value of a certain property falls in the correspon-
dent range. (b) These features are often used to describe protein structures in
similar tasks of Bioinformatics [10] and to develop software for protein structure
prediction like Modeler 7v7.

3.3 Structural Features

We designed a class of structural features to encode the three-dimensional struc-
ture (tertiary structure) or better, the spatial configuration characterizing a
spherical region, i.e. the set of amino acids composing it with their 3D distances.
As previously mentioned this representation results in a completely connected
graph since every vertex is connected to any other vertex in the sphere graph
through an edge labeled with the 3D distance of the pair.

Starting from this completely connected graph, we extract some tree substruc-
tures using heuristics: we fix the maximum interaction distance to 5 Å between
the side-chains of the residues and we use the minimum spanning tree algorithm
to extract tree structures from the graph.

Such heuristics are motivated by the observation that to perform the catalytic
function it is necessary that the side-chains of the catalytic residues can interact
with each other and with the substrate. The maximum interaction distance be-
tween atoms in different residue side-chains is usually of about 3-4 Å. We chose
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a cut-off distance of 5 Å to take into consideration our approximation in the
representation of residues (figure 1(b)).

The applied cut-off possibly leads to the separation in disconnected com-
ponents of the initial graph. From each of these components, using the Prim
algorithm [11], we extract the spanning tree which minimizes the interaction
distances dxy between the side-chains of the residues x and y. Note that as
some graphs contain more than one connected component, the Prim algorithm
is applied to each of them, therefore the final output is a tree forest.

 

Fig. 5. Graphical representation of a tree of a sphere

We add the water molecule (center of the sphere) as root node to the obtained
spanning tree. In figure 5, we show a tree which can represent the spherical region
in figure 1(a). In bold within the boxes, we highlight the nodes which represent
catalytic amino acids.

The tree substructures generated for each example constitute the features
analyzed by our tree kernel function. If two examples are described by two tree
forests, we can use as a kernel function the summation of the tree kernels applied
to all possible pairs coming from such forests.

4 Experiments

In the next subsections, we describe our classification experiments carried out
on the data set that we generated from the Protein Data Bank.

4.1 Experimental Set-Up

The evaluations were carried out using the SVM-light-TK software [12] (avail-
able at http://ai-nlp.info.uniroma2.it/moschitti/) which encodes tree kernels in
SVM-light [13]. We applied polynomial kernels to the linear features and tree
kernels to the structural features.

More precisely, we used the SST and the PT kernels described in [8] on a
simple tree, i.e. the main tertiary structure1, or on a tree forest (see Section
3.3). The former kernels are indicated with SST T and PT T whereas the latter

1 The most relevant tree structure in the forest, that is, the tree which contains at
least a catalytic amino acid and the two nearest residue side-chains of the sphere.
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Table 2. (a) Linear feature performance. (b) Combined kernel performance.

(a)

Linear Precision Recall F1

C1 5.5% 66.7% 10.2%
C2 55.9% 63.3% 59.4%
C3 20% 3.3% 5.7%
C5 2.2% 30% 4.1%
C6 5.5% 13.3% 7.8%

(b)

Precision Recall F1 ±Std.Dev.

L 62.3% 55.4% 56.2% ±6.8

SST F 66.2% 31.8% 39.9% ±13.7

L+SST F 82.9% 58.6% 68.3% ±14.5

are called SST F and PT F. The kernel for tree forest is simply the summation
of all possible pairs of trees contained in two examples.

We experimented with our models and the protein structures downloaded
from the Protein Data Bank (PDB). We adequately pre-processed PDB files to
obtain all the information of interest for this task. In particular, we created a
data set of 14,688 examples from 48 hydrolases from the PDB structures. The
data set is composed of 171 positive examples and 14,571 negative examples,
which means a 1

125 ratio between positive and negative examples.
The results were evaluated by applying a 5-fold cross validation2 on this data

set measuring the performance with the F1 measure3. A noticeable attention
was devoted to parameterization (cost factor, decay factor, etc.)

4.2 Experiment Results

Table 2(a) reports the results on the 5 types of linear features using the poly-
nomial kernel (degree 3). These results are only indicative as we did not run a
cross validation procedure. We note that most linear features cannot discrimi-
nate between active and non-active site. Only, the second class, which encodes
the structural information, shows a meaningful F1. The general low results of
linear features is caused by the remarkable complexity of the task as suggested
by the F1 upperbound of the random selection, i.e. . 1.6%.

Table 3. Tree kernel impact

L+TK Precision Recall F1 ±Std.Dev.

SST F 82.9% 58.6% 68.3% ±14.5

SST T 79.7% 51.7% 62.3% ±10.4

PT T 80.4% 41.2% 54.4% ±9.1

In order to boost the classification performance, we experimented with the
structural kernels. Table 2(b) summarizes the cross validation results: Row 2 re-
ports the outcome with polynomial kernels on all the linear features (L), Row 3

2 We separated the data set into five parts, each one composed of examples belonging
to a set of nine or ten protein structures randomly assigned to this set.

3 F1 assigns equal importance to Precision P and Recall R i.e. F1 = 2P ·R
P+R
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shows the outcomes of the SST kernels on the tree forest (SST F) and Row 4
illustrates the performance of the polynomial kernel summed to the SST ker-
nel on the tree forest (L+SST F). The ± sign precedes the standard deviation
evaluated on the 5 folds.

It is worth to note that the F1 obtained with the linear features (56.24%) im-
proves by 12 absolute points if we use the combined model (L+SST F), i.e. 68%.

We also experimented with the PT kernel. The results of the cross validation
experiments are summarized in Table 3: Row 2 reports the results with polyno-
mial kernel plus SST F (applied to linear features and a forest structure), Row
3 reports the cross validation results of polynomial kernel plus SST T (applied
to linear features and a tree structure) and finally Row 4 illustrates the perfor-
mance of the additive combination of polynomial with the PT kernel (PT T)
(on linear features and a tree structure).

The results show that the highest F1 measure can be achieved with the SST F
but quite similar performance can be obtained representing examples with only
a tree structure in the forest, i.e. SST T.

In contrast to our expectations the PT kernel, which may be considered the
most appropriate for this task, shows the lowest F1. A plausible explanation of
such low F1 is the higher complex parameterization needed by the PT kernel.

Overall, the very good F1 of our best model suggests that our classification
system can be a useful tool to help biology researchers in the study of protein
functions.

5 Related Work

Literature work demonstrates the importance of protein structures and theirs
active sites for the discovering of protein functions. Hereafter we report some of
the related work.

In [3], novel Recurrent Neural Networks for the detection of Protein secondary
structures are proposed. These models exploit non-casual bidirectional dynamics
to capture up-stream and down-stream information. In [5] we can see the first
general approach to structure searches based on active site rather than exclu-
sively on fold similarity. The authors showed that three-dimensional signature
consisting of only a few functionally important residues can be diagnostic of
membership in superfamily of enzymes which can represent a first step in the
inference of some functional properties. This membership, results not only from
fold similarity but also from the disposition of residues involved in a conserved
function. It could be interesting to get a potential active site of a protein start-
ing from its structure rather than get only an active site template from a known
protein as the authors do in such work. In [14] a kernel-based approach is used
to predict signal peptides and their cleavage sites from the primary sequence of
proteins. In [15] the task of catalytic residue prediction is solved using 26 differ-
ent classifiers from WEKA package. The authors show that the best performing
algorithm is a Support Vector Machine. In this work structural properties are
captured with linear features.
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Many other approaches have been employed in different application areas
of bioinformatics (functional genomics, protein bioinformatics, etc.) with suc-
cess. Learning methods have been applied to face other biological tasks such as
translation initiation site recognition in DNA genes [16], promoter region-based
classification of genes [17], protein classification, protein-protein interaction [18],
functional classification from microarray expression data [19], [20], [21], [22]. In
such work SVMs and kernel methods (see [6] for a survey of kernels for structured
data) are used as the main learning algorithm.

6 Conclusions

In this paper, we have studied the problem of the identification of protein func-
tional sites. We have defined a novel computational representation based on
biological and spatial considerations and several classes of linear and structural
features.

The experiments with SVMs using polynomial and tree kernels and their
combinations show that the highest F1, i.e. 68%, is achieved with the combined
model. Such finding is very important since it firstly shows the successful iden-
tification of catalytic sites of a very large family of catalytic proteins belonging
to a broad class of enzymes. Moreover, our work highlights the importance of
structural information in the detection of protein active sites. This result mo-
tivates the need of structural representations which we efficiently modeled by
means of tree kernels.

Acknowledgements

The authors thank Dr. Sergio Ammendola for the valuable support regarding to
the biological aspects of this work.

References

1. Cilia, E., Fabbri, A., Uriani, M., Scialdone, G.G., Ammendola, S.: The signature
amidase from sulfolobus solfataricus belongs to the cx3c subgroup of enzymes cleav-
ing both amides and nitriles: Ser195 and cys145 are predicted to be the active sites
nucleophiles. The FEBS Journal 272, 4716–4724 (2005)

2. Tramontano, A.: The ten most wanted solutions in Protein Bioinformatics. Math-
ematical Biology and Medicine Series. Chapman & Hall/CRC (2005)

3. Brunak, S., Baldi, P., Frasconi, P., Pollastri, G., Soda, G.: Exploiting the past and
the future in protein secondary structure prediction. Bioinformatics 15(11) (1999)

4. Berman, H.M., Westbrook, J., Feng, Z., Gilliland, G., Bhat, T.N., Weissig, H.,
Shindyalov, I.N., Bourne, P.E.: The protein data bank. Nucleic Acids Res. 28(1),
235–242 (2000)

5. Meng, E.C., Polacco, B.J., Babbitt, P.C.: Superfamily active site templates. PRO-
TEINS: Structure, Function, and Bioinformatics 55, 962–976 (2004)
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Abstract. Control systems are small components that control the be-
havior of larger systems. In the last years, sophisticated controllers have
been widely used in the hardware/software embedded systems contained
in a growing number of everyday products and appliances. Therefore,
the problem of the automatic synthesis of controllers is extremely impor-
tant. To this aim, several techniques have been applied, like cell-to-cell
mapping, dynamic programming and, more recently, model checking. The
controllers generated using these techniques are typically numerical con-
trollers that, however, often have a huge size and not enough robustness.
In this paper we present an automatic iterative process, based on genetic
algorithms, that can be used to compress the huge information contained
in such numerical controllers into smaller and more robust fuzzy control
systems.

1 Introduction

Control systems (or, shortly, controllers) are small hardware/software compo-
nents that control the behavior of larger systems, the plants. A controller con-
tinuously analyzes the plant state (looking at its state variables) and possibly
adjusts some of its parameters (called control variables) to keep the system in a
condition called setpoint, which usually represents the normal or correct behav-
ior of the system.

In the last years, the use of sophisticated controllers has become very common
in robotics, critical systems and, in general, in the hardware/software embedded
systems contained in a growing number of everyday products and appliances.

Therefore, the problem of the automatic synthesis of control systems starting
from the plant model is extremely important. This problem is particulary diffi-
cult for non-linear systems, where the mathematical model of the plant is not
analytically tractable. To this aim, several techniques have been developed, based
on a more or less systematic exploration of the state space. One can mention,
among others, cell-to-cell mapping techniques [1] and dynamic programming [2].
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Recently, model checking techniques have also been applied [3, 4] in the field
of automatic controller generation. In particular, this approach can be actually
considered as a planning technique. Indeed, a model checking-based controller
generator does not simply look for good local actions towards the setpoint, but
searches for the best possible sequence of actions to bring the plant to the set-
point. Therefore, with this technique it is possible to find an optimal solution to
the control problem.

The controllers generated using all these techniques are typically numerical
controllers, i.e. tables indexed by the plant states, whose entries are commands
for the plant. These commands are used to set the control variables in order to
reach the setpoint from the corresponding states. Namely, when the controller
reads a state from the plant, it looks up the action described in the associated
table entry and sends it to the plant. However, this kind of controllers can present
two main problems.

The first problem is the size of the table, which for complex systems may
contain millions of entries, since it should be embedded in the control system
hardware that is usually very limited.

The second problem is the controller robustness. A controller is robust if it is
able to handle all the possible plant states. Due to approximation of continuous
variables, plants unavoidably present states that are not known to the controller,
although they may be more or less close to some states in the table. In numerical
controllers this problem is typically handled by interpolation techniques (e.g.,
see [2]). However, interpolation does not always work well [1]: table based control
may also give a bumpy response as the controller jumps from one table value to
another. Therefore, other approaches have been proposed (e.g. see [5, 6]).

A natural solution to these problems is to derive, from the huge numerical
information contained in the table, a small fuzzy control system. This solution
is natural since fuzzy rules are very flexible and can be adapted to cope with
any kind of system. Moreover, there are a number of well-established techniques
to guide the choice of fuzzy rules by statistical considerations, such as in Kosko
space clustering method [7], or by abstracting them from a neural network [8].
In particular, the approach that we have adopted in the present paper is inspired
by [1]. However, there are several substantial differences.

The crucial point is of course the algorithm to extract the fuzzy rules from the
numerical controller table. We used genetic algorithms [9]. This choice is based
on the following considerations:
– genetic algorithms are suitable to cope with very large state spaces [9]; this

is particularly important when the starting point is the huge table generated
by model checking techniques;

– the crossover mechanism ensures a fair average behavior of the system,
avoiding irregularities;

– the fitness function, which is the core of any genetic algorithm, can be ob-
tained in a rather direct way from the control table of the numerical con-
troller;

– the genome coding can also be derived from the structure of the sought-for
fuzzy system.
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Therefore, the process is almost automatic. Only a few parameters, such as
the number of fuzzy sets, have to be determined by hand. However, also the
choice of such parameters can be automatized or at least supported by an au-
tomatic process. Indeed, the correctness of the resulting fuzzy controller can be
verified [10], so in case of a poor behavior the parameters are changed and the
process restarted. This automatic loop is stopped when the right values for the
parameters are detected. Of course [11], it is possible that no such values ex-
ist, that is the system is so complex that the controller table turns out to be
incompressible.

The paper is organized as follows. In Section 2 we present the numerical con-
trol systems and we summarize the methods for their synthesis, while in Section
3 we describe the fuzzy control systems. In Section 4 we give an overview of
genetic algorithms and in section 5 we describe how we use them to automat-
ically synthesize fuzzy controllers. In Section 6 we present a case study and
experimental results. Section 7 concludes the paper.

2 Numerical Control Systems

As mentioned in the Introduction, a numerical controller is a table, indexed by
the plant states, whose entries are commands for the plant.

The use of such kind of controller is very suitable (and often necessary) to
cope with non-linear systems, which have a dynamics too complex to allow an
analytical treatment [3, 4]. On the other hand, the table size of a numerical
controller could be huge, especially when we are interested in the efficiency of
controller and thus we use a high precision. In these cases, we could have ta-
bles containing millions of state-action pairs and if we are working with small
embedded systems, the table size could be a potential issue.

2.1 Numerical Control System Synthesis

There are a number of well-established techniques for the synthesis of numer-
ical control systems. For short, we mention only three of them: (1) dynamic
programming, (2) cell mapping and (3) model checking.

The classical dynamic programming approach for the synthesis of controllers
of a plant P (see [2] for details) is based on an optimal cost function J defined
as follows:

J(x) =def inf
u

[
∞∑

t=0

l(f(x, ut), ut) ] (1)

where f(x, u) is the continuous dynamics of the plant, l(x, u) is a continuous,
positive definite cost function and u stands for a generic control sequence: u =
{u0, u1, u2, . . .}.

J is well defined (i.e. the infimum always exists in the region of interest) if
and only if the plant P is controllable. So, assuming that J is well defined, then
it satisfies the so-called Bellman Equation:
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J(x) = inf
u

[l(x, u) + J(f(x, u))] (2)

and it can be computed by the following iterative method:

JT+1(x) = infu[l(x, u) + JT (f(x, u))]
J0 =def 0, T ∈ Z+

0
(3)

In the cell mapping method [1], the trajectories (i.e. sequences of state-control
pairs) in the continuous space are converted to trajectories in the discrete cell
state space. The discrete cells have rectangular shape and each point of the
continuous space is represented with the center of the cell containing the point
itself. Then, the dynamic f(x, u) of the plant is transformed into a dynamic
fC in the discrete cell space. The image of a cell under fC , can be determined
as follows: for a given cell z(k), first find the coordinates of its center x(k).
Under control action u, x(k +1) is determined as the image of x(k) by the plant
dynamic, that is x(k + 1) = f(x(k), u). If the cell corresponding to the point
x(k+1) is z(k+1), then z(k+1) is the image cell of the cell z(k) and the control
action u, that is we put fC(z(k), u) = z(k + 1).

Finally, we recall how model checking techniques can be applied for the syn-
thesis of controllers. This kind of methodology allows to automatically synthesize
optimal controllers starting from the plant description [3, 4]. The main idea is
that, in order to build a controller for a plant P , a suitable discretization of the
state space of P is considered, as well as of the control actions u.

The plant behavior, under the (discretized) control actions, gives rise to a
transition graph G, where the nodes are the reachable states and a transition
between two nodes models an allowed control action between the corresponding
states. In this setting, the problem of designing the optimal controller reduces to
finding the minimum path in G between each state and the nearest goal state (a
discretization of the setpoint). Clearly, a transition graph for complex, real-world
systems could be often huge, due to the well-known state explosion problem.
However, model checking techniques developed in the last decades have shown
to be able to deal with very huge state spaces. In particular, in [3, 4] a model
checking based methodology for the automatic synthesis of optimal controllers is
presented, and it is also shown that the methodology can cope with very complex
systems (e.g. the truck-trailer obstacles avoidance parking problem). Finally, the
methodology presented in [3, 4] has been implemented in the CGMurphi tool [12]
that, given a model of the plant, automatically generates a controller.

Note that, in the case study of this paper, we consider the numerical controller
generated with the CGMurphi tool.

3 Fuzzy Control Systems

Fuzzy logic derives from the fuzzy set theory and is used to deal with approx-
imate reasoning. In the fuzzy set theory, the set membership is expressed by a
number usually ranging from 0 to 1, indicating different “membership degrees”.
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In other words, an element may have a partial membership in many different
(and disjoint) fuzzy sets.

In the same way, in the fuzzy logic there are several degrees of truth and
falsehood, and a fuzzy logic statement may be at the same time partially true
and partially false. Indeed, there may be several conflicting fuzzy logic statements
that are satisfied by the same conditions with a different “degree of truth”.

As a typical application, fuzzy logic is used to deal with systems described by
continuous variables (e.g., physical systems), where the density of the domain
and the consequent approximation problems make it difficult to express the
certainty required by the classical logic. Therefore, fuzzy logic is very suitable
to be applied in the control theory, especially when dealing with hybrid systems,
where the plant state is characterized by both continuous and discrete variables,
and in general systems that are subject to control and actuation errors (e.g.,
mechanical systems) too complex to allow an analytical treatment [13].

Fuzzy control systems (FCS in the following) are based on qualitative fuzzy
rules which have the form “if condition then control action”, where both con-
dition and control action are formulated making use of the so called “linguistic
variables”, which have a qualitative, non mathematical character [14].

In a FCS, the crisp input variables read from the plant state are mapped
into the ”linguistic variables” through the fuzzification process. The input vari-
ables’ domains are divided in (possibly overlapping) subranges, and particular
(fuzzy) membership functions are used to determine the degree of membership
of each variable to all the subranges of the corresponding domain. Then, the
controller makes its decision using the fuzzy rules on the fuzzified input values,
and generates a set of fuzzy values for the output (control) variables, that are
then converted back into crisp values and sent to the plant.

FCS are very effective in handling “uncertain” or “partially known” situations,
and therefore may be used to build very robust controllers for such kind of
complex systems. Moreover, FCS are well suited to low-cost implementations
based on limited devices, since the fuzzy knowledge representation is usually very
compact. Note that, in many cases, FCS can also be used to improve existing
controller systems, for example by adding an extra layer of intelligence and
robustness to the control algorithm.

The design of a FCS is usually accomplished by “translating” into fuzzy sets
and inference rules the knowledge derived from human experts or mathematical
models. Unfortunately, this process may be often difficult and error-prone. From
this point of view, designing an effective controller at a reasonable cost is the
real problem to deal with in the FCS field.

To this aim, different approaches have been studied to automatically generate
a FCS by analyzing the plant specifications and/or behavior. As shown in [1], a
FCS can be also generated from a numerical controller. These approaches are all
based on some kind of automatic statistical analysis, which can be done using
various techniques, including neural networks and genetic algorithms [15, 16, 17,
11]. In the present paper, we use genetic algorithms.
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4 Genetic Algorithms

Genetic algorithms (GA) are used to find approximate solutions to optimization
and search problems, using techniques inspired by evolutionary biology such as
inheritance, mutation, selection, and crossover [9].

Generally speaking, in a GA a population of abstract representations of pos-
sible solutions (individuals) to a problem evolves to find better solutions. The
information carried by each individual is called genome. The evolution develops
through a sequence of steps (generations), usually starting from a population
of randomly generated individuals. In each generation, the algorithm estimates
the fitness of every individual in the population, which represents the quality of
the problem solution encoded in its genome. If an individual fitness reaches the
given threshold, the evolution ends and the corresponding solution is returned.
Otherwise, some individuals are probabilistically selected from the current pop-
ulation, so that the higher is the their fitness, the higher is the probability of
being selected. The genomes are recombined and possibly mutated to form the
population of the next generation.

Therefore, a typical genetic algorithm requires a minimal startup informa-
tion: a representation of the solution domain in terms of genomes and a fitness
(quality) function of the solution domain

Note that no initialization data is usually required, and this makes GA very
suitable for problems having no known approximate solutions.

GAs are often able to quickly locate good solutions, even in difficult search
spaces. Moreover, such algorithms are very suitable to search irregular solution
spaces, since they do not usually get trapped by local optima.

Therefore, GA may be a very effective good tool to automatically synthe-
size FCS. However, as with all machine learning processes, many parameters of
a GA should be tuned to improve the overall efficiency. These parameters in-
clude the population size and the mutation/crossover probabilities. Moreover, a
good implementation of the fitness function considerably affects the speed and
efficiency of the algorithm. Due to the difficulty of tuning such parameters by
hand, some systematic process of trial-and-error should be used, as mentioned
in the Introduction. We plan to consider this aspect in a future work.

5 GA for Automatic Synthesis of the FCS

Many works in the literature use GA to generate part of a FCS. Usually, GA are
applied to generate membership functions when inference rules are known [11].
However, when the system under control has several control variables and/or a
complex dynamics, deciding the control setting to obtain a desired result may
be difficult, even when working with the probabilistic approximation of fuzzy
values. Therefore, an effective FCS generator should create both membership
functions and inference rules.

The concrete implementation of the fitness function is determined by the kind
of FCS that the GA should generate. Indeed, we may want to
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1. create a FCS for the entire plant completely from scratch, or
2. create one or more FCS to assist a pre-existing plant controller in certain

critical situations, or
3. create one or more FCS to encode the complete knowledge of a pre-existing

controller.

The first task is very difficult to accomplish in a general setting, whereas the
second and third are usually applied to add robustness to a given controller.
The third kind of FCS has a further advantage: besides building a more robust
controller, it may act as a controller compressor. Indeed, the knowledge encoding
given by a FCS can greatly decrease the amount of memory needed to store the
controller.

Moreover, in the first two cases above a plant simulator is needed to check
the fitness of the generated FCS, whereas in the third case the fitness function
can be simply derived from the the original controller.

Therefore, in the following we will discuss how GA can act on a numerical
controller to transform it in a compact and robust FCS.

5.1 Implementation

To make the process almost automatic we have made some simplifications. In
particular, we have supposed that the membership function is always triangular
and it is coded by the position of its vertices. So, each fuzzy set is represented
by 3 bytes as shown in Fig. 1.

Fig. 1. Fuzzy sets and rules coding

As usual, a matrix codes the structure of the fuzzy rules [11] . An example is
shown in Fig. 1.

The fuzzy sets and the fuzzy rules, encoded as described above, form the
genome of any individual of the population, as shown in Fig. 2, where MF1. . .
MF7 are the membership functions of a FCS.

Therefore, each individual of the population is a complete FCS. The individu-
als forming the first generation have a random initialization. Finally, the fitness
function is defined as follows.
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Fig. 2. Genome of an individual of the population

First we partition the plant state space into smaller regions to make the
learning process easier. In the following, by numerical controller we mean the
numerical controller restricted to a given region R. Given a starting point p in
R, we require the individuals to completely learn the trajectory of the numerical
controller starting from p. To this aim, the fitness function is defined to be the
distance between the trajectory generated by the individual and the trajectory
stored in the numerical controller.

We repeat the GA for a sample set of points p1, ..., pk ∈ R, generating k FCSs,
F1, ..., Fk, where each Fi is able to drive the system from pi to the setpoint. Then
we analyze the capability of each Fi to perform well on the other points of R,
and select the one who is able to drive all points of R to the setpoint in the most
efficient way. If no one is able to cope with all points of the region, we can restart
the process with other points. After a given number of negative outcomes, we
conclude that the region R is too large to be compressed in the space given
by the genome. Then, we may either split the region into smaller subregions or
augment the number of fuzzy sets and fuzzy rules (so each individual can store
more information), and restart the process.

Fig. 3. The genome representation in GAlib

To support the development of our GA technique, we used Galib, an efficient
multiplatform open source library containing a set of C++ objects that imple-
ment several different kinds of genetic algorithms and genetic operations [18].

The GAlib library defines the main components of the genetic algorithm, but
allows to freely choose the genome representation that best fits the problem
to solve. In our case, the genome should contain the knowledge base of a fuzzy
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controller. In particular, we implemented our genome representation using the
built-in Galib GAAlleleSetArray class. Each element of this array is a
GAAlleleSet which represents the (range of) possible different values of a spe-
cific gene.

As an example, in the car parking fuzzy controller described in Section 6 we
used four different kinds of GAAlleleSet: three to encode the membership func-
tions (two input variables and one output variable), and one to encode the fuzzy
rules. Each kind of GAAlleleSet define a specific range of values (see Fig. 3).
The complete genome is a GAAlleleSetArray containing the genes required to
encode the fuzzy sets of each variable (3nx + 3ny + 3no genes, where nx, ny and
no are the number of fuzzy sets for variables x, y and o, respectively) and the
fuzzy rules (nr genes). Each group of genes is created from the corresponding
GAAlleleSet.

Finally, GAlib allows to define a fitness function and a terminator function.
The latter is used to specify the terminating condition of the GA, which may
be, e.g., a particular value of fitness.

6 A Case Study: The Car Parking Problem

To prove the effectiveness of our approach, in this section we show how it can be
applied to the well-known car parking problem. After describing the problem set-
ting, we consider the optimal control system generated with the CGMurphi tool,
and finally we present experimental results related to the automatic synthesis of
a fuzzy controller that compresses the optimal one.

6.1 Problem Definition

In the car parking problem, the goal is backing a car up to a parking place
starting from any initial position in the parking lot [10, 7]. As shown in Fig. 4,
we describe the car state with three real values:

– the abscissa and the ordinate of the car x, y ∈ [0, 12], referred to the center
of the rear wheels;

– the angle ϕ ∈ [−90◦, 270◦] of the longitudinal axis of the car w.r.t. the
horizontal axis of the coordinate system.

The objective is to move the car to a final position satisfying x = 6, ϕ = 90◦.
Note that, as in [7], we have no restrictions on the y coordinate, since we assume
the initial position to be sufficiently far away from the parking place: if the final
x position is reached, to move the car to the parking place it is sufficient to drive
back without steering the wheels.

A controller for the car parking problem takes as input the car position and
outputs a suitable steering wheels angle θ ∈ [−30◦, 30◦].
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Fig. 4. The simulated car and parking lot

6.2 Experimental Setting and Results

To synthesize the FCS for the car-parking problem, we first partition the state
space as follows:

– the abscissa and the ordinate of the car x, y ∈ [0, 12], are partitioned into 4
regions: [3i, 3(i + 1)]× [0, 12], i = 0, . . . , 3;

– the angle ϕ of the longitudinal axis is partitioned into 8 adjacent regions of
45 degrees.

Therefore, the state space is partitioned into 32 regions. In each region Ri, we
sample 10 points p1, . . . , p10 and use the GA to synthesize a FCS for each point,
using the following algorithm.

Given a starting point pi, the task of any individual is to learn the set of
control actions, stored in the numerical controller generated by the CGMurphi
tool, which drives the car from pi to the parking position. Recall that each
individual codes a complete FCS. The fitness of a FCS is obtained by summing
up the modula of the distances between the numerical controller actions and the
corresponding fuzzy controller actions on the same trajectory. Therefore, the
population evolution terminates when the fitness of some individual is zero (i.e.,
the FCS acts exactly as the numerical controller).

More formally, the evolution process has the following steps:

1. get from the controller table the trajectory from the stating point pi to the
goal; let this trajectory be composed of k +1 positions pi1, . . . , pik+1 and let
r1, . . . , rk be the corresponding control actions;

2. WHILE (fitness > 0)
(a) run the genetic algorithm to synthesize the fuzzy controller S;
(b) determine the action r′j of S in each position pij ;

(c) calculate the fitness function: fitness =
�k

j=1(||rj−r′
j ||)

k ;

The outcome of the previous process is, for each region Ri, a set of 10 FCS
F1,i, . . . , F10,i. Between these, we select the FCS that is able to drive the car to
the parking position starting from any point in Ri.

To evaluate the performance of the FCS, we have considered all the trajecto-
ries starting from each state in the optimal controller table and we have compared
the number of steps required to reach the setpoint.
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Table 1 shows experimental results of comparison. Note that the FCS is able to
cope with a larger number of states, and this proves the improvement in terms
of robustness. On the other hand, the FCS performs worse than the optimal
one with a degrade of 100%, but however this is an expected result since the
CGMurphi-based controller has a tabular representation of optimal trajectories.

Moreover, Table 1 shows that with the FCS we obtain a compression of 90%
in terms of memory occupation.

Table 1. Experimental comparison between fuzzy and optimal controller performance

Control Number of Average Number of Memory
System Controlled States Steps to Setpoint Occupation

FCS 46128 7.568 36608 bytes

CGMurphi 38256 3.614 382560 bytes

7 Conclusions

In this paper we have shown a genetic approach to the automatic generation of
fuzzy control systems from preexisting numerical controllers.

Our methodology splits the problem state space in smaller ranges and iter-
atively uses a GA to synthesize a restricted FCS for each area. The fitness of
a FCS is evaluated by comparing its behavior with the one of the numerical
controller. The resulting controllers have an average size that is 1/10 of the
corresponding numerical controllers, thus achieving a considerable compression
ratio. Moreover, the FCS are inherently more robust than the numerical coun-
terparts, so they actually encode a larger state space using a smaller memory
size.

As a natural next step, we are studying how to merge the FCSs generated
through our methodology in a single FCS that could be used to drive the system
to the setpoint from any position of the state space. We feel that this merge
could result in a further compression, since there may be knowledge redundancy
between the single FCSs. Moreover, we are interested in finding algorithms for
dynamically tuning the GA parameters (e.g., crossover and mutation ratio) in
order to speed up the algorithm convergence.
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Abstract. In a recent work we have carried out CarpeDiem, a novel al-
gorithm for the fast evaluation of Supervised Sequential Learning (SSL)
classifiers. In this paper we point out some interesting unexpected as-
pects of the learning behavior of the HMPerceptron algorithm that af-
fect CarpeDiem performances. This observation is the starting point of an
investigation about the internal working of the HMPerceptron, which un-
veils crucial details of the internal working of the HMPerceptron learning
strategy. The understanding of these details, augment the comprehension
of the algorithm meanwhile suggesting further enhancements.

1 Introduction: The SSL Task

In the supervised learning framework examples are assumed to be drawn in-
dependently and identically from some joint distribution P (x, y). While this
assumption is fulfilled in many application fields, there are many others where
the classified data has a sequential structure (i.e., nearby x elements are likely
to have correlated classifications) that must be exploited in order to obtain ac-
curate classifiers. To analyse web logs, to recognize speech or handwriting, to
understand music are all tasks where this correlation exists and is essential to
the classification purposes.

Within the broader field of learning systems for sequential data, let us consider
the Supervised Sequential Learning (SSL) task: in this particular problem, each
observation in the sequence is associated with an individual label. The goal of
SSL systems is to learn how to best predict the sequence of labels, given the
sequence of observations. More formally, the SSL task can be specified as follows
[1]:

Given: A set L of training examples of the form (Xm, Ym), where each Xm =
(xm,1, . . . , xm,Tm) is a sequence of Tm feature vectors and each Ym = (ym,1,
. . . , ym,Tm) is a corresponding sequence of class labels, y ∈ {1, ...,K}.

Find: A classifier H that, given a new sequence X of feature vectors, predicts
the corresponding sequence of class labels Y = H(X) accurately.

The SSL problem has been approached with many different techniques.
Among others, we recall Sliding Windows [1], Hidden Markov Models [2], Maxi-
mum Entropy Markov Models [3], Conditional Random Fields [4], and the HM-
Perceptron algorithm [5].
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The HMPerceptron has been defined within the boolean features framework [3].
In this setting, the learnt classifier is built in terms of a linear combination of
boolean features. Each feature reports about a salient aspect of the sequence to
be labelled in a given time instant. More formally, given a time point t, a boolean
feature is a 1/0-valued function of the whole sequence of feature vectors X , and
of a restricted neighborhood of yt. The function is meant to return 1 if the char-
acteristics of the sequence X around time step t support the classifications given
at and around yt.

In general, the labeling of an entire sequence X may show dependences among
labels which extend on the whole labeling. In this case, the labeling task must
take into account every possible sequence of labels, thus resulting in a Θ(KT )
complexity. However in practice it is possible to evaluate H in polinomial time
by making some simplifying assumption. In particular, assuming a first order
Markov property allows evaluating H in quadratic time by means of the Viterbi
algorithm [6]. The Viterbi algorithm is thereby crucial to many SSL systems,
in that most state-of-the-art methods for dealing with the SSL task rely on the
Viterbi algorithm for classifying and/or learning purposes.

Unfortunately even the drastic reduction in complexity achieved by Viterbi’s
algorithm is not always sufficient in many important application domains. In par-
ticular, when the number of possible labels is large (more than few tens) as in some
web-logs related tasks [7] or in analyzing music [8], the classification times can
grow prohibitively high. In order to allow sub-quadratic evaluation of sequential
classifiers, we have recently proposed the CarpeDiem [9] algorithm, which returns
the same results as Viterbi, meanwhile allowing for significant time savings.

In the present paper we provide an experimental assessment of its functioning
and of its peculiarities. We start by expanding on the time saving that can
be obtained when CarpeDiem is used instead of Viterbi in the HMPerceptron
learning algorithm. We then recall the functioning of CarpeDiem, and introduce
further experiments. The new experimentation shows that –to a good extent,
unexpectedly– by increasing the size of the training set, and/or the number of
learning iterations, we badly affect the classification time. The rest of the paper
is devoted to investigate this phenomenon and to draw consequences about the
way learning works.

2 Review of Past Results

The main idea underlying CarpeDiem stems from noting that in many applica-
tion domains classifying an item at time t not always requires knowledge about
both previous and current labels, yt−1, yt. On the contrary, very often the char-
acteristics of the item are, by themselves, very relevant for predicting yt. Then,
we identify two kind of features: the vertical features that do not require to
know the previously predicted label –and work, thus, under a zero-order Markov
assumption–, and the horizontal features that do need it –thereby working under
a first-order Markov assumption. For instance, in speech recognition the features
that report about the current phoneme are what we refer to as vertical features.
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By contrast, we call horizontal features those ones taking into consideration the
previously predicted phoneme. For instance, one may want to discourage the pre-
diction of phoneme /r/ after phoneme /s/. In such application vertical features
provide much information about the classification: based on vertical features
inspection, it may happen that phoneme /d/ is confused with /t/, but rarely
this happens with /tS/. In other words, one would expect that after inspecting
vertical information, the uncertainty about the correct label sensibly decreases
until only few of the initial guesses are left as probable.

CarpeDiem works by exploiting vertical information to avoid evaluating the
more costly horizontal features. In the best case, it scans only the most promising
node for each layer (instead of all the nodes, like Viterbi). In such a case, the
cost of the algorithm would be Θ(K log(K)T ), where the factor K log(K) is due
to the time spent for sorting the nodes in each layer1. In the worst case (no
vertical features), the algorithm has a complexity of K2T , that is, the algorithm
is never asymptotically worse than Viterbi algorithm[9].

In the following and throughout the paper, we will report and elaborate about
experimental performances obtained on tonal harmony analysis. The task is
briefly introduced in the following.

2.1 Test Domain: Harmony Analysis

Harmony analysis is arguably one of the most sophisticated tasks that musicians
deal with, and a formidable challenge for Sequential Learning, in that: i) it can
be naturally cast to a sequential problem; ii) an intuitively neat separation
between horizontal (that refers to the musical flow) and vertical (that pertains
simultaneous sounds) features exists; iii) K (the number of labels) is over one
hundred, thereby pointing out a typical case where the Viterbi algorithm shows
bad time performance.

Analyzing music harmony consists in associating a label to each vertical (that
is, set of simultaneous notes) [11]. Such labels explain which harmony is sound-
ing, by indicating a chord name through a fundamental note (root) and a mode,
such as C minor. Given a score in MIDI format, we individuate sets of simulta-
neous notes (verticals or events), and associate to each vertical a label composed
by 〈fundamental note, mode〉 (Fig. 1).

Music analysis task can be naturally represented as a Machine Learning classi-
fication problem, suitable to be solved by SSL techniques. In fact, by considering
only the “vertical” aspects of musical structure, one would hardly produce rea-
sonable analyses. Experimental evidences about human cognition reveal that
in order to disambiguate unclear cases, composers and listeners refer to “hor-
izontal” features of music as well: in these cases, context plays a fundamental
role, and contextual cues can be useful to the analysis system. Moreover, har-
mony changes are well known to follow patterns where analysis must take into
consideration the succession of chords (e.g., the case of cadence).
1 In cases where the vertical rewards range over a limited interval, one could reduce

the K log(K) factor to K by using standard techniques [10, Chap. 9]. However, in
the present application, this amounts to trade space for speed.
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Fig. 1. The tonal harmony analysis problem consists of indicating for each vertical

which chord is currently sounding

Let us go back to the SSL definition: in the case of music analysis, each Xm

corresponds to a particular piece of music; xm,t is the information associated to
the event at time t; and ym,t corresponds to the chord label (i.e., the chord root
and mode) associated to the event sounding at time t. The problem is, thus,
to learn how to predict accurately the chord labels given the information about
musical events.

By definition, a feature φs(X, yt, yt−1) is a boolean function of the entire
sequence and of labels yt and yt−1. Usually, it analyzes a small neighborhood of
the current event, and returns 1 if there is evidence that the currently predicted
label is correct. For the present application, the features have been engineered so
that they take into account the prescriptions from Music Harmony Theory, a field
where vertical and horizontal features naturally arise. Vertical features report
about simultaneous sounds and their correlation with the currently predicted
chord. Horizontal features capture metric patterns and chordal successions.

2.2 CarpeDiem’s Performance Compared with Viterbi

We briefly recall some results of previous experimentation showing that we obtain
significant running time improvements w.r.t. Viterbi. CarpeDiem has been em-
bedded in a SSL system implementing the HMPerceptron learning algorithm [5].
The learning system has been trained iterating ten times on a data set composed
of 30 chorales by J.S. Bach (1675-1750). The learnt weights have been then used
to build two classifiers: one based on standard Viterbi, the other one based on
CarpeDiem. The two classifiers have been fed with 42 testing sequences (chorales
from the same author), their running time has been recorded and is reported in
Figure 2 and in the following.

Needless to say, being equal their results, both algorithms provided the same
accuracy results (on average, 79% accuracy rate). The Viterbi based HMPercep-
tron took 62,333 seconds of CPU time in order to complete the learning step.
Performing the learning task with the CarpeDiem-based HMPerceptron took only
10,866 seconds, with a net saving of 82.56%. Figure 2 reports the time spent by
both algorithms to analyze each sequence of the test set. On average, 79% of the
testing time has been saved. In the best case CarpeDiem ran in 7 seconds instead
of 77, thus saving 90% of the time. In the worst case it ran in 37 seconds instead
of 118, thus saving 68.64% of the time. Also, the magnitude of the improvement
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Fig. 2. Percentages of time saved by CarpeDiem w.r.t. Viterbi in analyzing the test set

does not show large variations depending on the sequences, thus encouraging the
generalization of these results to new musical pieces.

CarpeDiem clearly improves on the Viterbi algorithm on all tested sequences.
However, an interesting facet of the algorithm behavior is hidden in the reported
graphs: the time spent in classifying varies according to the number of sequences
and the number of iterations performed.

We therefore study how the performance of the algorithm varies as important
learning parameters (the training set size and the number of iterations) change.
As we will see, the CarpeDiem algorithm spends more time evaluating classifiers
acquired on larger datasets or by allowing more iterations of the HMPerceptron.

3 The Growth of Classification Time

In order to corroborate our preliminary observations, we set up a systematic
experimentation where we recorded the running time of CarpeDiem. Here, the
classifiers were acquired on data sets of increasing size and using an increasing
number of learning iterations. More specifically, we recorded the learning and
classification times of a learning system based on CarpeDiem on nine training
sets of size increasing from one to nine sequences. On each training set, we ac-
quired ten classifiers by varying (from one to ten) the number of iterations of the
HMPerceptron algorithm. We thereby obtain 90 classifiers. In each experiment,
we recorded both the time needed for training the classifier and the time spent
in classifying the independent test set, composed by the 42 sequences earlier
mentioned (see Section 2.2).

In the following we will indicate each one of the 90 classifiers by using two dig-
its separated by a colon: the first digit corresponds to the number of sequences
in the training set, the second one indicates the number of iterations. For in-
stance, the classifier 8:7 is trained on 8 sequences with 7 learning iterations, while
the classifier 5:10 corresponds to the classifier acquired on 5 sequences with 10
iterations.
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Figure 3 reports training and test times2.
Let us consider the behavior of learning time first. The Figure 3(a) shows

a largely anticipated pattern: classifiers m:n take increasing time as m and n
grow. Much more interesting is, on the contrary, the shape of the classification
time. Since classification is performed on a dataset of fixed size (the dataset is
the same for all classifiers), one would expect a roughly constant classification
time. On the contrary, the observed pattern looks similar to the one observed for
learning times. This not only comes as a surprise, but casts in a new light the
interpretation of the former graph: likely, the increase in learning times should
not have been as steep as the one observed. We remark that the reported growth
of testing times are to be imputed to the weights used by the classifiers. Then,
as the HMPerceptron learns, it somehow fiddles with the weights in a way that
proves to be detrimental to the work of CarpeDiem. Moreover, if we take a look
at Figure 4, we see that all this tinkering does not provide any significant benefit
as regards as the classification accuracy.

2 On a machine equipped with 2.16GHz Intel Core 2 Duo processor.
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We implemented the above observation by re-running the above experiment
and stopping the execution after the first iteration. Not only the results reveal a
further improvement in the percentage of time saved by CarpeDiem (from 79%
to 88%; see Figure 5), but also the generalization accuracy increases from 79%
to 81.5%. Thus, it is preferable to stop the learning process much sooner than
we did in [9].

Notwithstanding the improvement in the performances of the algorithm, we
are still cue-less about why the internal working of the HMPerceptron impacts
so crucially on the execution of CarpeDiem.

CarpeDiem is very efficient when two conditions are met: i) vertical features
are sufficient to discriminate among labels (i.e., few distinguished labels have
very high rewards), and/or ii) horizontal features do not provide significant cues
(i.e., most transition weights are close to the sum of positive horizontal weights).
Then, two parameters that are relevant to the performances of CarpeDiem are
the sum of vertical weights, and the sum of positive horizontal weights. Figure 6
illustrates their evolution as more sequences/iterations are added.

One interesting facet of the reported graph is the distinguished pattern followed
by horizontal and vertical weights. This is somehow surprising, since the weights
are learnt by theHMPerceptronwhich is totallyunaware of the distinctionbetween
horizontal and vertical weights. In a subtle though evident way, the HMPerceptron
grasps thedifference. Inorder toworkoutthisunexpectedbehavior,webriefly recall
few details about the learning strategy implemented by the HMPerceptron.

3.1 HMPerceptron Learning Strategy

The hypothesis acquired by the HMPerceptron has the form:

H(X) = arg max
Y ′={y′

1,...,y′
T }

∑
t

∑
s

wsφs(X, yt, y
′
t−1) (1)
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Fig. 6. Evolution of learned weights for increasing number of sequences and number

of iterations

where φs is a boolean feature and {ws}
def= W are the weights being estimated.

The HMPerceptron applies a simple scheme to optimize ws values: it iterates
over the training set updating the weights so that features correlated to “correct”
outputs receive larger values, and those correlated with “incorrect” ones receive
smaller values.

This is the same kind of strategy adopted by Rosenblat’s perceptron algo-
rithm [12], the only real difference between the two algorithms is in the way
the hypothesis is evaluated. In the classification problem faced by the percep-
tron algorithm, in fact, it is sufficient to enumerate all the possible labels and
to pick the best one. In the case of the SSL problem, however, this cannot be
done efficiently: the labelling of a single “example” is a sequence of T labels, the
number of such labellings is thus exponential in T . To overcome this problem,
the algorithm uses Viterbi decoding to pick the best labelling under a first order
Markov assumption.

At the beginning W is initialized to the zero vector; then, for each example
(Xm, Ym) in the training set, H(X) is evaluated using the current W . Two situ-
ations may occur: the sequence of labels predicted by H is identical to Ym or this
is not the case, and a number of errors are committed. In the first case, nothing is
done for that example, and the algorithm simply jumps to the following one. In the
second case, the weight vector is updated by means of the following update rule

ws = ws +
T∑

t=1

φs(X, y′
t, y

′
t−1)(Iy′

t=yt
− Iy′

t �=yt
)

where φs represents a feature, yt represent the t-th “correct label”, y′
t denotes

currently predicted t-th label, and IP represents the function that returns 1 in
case P is verified and 0 otherwise. By noticing that (we omit the arguments of
φs for brevity):

φs · (Iy′
t=yt

− Iy′
t �=yt

) =

⎧⎪⎨⎪⎩
+1 if φs = 1 ∧ y′

t = yt

−1 if φs = 1 ∧ y′
t 
= yt

0 if φs = 0
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it is immediate to verify that the rule emphasizes features φs which are positively
correlated with good classification and de-emphasize those that are negatively
correlated with it.

3.2 Trends in Vertical and Horizontal Weights

We now come back to the problem of interpreting Figure 6. In building the
CarpeDiem algorithm we have been guided by the intuition that vertical infor-
mation is indeed very discriminative. Let us focus on an informative vertical
feature φ• and consider the first iteration of the HMPerceptron on a sequence
having length T . Just to give a bit of concreteness to our example, we assume
T = 100, that φ• is asserted 60 times, and that it votes for the correct label 50
times out of 60. This example may seem very unrealistic, but it is not3. Since at
the first iteration on the first sequence all labels are chosen at random, the vast
majority of them will be incorrectly predicted, thus implying a large number of
updates. If all the labels for which φ• is asserted are actually mislabelled, due
to the way the update rule acts, the weight associated to φ• will be increased
by 40 in this step. This large increase occurs all at once at the end of the first
iteration on the first sequence, it is likely to overestimate the “true” weight of φ•,
and the HMPerceptron will spend the rest of learning trying to compensate for
this overestimation. However, subsequent updates will be of smaller magnitude.
In fact, the following predicted labeling will not be randomly guessed, thus im-
plying a reduced number of updates. By summarizing, very predictive features
have their weights initially set to very large values; such weights slowly decrease
in the following. The behavior described clearly emerges in Figure 7, where the
individual weights of vertical features are plotted as the updates occur. Some
of the features have moderately highly negative weights. Since higher vertical
weights are expected to improve the performances of CarpeDiem, one wonders if
there is any means of increasing that weights without hindering the classification
accuracy. To these ends, by building on the boolean nature of the features we
propose a technique that we call the “inversion trick”.

The assertion of a positive boolean feature can be naturally interpreted as a
way to indicate which candidate labels are good. By converse, if we invert the
weight of the feature and we swap its answers, the resulting feature indicates
bad candidates instead of good ones. The meaning and the contribution of the
feature do not change, what changes is only the way they interact with the
system. Unfortunately, the inversion trick does not work with vertical features.
Let us introduce the following bits of notation, and consider the inequality tested
by CarpeDiem when cutting the search [9]. We denote with ωy′

t−1
the best path

found until label y′ at time t− 1; with Σ1
ȳt,y′

t−1
the sum of horizontal weights of

features that vote in favour of the transition between ȳt (our best candidate so
far) and y′

t−1 the best previous label; Σ0
ȳt

the sum of vertical features that vote

3 Some of the high level features we plugged in our Musical Analysis system work in
a similar setting (for instance, this could be the case for the feature that votes for
the chord that has exactly 3 notes asserted in the current event).
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for ȳt; with ω∗
t−1 the best of all paths to time t − 1; and with Σ1∗ the sum of

positive horizontal features. The inequality tested by CarpeDiem in order to cut
the search is:

ωy′
t−1

+ Σ1
ȳt,y′

t−1
+ Σ0

ȳt
> ω∗

t−1 + Σ1∗ + Σ0
y′′

t
.

Since vertical weights appear on both ends of the inequality, the improvement on
one side (i.e., on Σ0

ȳt
) is likely to be counterbalanced by an improvement on the

other side (i.e., on Σ0
y′′

t
). Interestingly enough, however, this does not hold for

horizontal features. If we succeed in decreasing the weight of the vertical features
it may happen that the decrease in Σ1∗ is not counteracted by a decrease in
Σ1

ȳt,y′
t−1

4. Guided by this intuition we tried a preliminar experiment in which we
tinkered with the horizontal weights so that all positive horizontal weights were
inverted, thus obtaining Σ1∗ = 0. With our great surprise, a large decrease in
CarpeDiem time performance was observed.

We are still unaware about why this happens, but the system seems to behave
in a chaotic way: little changes with the inversion trick produce large variations
in the running times. However, solid evidence advocates for the possibility of
overcoming the mentioned issues by means of the inversion trick. First and fore-
most, the results we obtained so far show that the inversion trick on horizontal
features indeed produces relevant changes in the running time of the algorithm
without changing the learnt hypothesis. Secondly, we are currently using 30 dif-
ferent features in our system, resulting in about 1 billion of possible inversions
4 This can actually happen, but the effect is likely to be less systematic since on one

hand we have the single horizontal weight Σ1
ȳt,y′

t−1
, on the other hand there is the

sum of all positive horizontal weights.
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configurations. The design of the features in our system has been done by focus-
ing more on their cognitive meaning than on whether they were appropriate to
the ends of improving performances by means of the inversion trick.

Basing on purely statistical accounts, one would then expect that a configura-
tion of inversions exists that further enhances the performances of our algorithm.
To efficiently find the correct inversions involves solving a new optimization
problem in the space of inversions. Heuristics and algorithms for searching in
this space are problems that we leave open for future work.

4 Conclusion

In this paper we have discussed previous relevant results, raising interesting is-
sues about the performances of a recently proposed algorithm which improves
on the Viterbi algorithm. By starting from an unexpected correlation between
CarpeDiem running times and the overall amount of learning allowed, we delved
into the internal working of the HMPerceptron. We showed that this phenomenon
is connected with the evolution of vertical and horizontal weights as learning
proceeds. In particular, vertical weights seem to be doomed to decrease while
horizontal weights slightly grow. We have then approached the evolution of the
vertical weights. We confirmed our hypothesis about their relevance to sequen-
tial learning. To enhance the time performances of the HMPerceptron, we have
considered adjusting both vertical and horizontal weights, by means of what
we called inversion trick. This is influential to the run-time performances of
CarpeDiem and does not affect the accuracy of the HMPerceptron. The trick is
arguably relavant to improve even more CarpeDiem performances. However, it
also emerged that finding the optimal configuration for (the inversions of) the
features leads to a novel, difficult, optimization problem.
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Abstract. A procedure founded in instance-based learning is presented,
for performing a form of analogical reasoning on knowledge bases ex-
pressed in a wide range of ontology languages. The procedure exploits
a novel semi-distance measure for individuals, that is based on their se-
mantics w.r.t. a number of dimensions corresponding to a committee of
features represented by concept descriptions. The procedure can answer
by analogy to class’membership queries on the grounds of the classi-
fication of a number of training instances (the nearest ones w.r.t. the
semi-distance measure). Particularly, it may also predict assertions that
are not logically entailed by the knowledge base. In the experimentation,
where we compare the procedure to a logical reasoner, we show that it
can be quite accurate and augment the scope of its applicability, outper-
forming previous prototypes that adopted other semantic measures.

1 Introduction

In the perspective of knowledge sharing and reuse of the social vision of the
Semantic Web, new services are required aiming at noise-tolerant and efficient
forms of reasoning. From this perspective, instance-based inductive methods
applied to multi-relational domains appear particularly well suited. Indeed, they
are known to be both very efficient and noise-tolerant and noise is always harmful
in contexts where knowledge is to be acquired from distributed sources.

A relational instance-based framework for the Semantic Web context has been
devised (based on a similarity measure) to derive (by analogy) both consistent
consequences from the knowledge base and, possibly, also new assertions which
were not previously logically derivable. The main idea is that similar individuals,
by analogy, should likely belong to similar concepts. Specifically, we derive a
classification procedure that constitutes a relational form of the Nearest Neighbor
algorithm (NN, henceforth) [5], a well-known approach to lazy learning.

These algorithms are efficient because no explicit hypothesis has to be learned.
Rather, the workload is shifted towards the classification phase when knowledge
concerning the training instances is used to classify new ones. Particularly, this
only requires checking the assertions for a limited set of instances training on
such concepts and making a decision (classification) for new query instances.

From a technical viewpoint, upgrading NN algorithms to work on multi-
relational representations [5], like the concept languages used in the Semantic
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Web [4], required novel similarity measures that are suitable for such representa-
tions. This adaptation could not be straightforward. In particular, a theoretical
problem has been posed by the Open World Assumption (OWA) that is gen-
erally made in the target context, differently from typical the machine learning
settings where the Closed World Assumption (CWA) is the standard. Besides,
in the standard NN multi-class setting, different concept are assumed to be dis-
joint, which typically cannot hold in a Semantic Web context. As pointed out
in [2], most of the existing measures focus on the similarity of atomic concepts
within hierarchies or simple ontologies. Moreover they have been conceived for
assessing concept similarity. On the other hand, for our purposes, a notion of
similarity between individuals is required.

Recently, dissimilarity measures for specific description logics concept descrip-
tions have been proposed [3]. Although they turned out to be quite effective for
the inductive tasks of interest [4], they were still partly based on structural cri-
teria (a notion of normal form) which determine their main weakness: they are
hardly scalable to deal with standard languages, such as OWL-DL, commonly
used for knowledge bases.

In this paper we introduce a new semantic dissimilarity measure which can
overcome these limitations. Following some ideas introduced in [6], we present
a new family of measures that is suitable a wide range of ontology languages
(RDF through OWL) since it is merely based on the discernibility of the input
individuals with respect to a fixed set of features represented by concept defini-
tions (hypotheses). As such the new measures are not absolute, yet they depend
on the knowledge base they are applied to.

The measure and the NN procedure have been integrated in a system that
allowed for an extended experimentation the method on performing instance
retrieval with real ontologies drawn from public repositories comparing its pre-
dictions to the assertions that were logically derived by a standard reasoner.
These experiments show that the novel measure considerably increases the ef-
fectiveness of the method with respect to the past experiments where the same
procedure was integrated with other structural/semantic dissimilarity measures
[4]. Moreover, as expected, an increase of accuracy was observed with the in-
crease of the dimensions employed for the measure, which proposes further lines
of development for the presented measure.

The paper is organized as follows. The basics of the instance-based approach
applied to ontology representations are recalled in Sect. 2. The next Sect. 3
presents the novel semantic similarity measure adopted with the inductive pro-
cedure. Successively, Sect. 4 reports the outcomes of experiments performed with
its implementation. Possible developments are finally examined in Sect. 5.

2 A Nearest Neighbor Approach to Instance-Checking

Inthefollowing,weassumethatconceptdescriptionsaredefined intermsofageneric
ontology language thatmay be mapped to somedescription logic with the standard
model-theoretic semantics (see the handbook [1] for a thorough reference).
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A knowledge base K = 〈T ,A〉 contains a TBox T and an ABox A. T is a set
of concept definitions. A contains assertions (facts, data) concerning the world
state. Moreover, normally the unique names assumption is made on the ABox in-
dividuals. The set of the individuals occurring in A will be denoted with Ind(A).
As regards the inference services, like all other instance-based methods, our pro-
cedure may require performing instance-checking, which amounts to determining
whether an individual, say a, belongs to a concept extension, i.e. whether C(a)
holds for a certain concept C.

Given an ontology, a classification method can employed for predicting the
concepts to which a new individual it is likely to belong. These individuals are
supposed to be described by assertions in the knowledge base. Such an classifica-
tion procedure may also suggest new assertions about such an individual which
cannot not be inferred by deduction, in analogy with the class-membership of
other similar instances.

We review the basics of the k-Nearest Neighbor method in the semantic web
context [4] and propose how to exploit this classification procedure for inductive
instance checking and query answering. It is ascribed to the category of lazy
learning, since the learning phase is reduced to memorizing instances of the
target concepts pre-classified by an expert. Then, during the classification phase,
a notion of similarity over the instance space is employed to classify a new
instance in analogy with its neighbors.

The objective is to induce an approximation for a discrete-valued target func-
tion h : IS �→ V from a space of instances IS to a set of values V = {v1, . . . , vs}
standing for the classes (concepts) that have to be predicted.

Let xq be the query instance whose class-membership is to be checked. Using
a dissimilarity measure, the set of the k nearest (pre-classified) training instances
w.r.t. xq is selected: NN(xq) = {xi | i = 1, . . . , k}. In its simplest setting, the
k-NN algorithm approximates h for classifying xq on the grounds of the value
that h is known to assume for the training instances in NN(xq), i.e. the k closest
instances to xq in terms of a dissimilarity measure. Precisely, the value is decided
by means of a majority voting procedure: it is simply the most voted value by
the instances in NN(xq).

A problem with this formulation is that it takes into account similarity only
when selecting those instance to be included in the neighborhood. Therefore
a modified setting is generally adopted, that is based on weighting the vote
according to the distance of the query instance from the training instances:

ĥ(xq) := argmax
v∈V

k∑
i=1

wiδ(v, h(xi)) (1)

where δ is a function that returns 1 in case of matching arguments and 0
otherwise, and, given a distance measure d, the weights are determined by
wi = 1/d(xi, xq) or wi = 1/d(xi, xq)2.

Note that the hypothesis function ĥ is defined only extensionally, since
the basic k-NN method does not return an intensional classification model
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(a function or a concept definition), it merely gives an answer for the query
instances to be classified.

It should be also observed that a strong assumption of this setting is that
it can be employed to assign the query instance to the concept from a set of
pairwise disjoint concepts (those corresponding to the value set V ). This is an
assumption that cannot be always made. In our setting, indeed, an individual
might be an instance of more than one concept. In a more general setting that
does not assume the pairwise disjointness of the concepts, given a query concept
Q, the membership of an instance xq may be checked through a NN classification
procedure, transforming the multi-class problem into a binary one. Therefore, a
simple binary value set V = {−1,+1} may be employed. Then, a hypothesis hQ

is computed for performing inductive query answering:

ĥQ(xq) := argmax
v∈V

k∑
i=1

δ(v, hQ(xi))
d(xq , xi)2

(2)

where the value of hQ for the training instances xi is simply determined to the
occurrence (+1) or absence (−1) of the corresponding assertion Q(xi) in the
ABox. Alternately, Q may return +1 when Q(xi) can be inferred1 from the
knowledge base (K |= Q(xi)), and −1 otherwise.

The problem with non-explicitly disjoint concepts is also related to the CWA
usually made in the knowledge discovery context. To deal with the OWA, the
absence of information on whether a certain training instance x is likely to
belong to the extension of the query concept Q should not be interpreted neg-
atively, as in the standard machine learning settings which adopt the CWA.
Rather, it should count as neutral information. Thus, another value set has to
be adopted for the classification of the neighboring training instances, namely
V = {−1,+1, 0}, where the three values denote, respectively, occurrence of the
assertion, occurrence of the opposite assertion and absence of both:

Q(x) =

⎧⎨⎩
+1 K |= Q(x)
−1 K |= ¬Q(x)

0 otherwise

Occurrence can be easily computed with a look-up in the ABox, therefore the
overall complexity of the procedure depends on the number k / |Ind(A)|, that
is the number of times the distance measure is needed.

Note that, being based on a majority vote of the individuals in the neighbor-
hood, this procedure is less error-prone in case of noise in the data (i.e. incorrect
assertions in the ABox), therefore it may be able to give a correct classification
even in case of (partially) inconsistent knowledge bases.

Again, a more complex procedure may be devised by simply substituting the
notion of occurrence (absence) of assertions in (from) the ABox with the one
of derivability (non-derivability) from the whole knowledge base, i.e. K |= Q(x),
K |= ¬Q(x) and neither of the previous relations, respectively. Although this
1 In the following |= will denote entailment, as computed through a reasoner.
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may exploit more information and turn out to be more accurate, it is also much
more computationally expensive, since the simple look-up in the ABox must
be replaced with a logical inference (instance checking). However much of the
computation can be performed in advance w.r.t. to the classification phase and
the number of inferences needed is bounded by k.

It should be noted that the inductive inference made by the procedure shown
above is not guaranteed to be deductively valid. Indeed, inductive inference nat-
urally yields a certain degree of uncertainty. In order to measure the likelihood of
the decision made by the procedure (individual xq belongs to the concept denoted
by value v maximizing the argmax argument in Eq. (2)), given the nearest training
individuals in NN(xq), the quantity that determined the decision should be nor-
malizedbydividing itby the sumof suchargumentsover the (three)possiblevalues:

l(class(xq) = v|NN(xq)) =
∑k

i=1 wi · δ(v, hQ(xi))∑
v′∈V

∑k
i=1 wi · δ(v′, hQ(xi))

(3)

3 A Semantic Semi-distance for Individuals

As mentioned in the first section, various attempts to define semantic similarity
(or dissimilarity) measures for concept languages have been made, yet they have
still a limited applicability to simple languages [2] or they are not completely
semantic depending also on the structure of the descriptions [3]. Moreover, for
our purposes, we need a function for measuring the similarity of individuals
rather than concepts. It can be observed that individuals do not have a syntactic
structure that can be compared. This has led to lifting them to the concept
description level before comparing them (recurring to the notion of the most
specific concept of an individual w.r.t. the ABox [1].

For the nearest-neighbor classification procedure recalled in Sect. 2, we have
developed a new measure with a definition that totally depends on semantic
aspects of the individuals in the knowledge base.

3.1 The Measure

On a semantic level, similar individuals should behave similarly with respect to
the same concepts. We introduce a novel measure for assessing the similarity
of individuals in a knowledge base, which is based on the idea of comparing
their semantics along a number of dimensions represented by a committee of
concept descriptions. Following the ideas borrowed from [6], we can define totally
semantic distance measures for individuals in the context of a knowledge base.

The rationale of the new measure is to compare them on the grounds of
their behavior w.r.t. a given set of hypotheses, that is a collection of concept
descriptions, say F = {F1, F2, . . . , Fm}, which stands as a group of discriminating
features expressed in the language taken into account.

In its simple formulation, a family of distance functions for individuals inspired
to Minkowski’s distances can be defined as follows:
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Definition 3.1 (family of measures). Let K = 〈T ,A〉 be a knowledge base.
Given set of concept descriptions F = {F1, F2, . . . , Fm}, a family of dissimilarity
functions dF

p : Ind(A) × Ind(A) �→ IR defined as follows:

∀a, b ∈ Ind(A) dF
p(a, b) :=

1
m

[
m∑

i=1

| πi(a)− πi(b) |p
]1/p

where p > 0 and ∀i ∈ {1, . . . ,m} the projection function πi is defined by:

∀a ∈ Ind(A) πi(a) =

⎧⎨⎩
1 Fi(x) ∈ A
0 ¬Fi(x) ∈ A
1
2 otherwise

The superscript F will be omitted when the set of hypotheses is fixed.
As an alternative, like in the definition of the hypothesis function for the

NN procedure, the definition of the measures can be made more accurate by
considering entailment rather than the simple ABox look-up, when determining
the values of the projection functions:

∀a ∈ Ind(A) πi(a) =

⎧⎨⎩
1 K |= Fi(x)
0 K |= ¬Fi(x)
1
2 otherwise

In particular, we will consider the following measures:

∀a, b ∈ Ind(A) d1(a, b) :=
1
m

m∑
i=1

| πi(a)− πi(b) |

or:

∀a, b ∈ Ind(A) d2(a, b) :=
1
m

√√√√ m∑
i=1

(πi(a)− πi(b))
2

3.2 Discussion

It is easy to prove that these functions have the standard properties for semi-
distances:

Proposition 3.1 (semi-distance). For a fixed hypothesis set and p > 0, given
any three instances a, b, c ∈ Ind(A). it holds that:
1. dp(a, b) > 0
2. dp(a, b) = dp(b, a)
3. dp(a, c) ≤ dp(a, b) + dp(b, c)

Proof.
1. trivial
2. trivial
3. Noted that
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(dp(a, c))p =
(

1
m

)p m∑
i=1

| πi(a)− πi(c) |p =

=
(

1
m

)p m∑
i=1

| πi(a)− πi(b) + πi(b)− πi(c) |p ≤

≤
(

1
m

)p m∑
i=1

| πi(a)− πi(b) |p +
(

1
m

)p m∑
i=1

| πi(b)− πi(c) |p ≤

≤ (dp(a, b))p + (dp(b, c))p ≤ (dp(a, b) + dp(b, c))p

then the property follows for the monotonicity of the power function.

It cannot be proved that dp(a, b) = 0 iff a = b. This is the case of indiscernible
individuals with respect to the given set of hypotheses F.

Compared to other proposed distance (or dissimilarity) measures [2], the pre-
sented function does not depend on the constructors of a specific language, rather
it requires only retrieval or instance-checking service used for deciding whether
an individual is asserted in the knowledge base to belong to a concept extension
(or, alternatively, if this could be derived as a logical consequence).

Note that the πi functions (∀i = 1, . . . ,m) for the training instances, that
contribute to determine the measure with respect to new ones, can be computed
in advance thus determining a speed-up in the actual computation of the mea-
sure. This is very important for the measure integration in algorithms which
massively use this distance, such as all instance-based methods.

The underlying idea for the measure is that similar individuals should ex-
hibit the same behavior w.r.t. the concepts in F. Here, we make the assumption
that the feature-set F represents a sufficient number of (possibly redundant)
features that are able to discriminate really different individuals. The choice
of the concepts to be included – feature selection – is beyond the scope of this
work. Experimentally, we could obtain good results by using the very set of both
primitive and defined concepts found in the ontology.

4 Experiments

4.1 Experimental Setting

In order to test the inductive instance-checking NN procedure proposed in Sect. 2,
integrated with the new dissimilarity measure, we have applied it to a number
of retrieval problems. To these purposes, we selected a number of different on-
tologies represented in OWL, namely: FSM, Surface-Water-Model, Science

and NewTestamentNames from the Protégé library2, the Financial ontol-
ogy3 employed as a testbed for the Pellet reasoner. Table 1 summarizes impor-
tant details concerning the ontologies employed in the experimentation.

2 http://protege.stanford.edu/plugins/owl/owl-library
3 http://www.cs.put.poznan.pl/alawrynowicz/financial.owl

http://protege.stanford.edu/plugins/owl/owl-library
http://www.cs.put.poznan.pl/alawrynowicz/financial.owl
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Table 1. Ontologies employed in the experiments

ontology DL #concepts #obj. prop #data prop #individuals
FSM SOF(D) 20 10 7 37

S.-W.-M. ALCOF(D) 19 9 1 115
Science ALCIF(D) 74 70 40 331

Financial ALCIF 60 17 0 652
NTN SHIF(D) 47 27 8 676

The FSM ontology describes the domain of finite state machines using the
SOF(D) language. It is made up of 20 (primitive and defined) concepts (some
of them are explicitly declared to be disjoint), 10 object properties, 7 datatype
properties, 37 distinct individual names. About half of the individuals are as-
serted as instances of a single concept and are not involved in any role (object
property) assertion. Surface-Water-Model is an ALCOF(D) ontology de-
scribing the domain of the surface water and the water quality models. It is
made up of 19 concepts (both primitive and defined) with no specification about
their disjointness, 9 object properties, 115 distinct individual names; each of
them is an instance of a single class and only some of them are involved in ob-
ject properties. The Science ontology describes scientific facts in ALCIF(D).
It is made up of 74 concepts, 70 object properties, 331 individual names. Fi-

nancial is an ALCIF ontology that describes the domain of eBanking. It is
made up of 60 (primitive and defined) concepts (some of them are declared to
be disjoint), 17 object properties, and no datatype property. It contains 17941
distinct individual names. From the original ABox, we randomly extracted asser-
tions for 652 individuals. NewTestamentNames (developed for the Semantic
Bible Project) describes facts related to the New Testament. It contains of 47
concepts, 27 object properties, 676 individual names.

The experiment was quite intensive involving the classification of all the in-
dividuals in each ontology; namely, the individuals were checked through the
inductive procedure to assess wether they were to be retrieved as instances of
a query concept. Therefore, 15 queries were randomly generated by conjunc-
tion/disjunction of primitive or defined concepts of each ontology. The perfor-
mance was evaluated comparing its responses to those returned by a standard
reasoner4 as a baseline.

The experiment has been repeated twice adopting different procedures accord-
ing to the size of the corresponding ABox (measured by |Ind(A)|): a leave-one-out
cross validation for the smaller ontologies (FSM and S.-W.-M.) and a ten-fold
cross validation one for the larger ones Applying the k-NN method, we chose√
|Ind(A)|, as a value for k, as advised in the instance-based learning literature.

Yet we found experimentally that much smaller values could be chosen, resulting
in the same classification. We employed the simpler version of the distance (d1)
utilizing all the concepts in the ontology for determining the set F.

4 We employed Pellet: http://pellet.owldl.com

http://pellet.owldl.com
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Table 2. Results (average±std-dev.) of the experiments with the method employing
the new semantic measure

match commission omission induction
rate rate rate rate

FSM 97.7 ± 3.00 2.30 ± 3.00 0.00 ± 0.00 0.00 ± 0.00
S.-W.-M. 99.9 ± 0.20 0.00 ± 0.00 0.10 ± 0.20 0.00 ± 0.00
Science 99.8 ± 0.50 0.00 ± 0.00 0.20 ± 0.10 0.00 ± 0.00

Financial 90.4 ± 24.6 9.40 ± 24.5 0.10 ± 0.10 0.10 ± 0.20
NTN 99.9 ± 0.10 0.00 ± 7.60 0.10 ± 0.00 0.00 ± 0.10

For each concept in the ontology, we measured the following parameters for
the evaluation:

– match rate: number of cases of individuals that got exactly the same classi-
fication by both classifiers with respect to the overall number of individuals;

– omission error rate: amount of unlabeled individuals (our method could not
determine whether it was an instance or not) while it was to be classified as
an instance of that concept;

– commission error rate: amount of individuals (analogically) labeled as in-
stances of a concept, while they (logically) belong to that concept or vice-
versa

– induction rate: amount of individuals that were found to belong to a concept
or its negation, while this information is not logically derivable from the
knowledge base

We report the average rates obtained over all the concepts in each ontology and
also their standard deviation.

4.2 Retrieval Employing the New Measure in the NN Procedure

By looking at Tab. 2 reporting the experimental outcomes (mean values and stan-
dard deviations), preliminarily it is important to note that, for every ontology,
the commission error was low. This means that the procedure is quite accurate:
it did not make critical mistakes i.e. cases when an individual is deemed as an
instance of a concept while it really is an instance of another disjoint concept.

If we compare these outcomes with those reported in previous papers [4],
where the average accuracy on the same was slightly higher than 80%, we find a
significant increase of the performance due to the accuracy of the new measure.
Also the elapsed time (not reported here) was lowered because, once the values
for the π’s functions are pre-computed, the efficiency of the classification, which
depends a lot on the computation of the dissimilarity, gains a lot of speed-up.

The usage of all concepts for the set F made the measure quite accurate, which
is the reason why the procedure resulted quite conservative as regards inducing
new assertions. It rather matched faithfully the reasoner decisions. A noteworthy
difference was observed for the case of the Financial ontology for which we find
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Fig. 1. Average results varying the number of hypotheses in the set F

the lowest match rate and the highest variability in the results over the various
concepts. On a careful examination of the experimentation with this ontology, we
found that the average results were lowered by a concept whose assertions, hav-
ing been poorly sampled from the initial ontology, could not constitute enough
evidence to our inductive method for determining the correct classification. The
same problem, to a lesser extent, were found also with the FSM ontology which
was the one with the least number of assertions. This shows that the weaker side
of any instance-based procedure is really when data are too sparse or non evenly
distributed.

As mentioned, we found also that a lower value for k could have been chosen,
for in many cases the decision on the correct classification was easy to make
even on account of a few (the closest) neighbor instances. This yields also the
likelihood of the inference made (see Eq. (3)) turned out quite high.

4.3 Varying the Hypothesis Set

In the previous experiments all concepts involved in an ontology were used for
inclusion in the hypothesis set F. We sensed that the inherent redundancy helped
a lot the measure accuracy. Yet larger sets yield more effort to be made for
computing the measures. Nevertheless, it is well known that the NN approach
suffers when lots of further irrelevant attributes for describing the instances
are added. Thus, we have tested also how the variation of hypotheses (concept
descriptions) belonging to the set F could affect the performance of the measure.
We expected that with an increasing number of hypotheses considered in F, the
accuracy of the measure would increase accordingly.

To test this claim experimentally, one of the ontologies considered the previous
experiment was considered. We performed repeatedly (three times) a leave-one-
out cross validation with an increasing percentage of concepts randomly selected
for F w.r.t. the overall number of primitive or defined concept names in the
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Table 3. Average results varying the number of hypotheses in the set F

match commission omission Induction
% of concepts rate rate rate rate

20% 79.1 20.7 0.00 0.20
40% 96.1 03.9 0.00 0.00
50% 97.2 02.8 0.00 0.00
70% 97.4 02.6 0.00 0.00

100% 98.0 02.0 0.00 0.00

ontology. The average results returned by the system are depicted in Fig. 1.
Numerical details of such outcomes are given in Table 3.

As expected, it is possible to see that the accuracy of the decisions (match
rate) is positively correlated with the number of concepts included in F. The same
outcomes were obtained by repeating similar experiments with other ontologies.
It should be observed that in some cases the concepts randomly selected for
inclusion in F actually turned out to be a little redundant (by subsumption
or because of a simple overlap between their extension) This suggest a line of
further investigation that will concern finding minimal subsets of concepts to be
used for the measure.

5 Conclusions and Future Work

This paper explored the application of an instance-based learning procedure for
analogical reasoning applied to concept representations adopted in the Semantic
Web context. We defined a novel semantic similarity measure that has a wide
scope of application to methods which require the assessment of the semantic
(dis)ssimilarity of individuals. Particularly, in this paper we employed it inte-
grated in an instance-based instance-checking procedure in the task of instance
retrieval (predicting class-membership) which can be effective even in the pres-
ence of missing (or noisy) information in the knowledge bases.

The experiments made on various ontologies showed that the method is quite
effective, and, as expected, its performance depends on the number (and distri-
bution) of the available training instances. Besides, the procedure is robust to
noise since it seldom made commission errors in the experiments that have been
carried out so far.

Various developments for the measure can be foreseen as concerns its def-
inition. Namely, since it is very dependant on the concepts included in the
committee of features, two immediate lines of research arise: 1) reducing the
number of concepts saving those concepts which are endowed of a real discrim-
inating power; 2) learning optimal sets of discriminating features, by allowing
also their composition employing the specific constructors made available by the
representation language of choice. Both these objectives can be accomplished by
means of machine learning techniques especially when ontologies with a large
set of individuals are available. Namely, part of the entire data can be drawn
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in order to learn optimal feature sets, in advance with respect to the successive
usage.

As mentioned, the measure is applicable to other instance-based tasks which
can be approached through machine learning techniques. The next step will be
plugging the measure in a hierarchical clustering algorithm where clusters would
be formed grouping instances on the grounds of their similarity assessed through
the measure.
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Abstract. A clustering method is presented which can be applied to re-
lational knowledge bases. It can be used to discover interesting groupings
of resources through their (semantic) annotations expressed in the stan-
dard languages employed for modeling concepts in the Semantic Web.
The method exploits a simple (yet effective and language-independent)
semi-distance measure for individuals, that is based on the resource se-
mantics w.r.t. a number of dimensions corresponding to a committee of
features represented by a group of concept descriptions (discriminating
features). The algorithm is an fusion of the classic Bisecting k-Means

with approaches based on medoids since they are intended to be applied
to relational representations. We discuss its complexity and the potential
applications to a variety of important tasks.

1 Learning Methods for Concept Languages

In the inherently distributed applications related to the Semantic Web (hence-
forth SW) there is an extreme need of automatizing those activities which are
more burdensome for the knowledge engineer, such as ontology construction,
matching and evolution. Such an automatization may be assisted by crafting
supervised or unsupervised methods for the specific representations of the SW
field (RDF through OWL).

In this work, we investigate on unsupervised learning for knowledge bases ex-
pressed in such standard concept languages. In particular, we focus on the prob-
lem of conceptual clustering of semantically annotated resources. The benefits
of conceptual clustering [17] in the context of semantically annotated knowledge
bases are manifold:

– concept formation: clustering annotated resources enables the definition of
new emerging concepts on the grounds of the primitive concepts asserted in
a knowledge base;

– evolution: supervised methods can exploit these clusters to induce new con-
cept definitions or to refining existing ones;

– discovery and ranking: intensionally defined groupings may speed-up the
task of search and discovery; a hierarchical clustering also suggests criteria
for ranking the retrieved resources.
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Essentially, many existing clustering methods are based on the application
of similarity (or density) measures defined over a fixed set of attributes of the
domain objects. Classes of objects are taken as collections that exhibit low in-
terclass similarity (density) and high intraclass similarity (density). Often these
methods cannot into account any form of background knowledge that could char-
acterize object configurations by means of global concepts and semantic relation-
ship. This hinders the interpretation of the outcomes of these methods which is
crucial in the SW perspective which foresees sharing and reusing the produced
knowledge in order to enable forms of semantic interoperability.

Thus, early conceptual clustering methods aimed at defining groups of objects
through conjunctive descriptions based on selected attributes [17]. In the perspec-
tive, the expressiveness of the language adopted for describing objects and clus-
ters (concepts) is equally important. Alternative approaches, particularly suitable
to concept languages and terminological representations, have pursued a different
way for attacking the problem, devising logic-based methods [12,7]. Yet it has been
pointed out that these methods may suffer from noise in the data.

This motivates our investigation on similarity-based clustering methods which
can be more noise-tolerant, still saving the advantages of conceptual clustering.
Specifically we propose a multi-relational extension of effective clustering tech-
niques, which is tailored for the SW context. It is intended for grouping similar
resources w.r.t. a semantic dissimilarity measure which allows for discovering new
concepts. Specifically, our relational method derives from the Bisecting k-means
algorithm [10], a well-known partitional clustering method.

From a technical viewpoint, upgrading existing algorithms to work on multi-
relational representations, like the concept languages used in the SW, required
novel similarity measures that are suitable for such representations. In particular,
as for the original method, one may fix a given number k of clusters of interest,
yet this may be hard when scarce knowledge about the domain is available. As
an alternative, a partitional method may be employed up to reaching a minimal
threshold value for cluster quality (many measures have been proposed in the
literature [9]) which makes any further bisections useless.

In this setting, the notion of means that characterizes the algorithms descend-
ing from k-means and EM [10] developed for numeric (or just ordinal) features.
In our case we recur to the notion of medoids (like in algorithm PAM [11])
as central individuals in a cluster. Another theoretical problem is posed by the
Open World Assumption (OWA) that is generally made in the target context,
differently from the Closed World Assumption (CWA) which is often made when
performing machine learning or query-answering tasks.

The notion of similarity to be employed has to deal with the rich representations
of semanticallyannotatedresources.Thereforewedevelopedameasurewhichcould
beused specifically for theSW standard representations (seebelow).As pointedout
in a seminal paper [3] on similarity measures for DLs, most of the existing measures
focus on the similarity of atomic concepts within hierarchies or simple ontologies.
Moreover, they have been conceived for assessing concept similarity, whereas, for
our purposes, a notion of similarity between individuals is required.
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Recently, dissimilarity measures for specific DLs have been proposed [4]. Al-
though they turned out to be quite effective for the inductive tasks, they are still
partly based on structural criteria which determine their main weakness: they are
hardly scalable to deal with standard languages used in the current knowledge
management frameworks. Therefore, we have devised a family of dissimilarity
measures for semantically annotated resources, which can overcome the afore-
mentioned limitations. Following some ideas introduced in [16], we present a new
family of measures that is suitable for a wide range of ontology languages since
it is merely based on the discernibility of the input individuals with respect to
a fixed set of features represented by concept definitions (features). As such the
new measures are not absolute, yet they depend on the knowledge base they are
applied to.

The remainder of the paper is organized as follows. Sect. 2 presents the ba-
sics representation and the novel semantic similarity measure adopted with the
clustering algorithm. This algorithm is presented and discussed in Sect. 3. After
Sect. 4 concerning the related work, possible developments are finally examined
in Sect. 5.

2 Semantic Distance Measures

2.1 Preliminaries on the Reference Representation

One of the strong points of our method is that it does not rely on a particu-
lar language for semantic annotations. Hence, in the following, we assume that
resources, concepts and their relationship may be defined in terms of a generic
ontology language that may be mapped to some DL language with the standard
model-theoretic semantics (see the handbook [1] for a thorough reference).

In this context, a knowledge base K = 〈T ,A〉 contains a TBox T and an
ABox A. T is a set of concept definitions. A contains assertions (facts, data)
concerning the world state. Moreover, normally the unique names assumption is
made on the ABox individuals1 therein. The set of the individuals occurring in
A will be denoted with Ind(A).

As regards the inference services, like all other instance-based methods, our
procedure may require performing instance-checking, which amounts to deter-
mining whether an individual, say a, belongs to a concept extension, i.e. whether
C(a) holds for a certain concept C.

2.2 A Semantic Semi-distance for Individuals

Moreover, for our purposes, we need a function for measuring the similarity of
individuals rather than concepts. It can be observed that individuals do not have
a syntactic structure that can be compared. This has led to lifting them to the
concept description level before comparing them (recurring to the approximation
of the most specific concept of an individual w.r.t. the ABox).

1 Individuals can be assumed to be identified by their own URI.
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For the clustering procedure specified in Sect. 3, we have developed a new
measure with a definition that totally depends on semantic aspects of the indi-
viduals in the knowledge base.

On a semantic level, similar individuals should behave similarly with respect
to the same concepts. We introduce a novel measure for assessing the similarity
of individuals in a knowledge base, which is based on the idea of comparing their
semantics along a number of dimensions represented by a committee of concept
descriptions. Following the ideas borrowed from ILP [16] and multi-dimensional
scaling, we propose the definition of totally semantic distance measures for indi-
viduals in the context of a knowledge base.

The rationale of the new measure is to compare them on the grounds of
their behavior w.r.t. a given set of hypotheses, that is a collection of concept
descriptions, say F = {F1, F2, . . . , Fm}, which stands as a group of discriminating
features expressed in the language taken into account.

In its simple formulation, a family of distance functions for individuals inspired
to Minkowski’s distances can be defined as follows:

Definition 2.1 (family of measures). Let K = 〈T ,A〉 be a knowledge base.
Given set of concept descriptions F = {F1, F2, . . . , Fm}, a family of functions

dF
p : Ind(A)× Ind(A) �→ IR

defined as follows:

∀a, b ∈ Ind(A) dF
p(a, b) :=

1
m

[
m∑

i=1

| πi(a)− πi(b) |p
]1/p

where p > 0 and ∀i ∈ {1, . . . ,m} the projection function πi is defined by:

∀a ∈ Ind(A) πi(a) =

⎧⎨⎩
1 Fi(x) ∈ A
0 ¬Fi(x) ∈ A

1/2 otherwise

The superscript F will be omitted when the set of hypotheses is fixed.
As an alternative, the definition of the measures can be made more accurate by

considering entailment rather than the simple ABox look-up, when determining
the values of the projection functions:

∀a ∈ Ind(A) πi(a) =

⎧⎨⎩
1 K |= Fi(x)
0 K |= ¬Fi(x)

1/2 otherwise

In particular, for the sake of saving computational resources, we have consid-
ered the following measures in the experiments: ∀a, b ∈ Ind(A)

d1(a, b) :=
1
m

m∑
i=1

| πi(a)− πi(b) | or d2(a, b) :=
1
m

√√√√ m∑
i=1

(πi(a)− πi(b))
2
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In order to clarify the application of the presented measures the following
example is considered.

Example 2.1. Let us consider the knowledge base K = 〈T ,A〉 reported below.
Primitive Concepts: NC = {Female, Male, Human}.
Primitive Roles: NR = {HasChild, HasParent, HasGrandParent, HasUncle}.

T-Box: T = { Woman ≡ Human  Female, Man ≡ Human  Male
Parent≡ Human  ∃HasChild.Human, Mother ≡Woman  Parent ∃HasChild.Human
Father ≡ Man  Parent, Child ≡ Human  ∃HasParent.Parent,
Grandparent ≡ Parent  ∃HasChild.( ∃ HasChild.Human),
Sibling ≡ Child  ∃HasParent.( ∃ HasChild ≥ 2),
Niece ≡ Human  ∃HasGrandParent.Parent % ∃HasUncle.Uncle,
Cousin ≡ Niece  ∃HasUncle.(∃ HasChild.Human) }.
A-Box:A = {Woman(Claudia), Woman(Tiziana), Father(Leonardo), Father(Antonio),
Father(AntonioB), Mother(Maria), Mother(Giovanna), Child(Valentina), Sibling(Martina),
Sibling(Vito), Mother(Tiziana), HasParent(Claudia,Giovanna), HasParent(Leonardo,AntonioB),
HasParent(Martina,Maria), HasParent(Giovanna,Antonio), HasParent(Vito,AntonioB),
HasParent(Tiziana,Giovanna), HasParent(Tiziana,Leonardo), HasParent(Valentina,Maria),
HasParent(Maria,Antonio), HasSibling(Leonardo,Vito), HasSibling(Martina,Valentina),
HasSibling(Giovanna,Maria), HasSibling(Vito,Leonardo), HasSibling(Tiziana,Claudia),
HasSibling(Valentina,Martina), HasChild(Leonardo,Tiziana), HasChild(Antonio,Giovanna),
HasChild(Antonio,Maria), HasChild(Giovanna,Tiziana), HasChild(Giovanna,Claudia),
HasChild(AntonioB,Vito), HasChild(AntonioB,Leonardo), HasChild(Maria,Valentina),
HasUncle(Martina,Giovanna), HasUncle(Valentina,Giovanna) }

Considered this knowledge base and a feature set F = {Woman,Man,Parent,
Sibling,Child} it is possible to compute the similarity value between the individ-
uals: Claudia and Tiziana as:

d1(Claudia, Tiziana) :=
1
5

5∑
i=1

| πi(Claudia)− πi(Tiziana) |=

=
1
5
· (| 1− 1 | + | 0− 0 | + | 0− 1 | + | 1− 1 | + | 1− 1 |) =

1
5

= 0.2

2.3 Discussion

It is easy to prove that these functions have the standard properties for semi-
distances:

Proposition 2.1 (semi-distance). For a fixed feature set and p > 0, given
any three instances a, b, c ∈ Ind(A). it holds that:

1. dp(a, b) > 0
2. dp(a, b) = dp(b, a)
3. dp(a, c) ≤ dp(a, b) + dp(b, c)

Proof.

1. trivial
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2. trivial
3. Noted that

(dp(a, c))p =
1

mp

m∑
i=1

| πi(a)− πi(c) |p

=
1

mp

m∑
i=1

| πi(a)− πi(b) + πi(b)− πi(c) |p

≤ 1
mp

m∑
i=1

| πi(a)− πi(b) |p +
1

mp

m∑
i=1

| πi(b)− πi(c) |p

≤ (dp(a, b))p + (dp(b, c))p ≤ (dp(a, b) + dp(b, c))p

then the property follows for the monotonicity of the power function.

It cannot be proved that dp(a, b) = 0 iff a = b. This is the case of indiscernible
individuals with respect to the given set of hypotheses F.

Compared to other proposed distance (or dissimilarity) measures [3], the pre-
sented function does not depend on the constructors of a specific language, rather
it requires only retrieval or instance-checking service used for deciding whether
an individual is asserted in the knowledge base to belong to a concept extension
(or, alternatively, if this could be derived as a logical consequence).

Note that the πi functions (∀i = 1, . . . ,m) for the training instances, that
contribute to determine the measure with respect to new ones, can be computed
in advance thus determining a speed-up in the actual computation of the mea-
sure. This is very important for the measure integration in algorithms which
massively use this distance, such as all instance-based methods.

The underlying idea for the measure is that similar individuals should ex-
hibit the same behavior w.r.t. the concepts in F. Here, we make the assumption
that the feature-set F represents a sufficient number of (possibly redundant) fea-
tures that are able to discriminate really different individuals. Experimentally, we
could obtain good results by using the very set of both primitive and defined con-
cepts found in the ontology. The choice of the concepts to be included – feature
selection – may be crucial. We have devised a specific optimization algorithms
founded in genetic programming and simulated annealing (whose presentation
goes beyond the scope of this work) which are able to find optimal choices of
discriminating concept committees.

3 Grouping Individuals by Hierarchical Clustering

The conceptual clustering procedure implemented in our method works top-
down, starting with one universal cluster grouping all instances. Then it itera-
tively finds two clusters bisecting an existing one up to the desired number of
clusters is reached. This algorithm can be thought as producing a dendrogram
levelwise: the number of levels coincides with the number of clusters. It can be
very fast.
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3.1 The Algorithm

In particular our algorithm can be ascribed to the category of the heuristic par-
titioning algorithms such as k-means and EM [9,10]. Each cluster is represented
by the center of the cluster. In our setting we will consider the notion of medoid
as a notion of cluster center since our distance measure works on a categori-
cal feature-space. In particular it can be seen as a hierarchical extension of the
PAM algorithm (Partition Around Medoids [11]): each cluster is represented by
one of the individuals in the cluster, the medoid, i.e., in our case, the one with
the lowest average distance w.r.t. all the others individuals in the cluster. The
bi-partition is repeated level-wise producing a dendrogram.

Fig. 1 reports a sketch of our algorithm. It essentially consists of two nested
loops: the outer one computes a new level of the resulting dendrogram and it
is repeated until the desired number of clusters is obtained (which corresponds
to the latest level; the inner loop consists of a run of the PAM algorithm at the
current level.

Per each level, the next worst cluster is selected (selectWorstCluster() func-
tion) on the grounds of its quality, e.g. the one endowed with the least average
inner similarity (or cohesiveness [17]). This cluster is candidate to being parted
in two. The partition is constructed around two medoids initially chosen (select-
MostDissimilar() function) as the most dissimilar elements in the cluster and
then iteratively adjusted in the inner loop. In the end, the candidate cluster is
replaced by the newly found parts at the next level of the dendrogram.

The inner loop basically resembles to a 2-means (or EM) algorithm, where
medoids are considered instead of means which can hardly be defined in symbolic
computations. Then, the classical two steps are performed in an iteration:

E step. given the current medoids, the first distributes the other individuals in
one of the two partitions under construction on the grounds of their similarity
w.r.t. either medoid;

M step. given the bipartition obtained by distribute(), this second step com-
putes the new medoids for either cluster. These tend to change on each iter-
ation until eventually they converge to a stable couple (or when a maximum
number of iteration have been performed).

The medoid of a group of individuals is the individual that has the lowest distance
w.r.t. the others. Formally. given a cluster C = {a1, a2, . . . , an}, the medoid is
defined:

m = medoid(C) = argmin
a∈C

n∑
j=1

d(a, aj)

Each node of the tree (a cluster) may be labeled with an intensional concept
definition which characterizes the individuals in the given cluster while discrim-
inating those in the twin cluster at the same level. Labeling the tree-nodes with
concepts can be regarded as a number of supervised learning problems in the spe-
cific multi-relational representation targeted in our setting. As such it deserves
specific solutions that are suitable for the DL languages employed.
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input allIndividuals: set of individuals
k: number of clusters;
maxIterations: max number of inner iterations;

output clusterVector: array [1..k] of sets of clusters

level := 0;
clusterVector[1] := allIndividuals;
repeat

++level;
cluster2split := selectWorstCluster(clusterVector[level]);
iterCount := 0;
stableConfiguration := false;
(newMedoid1,newMedoid2) := selectMostDissimilar(cluster2split);
repeat

++iterCount;
// E step
(medoid1,medoid2) := (newMedoid1,newMedoid2);
(cluster1,cluster2) := distribute(cluster2split,medoid1,medoid2);
// M step
newMedoid1 := medoid(cluster1);
newMedoid2 := medoid(cluster2);
stableConfiguration := (medoid1 = newMedoid1) ∧ (medoid2 = newMedoid2);

until stableConfiguration ∨ (iterCount = maxIterations);
clusterVector[level+1] := replace(cluster2split,cluster1,cluster2,clusterVector[level]);

until (level = k);

Fig. 1. The Hierarchical Bisecting around Medoids Algorithm

A straightforward solution may be found, for DLs that allow for the computa-
tion of (an approximation of) the most specific concept (msc) and least common
subsumer (lcs) [2] (such as ALC). This may involve the following steps:
given a cluster of individuals nodej

– for each individual ai ∈ nodej do
compute Mi := msc(ai) w.r.t. A;

– let MSCsj := {Mi | ai ∈ nodej};
– return lcs(MSCsj)

As an alternative, algorithms for learning concept descriptions expressed in
DLs may be employed [5]. Indeed, concept formation can be cast as a supervised
learning problem: once the two clusters at a certain level have been found, where
the members of a cluster are considered as positive examples and the members
of the dual cluster as negative ones. Then any concept learning method which
can deal with this representation may be utilized for this new task.

3.2 Discussion

The representation of centers by means of medoids has two advantages. First, it
presents no limitations on attributes types, and, second, the choice of medoids
is dictated by the location of a predominant fraction of points inside a cluster
and, therefore, it is lesser sensitive to the presence of outliers. In k-means case a
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cluster is represented by its centroid, which is a mean (usually weighted average)
of points within a cluster. This works conveniently only with numerical attributes
and can be negatively affected by a single outlier.

A PAM algorithm has several favorable properties. Since it performs cluster-
ing with respect to any specified metric, it allows a flexible definition of simi-
larity. This flexibility is particularly important in biological applications where
researchers may be interested, for example, in grouping correlated or possibly
also anti-correlated elements. Many clustering algorithms do not allow for a
flexible definition of similarity, but allow only Euclidean distance in current
implementations. In addition to allowing a flexible distance metric, a PAM al-
gorithm has the advantage of identifying clusters by the medoids. Medoids are
robust representations of the cluster centers that are less sensitive to outliers
than other cluster profiles, such as the cluster means of k-means. This robust-
ness is particularly important in the common context that many elements do
not belong exactly to any cluster, which may be the case of the membership in
DL knowledge bases, which may be not ascertained given the OWA.

4 Related Work

The unsupervised learning setting presented in this paper is mainly is based on
two factors: the semantic similarity measure and the clustering method. In the
following, we briefly discuss sources of inspiration and related approaches.

4.1 Semantic Similarity Measures

As mentioned in the first section, various attempts to define semantic similarity
(or dissimilarity) measures for concept languages have been made, yet they have
still a limited applicability to simple languages [3] or they are not completely
semantic depending also on the structure of the descriptions [4].

Our measure is mainly based on Minkowski’s measure and on a method for
distance induction developed by Sebag [16] in the context of machine learn-
ing (and inductive logic programming). It is shown that the induced measure
could be accurate when employed for classification tasks even though set of
features (hypotheses) to be used were not the optimal ones (or they were
redundant).

A source of inspiration was also rough sets theory [15] which aims at the
formal definition of vague sets by means of their approximations determined
by an indiscernibility relationship. Hopefully, these methods developed in this
context will help solving the open points of our framework (see the next section)
and suggest new ways to treat uncertainty.

Another related metric was defined [14] for the Herbrand interpretations of
logic clauses as induced from a metric on ground atoms. Specifically, it may be
employed to assess the dissimilarity of individuals by deriving a related most
specific concept description (MSC) [1] accounting for them.
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4.2 Clustering Procedures

Our algorithm adapts to the specific representations devised for the SW context
a combination of Bisecting K-Means clustering and the approaches based on
medoids. Specifically, in k-medoids methods each cluster is represented by one
of its points. Two early versions of k-medoid approach are the algorithms PAM

(Partitioning Around Medoids) and CLARA (Clustering LARge Applications)
[11]. PAM is an iterative optimization method that combines relocation of points
between perspective clusters with re-nominating the points as potential medoids.
The guiding principle for the process is the effect on an objective function, which,
obviously, is a costly strategy. CLARA uses several samples of points, which
are subjected to PAM. The whole dataset is assigned to resulting medoids, the
objective function is computed, and the best system of medoids is retained.

CLARANS algorithm (Clustering Large Applications based upon RANdom-
ized Search) [13] was introduced in the context of spatial databases. A graph is
considered whose nodes are sets of k medoids and an edge connects two nodes
if they differ by exactly one medoid. While CLARA compares very few neigh-
bors corresponding to a fixed small sample, CLARANS uses random search to
generate neighbors by starting with an arbitrary node and randomly checking
maxneighbor neighbors. If a neighbor represents a better partition, the process
continues with this new node. Otherwise a local minimum is found, and the
algorithm restarts until a certain number of local minima is found. The best
node (i.e. a set of medoids) is returned for the formation of a resulting partition.
The complexity of CLARANS is O(N2) in terms of number of points. Ester et
al. [6] extended CLARANS to very large spatial databases. Our algorithm may
be considered an extension of the simpler forms of k-medoids to a hierarchical
case. This allows also do determine a good estimate of the number of clusters

Further comparable clustering methods are those based on an indiscernibility
relationship [8]. While in our method this idea is embedded in the semi-distance
measure (and the choice of the committee of concepts), these algorithms are
based on an iterative refinement of an equivalence relationship which induces
clusters as equivalence classes.

5 Conclusions and Future Work

This work has presented a clustering for (multi-)relational representations which
are standard in the SW field. Namely, it can be used to discover interesting group-
ings of semantically annotated resources in a wide range of concept languages.
The method exploits a novel dissimilarity measure, that is based on the resource
semantics w.r.t. a number of dimensions corresponding to a committee of fea-
tures represented by a group of concept descriptions (discriminating features).
The algorithm, is an adaptation of the classic bisecting k-means to complex rep-
resentations typical of the ontology in the SW. We have discussed its complexity
and the potential applications to a variety of important tasks.

In order to exploit the method, the underlying application needs only to model
the knowledge base according to this ontology language, thus, for instance, a
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SW service registry may be searched provided that services are described in the
standard representations defined on top of OWL (e.g. OWL-S or WSML).

Ongoing work concerns the mentioned feature selection task. Namely, we aim
at inducing an optimal set of concepts for the distance measure by means of
randomized algorithms based on genetic programming and simulated annealing.
Furthermore, also the clustering process itself may be carried out by means of a
randomized method based on the same approaches.
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Abstract. Few works are available in the literature to define similarity
criteria between First-Order Logic formulæ, where the presence of rela-
tions causes various portions of one description to be possibly mapped
in different ways onto another description, which poses serious compu-
tational problems. Hence, the need for a set of general criteria that are
able to support the comparison between formulæ. This could have many
applications; this paper tackles the case of two descriptions (e.g., a defi-
nition and an observation) to be generalized, where the similarity criteria
could help in focussing on the subparts of the descriptions that are more
similar and hence more likely to correspond to each other, based only
on their syntactic structure. Experiments on real-world datasets prove
the effectiveness of the proposal, and the efficiency of the corresponding
implementation in a generalization procedure.

1 Introduction

First-order logic (FOL for short) is a powerful formalism, that is able to ex-
press relations between objects and hence can overcome the limitations shown
by propositional or attribute-value representations. However, the presence of
relations causes various portions of one description to be possibly mapped in
different ways onto another description, which poses problems of computational
effort when two descriptions have to be compared to each other. Hence, the
availability of techniques for the comparison between FOL (sub-)descriptions
could have many applications, particularly in the Artificial Intelligence commu-
nity: helping a subsumption procedure to converge quickly, assessing a degree
of similarity between two formulæ, implementing a flexible matching procedure,
supporting instance-based classification techniques or conceptual clustering.

As to supervised learning, many systems generalize definitions against obser-
vations, and a similarity function could help the procedure in focussing on the
components that are more similar and hence more likely to correspond to each
other. Clearly, this concerns the semantic aspects of the domain, and hence there
is no precise (i.e., algorithmic) way for recognizing the correct (sub-)formulæ.
Thus, the problem must be attacked heuristically, by developing some method
that can hypothesize which part of a description refers to which part of the
other, based only on their syntactic structure. To these aims, partial similarities
among description components must be searched for.
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Specifically, many first-order Machine Learning systems infer theories in the
form of Logic Programs, a restriction of FOL to sets of Horn clauses, i.e. logical
formulæ of the form l1 ∧ · · · ∧ ln ⇒ l0 where the li’s are atoms, usually
represented in Prolog style as l0 :- l1, . . . , ln to be interpreted as “l0 (called
head of the clause) is true, provided that l1 and ... and ln (called body of the
clause) are all true”. Without loss of generality [9], we will deal with the case of
linked Datalog clauses.

In the following sections, some criteria and a formula on which basing sim-
ilarity considerations between first-order logic clauses will be presented, that
are intended to represent a good tradeoff between significance, effectiveness and
expressiveness on one side, and computational efficiency on the other. Then, Sec-
tion 5 will show how the proposed formula and criteria, are able to effectively
guide a clause generalization procedure. Lastly, Section 4 will deal with related
work, while 6 will conclude the paper and outline future work directions.

2 Similarity Formula

Intuitively, the evaluation of similarity between two items i′ and i′′ might be
based both on the presence of common features, which should concur in a positive
way to the similarity evaluation, and on the features of each item that are not
owned by the other (defined as the residual of the former with respect to the
latter), which should concur negatively to the whole similarity value assigned to
them [6]. Thus, plausible similarity parameters are:

n , the number of features owned by i′ but not by i′′ (residual of i′ wrt i′′);
l , the number of features owned both by i′ and by i′′;
m , the number of features owned by i′′ but not by i′ (residual of i′′ wrt i′).

We developed a novel similarity function that expresses the degree of similarity
between i′ and i′′ based on the above parameters:

sf (i′, i′′) = sf(n, l,m) = 0.5
l + 1

l + n + 2
+ 0.5

l + 1
l + m + 2

(1)

It takes values in ]0, 1[, which resembles the theory of probability and hence
can help human interpretation of resulting value. A complete overlapping of the
model onto the observation tends to the limit of 1 as long as the number of
common features grows. The full-similarity value 1 is never reached, which is
consistent with the intuition that the only case in which this should happen
is the exact identification of items, i.e. i′ = i′′ (in the following, we assume
i′ 
= i′′). Conversely, in case of no overlapping the function will tend to 0 as
long as the number of non-shared features grows. This is consistent with the
intuition that there is no limit to the number of different features owned by
the two descriptions, which contribute to make them ever different. Moreover,
in case of no features at all in two descriptions (n = l = m = 0, e.g., two
objects with no characteristics associated) the function evaluates to 1/2, which
can be considered intuitively correct for a case of maximum uncertainty. For
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instance, one such case is when a model includes an object for which there are
no properties to be fulfilled: when comparing it to an observed object without
properties as well, one cannot know if the overlapping is actually total because
in fact both descriptions have no property at all to be fulfilled, or it just happens
that previous generalizations have dropped from the model all the features that
it previously owned. Note that each of the two terms refers specifically to one
of the two clauses under comparison, and hence a weight could be introduced to
give different importance to either of the two.

This formula was developed to overcome some limitations of other formulæ in
the literature (e.g., Tverski’s, Dice’s and Jaccard’s); however, the main contri-
bution of this paper is in the exploitation of the formula in various combinations
that can assign a similarity degree to the different clause constituents.

3 Similarity Criteria

In FOL formulæ, terms represent specific objects; unary predicates generally
represent term properties and n-ary predicates express relationships. Hence, two
levels of similarity can be defined for pairs of first-order descriptions: the object
level, concerning similarities between terms in the descriptions, and the structure
one, referring to how the nets of relationships in the descriptions overlap.

Example 1. Let us consider, as a running example throughout the paper, the
following two clauses (in this case, a rule C and a classified observation E):

C : h(X) :- p(X,Y ), p(X,Z), p(W,X), r(Y, U), o(Y, Z), q(W,W ), s(U, V ),
π(X), φ(X), ρ(X), π(Y ), σ(Y ), τ(Y ), φ(Z), σ(W ), τ(W ), π(U), φ(U).

E : h(a) :- p(a, b), p(a, c), p(d, a), r(b, f), o(b, c), q(d, e), t(f, g),
π(a), φ(a), σ(a), τ(a), σ(b), τ(b), φ(b), τ(d), ρ(d), π(f), φ(f), σ(f).

3.1 Object Similarity

Consider two clauses C ′ and C′′. Call A′ = {a′
1, . . . , a

′
n} the set of terms in

C′, and A′′ = {a′′
1 , . . . , a

′′
m} the set of terms in C′′. When comparing a pair

(a′, a′′) ∈ A′ × A′′, i.e. an object taken from C′ and one taken from C′′, re-
spectively, two kinds of object features can be distinguished: the properties they
own as expressed by unary predicates (characteristic features), and the ways
in which they relate to other objects according to n-ary predicates (relational
features). More precisely, relational features are defined by the position the ob-
ject holds among the n-ary predicate arguments, since different positions ac-
tually refer to different roles played by the objects. In the following, we will
refer to a role as a couple R = (predicate, position) (written compactly as R =
predicate/arity.position). For instance, characteristic features could be male(X)
or tall(X), while relational features could be expressed by predicates such as
parent(X,Y), where specifically the first argument position identifies the ‘par-
ent’ role (parent/2.1), and the second one represents the ‘child’ role (parent/2.2).

Two corresponding similarity values can be associated to a′ and a′′: a char-
acteristic similarity, where (1) is applied to values related to the characteristic
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features, and a relational similarity, based on how many times the two objects
play the same or different roles in the n-ary predicates.

The characteristic similarity between a′ and a′′, sfc(a′, a′′), can be computed,
by considering the set P ′ of properties related to a′ and the set P ′′ of properties
related to a′′, as sf(nc, lc,mc) for the following parameters:

nc = |P ′ \ P ′′| is the number of properties owned by the object represented by
term a′ in C′ but not by the object represented by term a′′ in C′′ (charac-
teristic residual of a′ wrt a′′);

lc = |P ′ ∩ P ′′| is the number of common properties between the object repre-
sented by term a′ in C′ and the object represented by term a′′ in C′′;

mc = |P ′′ \ P ′| is the number of properties owned by the object represented by
term a′′ in C′′ but not by the object represented by term a′ in C′ (charac-
teristic residual of a′′ wrt a′).

A similar technique can be applied to compute the relational similarity be-
tween a′ and a′′. In this case, due to the possibility that one object plays multiple
times the same role in different relations (e.g., a parent of many children), we
have to consider the multisets R′ and R′′ of roles played by a′ and a′′, respec-
tively. Hence, the relational similarity between a′ and a′′, sfr(a′, a′′), can be
computed as sf(nr, lr,mr) for the following parameters:

nr = |R′ \R′′| expresses how many times a′ plays in C′ role(s) that a′′ does not
play in C′′ (relational residual of a′ wrt a′′);

lr = |R′ ∩R′′| is the number of times that both a′ in C′ and a′′ in C′′ play the
same role(s);

mr = |R′′ \R′| expresses how many times a′′ plays in C′′ role(s) that a′ does
not play in C′ (relational residual of a′′ wrt a′).

Overall, we can define the object similarity between two terms as sfo(a′, a′′) =
sfc(a′, a′′) + sfr(a′, a′′).

Example 2. The properties and roles for some terms in C and E, and the com-
parison for some of the possible pairs, are reported in Table 1.

3.2 Structural Similarity

When checking for the structural similarity of two formulæ, many objects can
be involved, and hence their mutual relationships represent a constraint on how
each of them in the former formula can be mapped onto another in the latter.
Differently from the case of objects, what defines the structure of a formula is
the set of n-ary predicates, and specifically the way in which they are applied
to the various objects to relate them (a predicate, applied to a number of terms
equal to its arity, is called an atom). This is the most difficult part, since rela-
tions are specific to the first-order setting and are the cause of indeterminacy
in mapping (parts of) a formula into (parts of) another one. In the following,
we will call compatible two FOL (sub-)formulæ that can be mapped onto each
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Table 1. Object Similarity

C E

t′ P ′ R′ t′′ P ′′ R′′

X {π, φ, ρ} {p/2.1, p/2.1, p/2.2} a {π, φ, σ, τ} {p/2.1, p/2.1, p/2.2}
Y {π, σ, τ} {p/2.2, r/2.1, o/2.1} b {σ, τ} {p/2.2, r/2.1, o/2.1}
Z {φ} {p/2.2, o/2.2} c {φ} {p/2.2, o/2.2}
W {σ, τ} {p/2.1, p/2.1, p/2.2} d {τ, ρ} {p/2.1, p/2.1}
U {π, φ} {r/2.2, s/2.1} f {π, φ, σ} {r/2.2, t/2.1}

t′/t′′ (P ′ \ P ′′), (P ′ ∩ P ′′), (P ′′ \ P ′) (R′ \ R′′), (R′ ∩ R′′), (R′′ \ R′) sfo(t
′, t′′)

X/a {ρ}, {π, φ}, {σ, τ} (1, 2, 2) ∅, {p/2.1, p/2.1, p/2.2}, ∅ (0, 3, 0) 1.35
Y/b {π}, {σ, τ}, ∅ (1, 2, 0) ∅, {p/2.2, r/2.1, o/2.1}, ∅ (0, 4, 0) 1.46
Y/c {π, σ, τ}, ∅, {φ} (3, 0, 1) {r/2.1, o/2.1}, {p/2.2}, {o/2.2} (2, 1, 1) 0.72
Z/b {φ}, ∅, {σ, τ} (1, 0, 2) {o/2.2}, {p/2.2}, {r/2.1, o/2.1} (1, 1, 2) 0.74
Z/c ∅, {φ}, ∅ (0, 1, 0) ∅, {p/2.2, o/2.2}, ∅ (0, 2, 0) 1.42
W/d {σ}, {τ}, {ρ} (1, 1, 1) {p/2.2}, {p/2.1, p/2.1}, ∅ (1, 2, 0) 1.18
U/f ∅, {π, φ}, {σ} (0, 2, 1) {s/2.1}, {r/2.2}, {t/2.1} (1, 1, 1) 1.18

other without yielding inconsistent term associations (i.e., a term in one formula
cannot correspond to different terms in the other formula).

Given an n-ary literal, we define its star as the multiset of n-ary predicates
corresponding to the literals linked to it by some common term (a predicate
can appear in multiple instantiations among these literals). Intuitively, it de-
picts ‘in breadth’ how it relates to the rest of the formula. The star similarity
sfs(l′, l′′) between two compatible n-ary literals l′ and l′′ having stars S′ and S′′,
respectively, can be computed as sf(ns, ls,ms) for the following parameters:

ns = |S′ \ S′′| expresses how many more relations l′ has in C′ than l′′ has in C′′

(star residual of l′ wrt l′′);
ls = |S′ ∩ S′′| is the number of relations that both l′ in C′ and l′′ in C′′ have in

common;
ms = |S′′ \ S′| expresses how many more relations l′′ has in C′′ than l′ has in

C′ (star residual of l′′ wrt l′).

Overall, a more adequate evaluation of similarity between l′ and l′′ can be ob-
tained by adding to the above result the characteristic and relational similarity
values for all pair of their arguments in corresponding positions:

sfs(l′, l′′) = sf(ns, ls,ms) + Σt′/t′′∈θsfo(t′, t′′)

where θ is the set of term associations that map l′ onto l′′.
Then, any first-order logic formula can be represented as a graph in which

atoms are the nodes, and edges connect two nodes iff they are related in some
way. It follows that a comparison between two formulæ to assess their structural
similarity corresponds to the computation of (sub-)graph homomorphisms, a
problem known to be NP-hard in general, due to the possibility of mapping a
(sub-)graph onto another in many different ways. As a consequence, we are in-
terested in heuristics that can give significant hints on the structure overlapping
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Algorithm 1. Construction of the graph associated to C
Require: C = l0 : −l1, . . . , ln: Clause

i ← 0; Level0 ← {l0}; E ← ∅; Atoms ← {l1, . . . , ln}
while Atoms �= ∅ do

i ← i + 1
Leveli ← {l ∈ Atoms | ∃l′ ∈ Leveli−1s.t.terms(l) ∩ terms(l′) �= ∅}
E ← E ∪ {(l′, l′′) | l′ ∈ Leveli−1, l

′′ ∈ Leveli, terms(l′) ∩ terms(l′′) �= ∅}
Atoms ← Atoms \ Leveli

end while
return G = (

�
i Leveli, E): graph associated to C

between two formulæ with little computational effort. Indeed, leveraging on the
fact that clauses are made up by just a single atom in the head and a conjunction
of atoms in the body, we can exploit a graph representation that is easier than
that for general formulæ, as described in the following. In particular, we will
deal with linked clauses only (i.e. clauses whose associated graph is connected),
and will build the graph based on a simple (as to the details it expresses about
the fomula), yet powerful (as regards the information it conveys) feature, that is
term sharing between couples of atoms. Given a clause C, we define its associated
graph as GC = (V,E) with

– V = {l0} ∪ {li|i ∈ {1, . . . , n}, li built on k-ary predicate, k > 1} and
– E ⊆ {(a1, a2) ∈ V × V | terms(a1) ∩ terms(a2) 
= ∅}

where terms(a) denotes the set of terms that appear as arguments of atom a. The
strategy for choosing the edges to be represented, summarized in Algorithm 1,
leverages on the presence of a single atom in the head to have both a starting
point and precise directions for traversing the graph in order to choose a unique
and well-defined perspective on the clause structure among the many possible.
More precisely, we build a Directed Acyclic Graph (DAG), stratified (i.e., with
the set of nodes partitioned) in such a way that the head is the only node at
level 0 (first element of the partition) and each successive level (element of the
partition) is made up by new nodes (not yet reached by edges) that have at least
one term in common with nodes in the previous level. In particular, each node
in the new level is linked by an incoming edge to each node in the previous level
having among its arguments at least one term in common with it.

Example 3. Let us build the graph GC . The head represents the 0-level of the
stratification. Then directed edges may be introduced from h(X) to p(X,Y ),
p(X,Z) and p(W,X), that are the only atoms having X as an argument, which
yields level 1 of the term stratification. Now the next level can be built, adding
directed edges from atoms in level 1 to the atoms not yet considered that share
a variable with them: r(Y, U) – end of an edge starting from p(X,Y ) –, o(Y, Z)
– end of edges starting from p(X,Y ) and p(X,Z) – and q(W,W ) – end of an
edge starting from p(W,X). The third and last level of the graph includes the
only remaining atom, s(U, V ) – having an incoming edge from r(Y, U).
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Table 2. Star Similarity

C E

l′ S′ l′′ S′′

p(X, Y ) {p/2, p/2, r/2, o/2} p(a, b) {p/2, p/2, r/2, o/2}
p(X,Z) {p/2, p/2, o/2} p(a, c) {p/2, p/2, o/2}
r(Y,U) {p/2, o/2, s/2} r(b, f) {p/2, o/2, t/2}

l′ l′′ (S′ \ S′′), (S′ ∩ S′′), (S′′ \ S′) sfs(l
′, l′′)

p(X,Y ) p(a, b) ∅, {p/2, p/2, r/2, o/2}, ∅ (0, 4, 0) 3.52
p(X,Y ) p(a, c) {r/2}, {p/2, p/2, o/2}, ∅ (1, 3, 0) 2.80
p(X,Z) p(a, c) ∅, {p/2, p/2, o/2}, ∅ (0, 3, 0) 3.57
p(X,Z) p(a, b) ∅, {p/2, p/2, o/2}, {r/2} (0, 3, 1) 2.82
r(Y, U) r(b, f) {s/2}, {p/2, o/2}, {t/2} (1, 2, 1) 3.24

Now, all possible paths starting from the head and reaching leaf nodes (those
with no outcoming edges) can be interpreted as the basic components of the
overall structure of the clause. Being such paths univoquely determined reduces
the amount of indeterminacy in the comparison. Intuitively, a path depicts ‘in
depth’ a portion of the relations described in the clause. Given two clauses C′

and C′′, we define the intersection between two paths p′ =< l′1, . . . , l
′
n′ > in

GC′ and p′′ =< l′′1 , . . . , l′′n′′ > in GC′′ as the pair of longest compatible initial
subsequences of p′ and p′′:

p′ ∩ p′′ = (p1, p2) = (< l′1, . . . , l
′
k >,< l′′1 , . . . , l′′k >) s.t.

∀i = 1, . . . , k : l′1, . . . , l
′
i compatible with l′′1 , . . . , l′′i ∧

(k = n′ ∨ k = n′′ ∨ l′1, . . . , l
′
k+1 incompatible with l′′1 , . . . , l′′k+1)

and the two residuals as the incompatible trailing parts:
p′ \ p′′ =< l′k+1, . . . , l

′
n′ >, p′′ \ p′ =< l′′k+1, . . . , l

′′
n′′ >)

Hence, the path similarity between p′ and p′′, sfs(p′, p′′), can be computed by
applying (1) to the following parameters:

np = |p′ \ p′′| = n′ − k is the length of the trail incompatible sequence of p′ wrt
p′′ (path residual of p′ wrt p′′);

lp = |p1| = |p2| = k is the length of the maximum compatible initial sequence of
p′ and p′′;

mp = |p′′ \ p′| = n′′ − k is the length of the trail incompatible sequence of p′′

wrt p′ (path residual of p′′ wrt p′).

plus the star similarity of all couples of literals in the initial sequences:

sfp(p′, p′′) = sf(np, lp,mp) + Σi=1,...,ksfs(l′i, l
′′
i )

Example 4. Since the head is unique (and hence can be uniquely matched), in
the following we will deal only with the body literals for structural criteria. Table
2 reports the star comparisons for a sample of literals in C and E, while Table
3 shows some path comparisons.

Note that no single criterion is by itself neatly discriminant, but their cooperation
succeeds in distributing the similarity values and in making the difference ever
clearer as long as they are composed one ontop the previous ones.
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Table 3. Path Similarity

Path No. C E

1. < p(X,Y ), r(Y, U), s(U, V ) > < p(a, b), r(b, f), t(f, g) >
2. < p(X,Y ), o(Y, Z) > < p(a, b), o(b, c) >
3. < p(X,Z), o(Y, Z) > < p(a, c), o(b, c) >
4. < p(W,X), q(W,W ) > < p(d, a), q(d, e) >

p′ p′ ∩ p′′ p′ \ p′′ θp′∩p′′ (n, l, m)p

p′′ p′′ \ p′ sfp(p
′, p′′)

C.1 < p(X,Y ), r(Y,U) > < s(U,V ) > {X/a, Y/b,U/f} (1, 2, 1)
E.1 < p(a, b), r(b, f) > < t(f, g) > 7.36

C.1 < p(X,Y ) > < r(Y, U), s(U,V ) > {X/a, Y/b} (2, 1, 1)
E.2 < p(a, b) > < o(b, c) > 3.97

C.2 < p(X,Y ) > < o(Y, Z) > {X/a, Y/b} (1, 1, 2)
E.1 < p(a, b) > < r(b, f), t(f, g) > 3.97

C.2 < p(X,Y ), o(Y, Z) > <> {X/a, Y/b, Z/c} (0, 2, 0)
E.2 < p(a, b), o(b, c) > <> 7.95

Algorithm 2. Similarity-based generalization
Require: C: Rule; E: Example

PC ← paths(C); PE ← paths(E);
P ← {(pC , pE) ∈ PC × PE|pC ∩ pE �= (<>,<>)};
G ← ∅; θ ← ∅
while P �= ∅ do

(pC , pE) ← argmax(pC ,pE)∈P (sf(pC , pE))
P ← P \ {(pC , pE)}
(qC , qE) ← pC ∩ pE

θq ← substitution s.t. qC = qE

if θq compatible with θ then
G ← G ∪ qC ; θ ← θ ∪ θq

end if
end while
return G: generalization between C and E

Now, a generalization can be computed considering the path intersections
by decreasing similarity, adding to the partial generalization generated thus far
the common literals of each pair whenever they are compatible (see Algorithm
2). Further generalizations can then be obtained through backtracking. This
optionally allows to cut the generalization when some length threshold is reached,
ensuring that only the less significant similarities are dropped.

Example 5. The path intersection with highest similarity value is C.3/E.3, and
hence the first partial generalization becomes {p(X,Z), o(Y, Z)}, with asso-
ciations {X/a, Y/b, Z/c}. Then C.2/E.2 is considered, whose associations are
compatible with the current ones, so it contributes with {p(X,Y )} to the gen-
eralization (there are no new associations). Then comes C.1/E.1, that being
compatible extends the generalization by adding {r(Y, U)} and the association
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with {U/f}. It is the turn of C.1/E.2 and then of C.2/E.1, that are compatible
but redundand, and hence do not add anything to the current generalization
(nor to the associations). Then C.4/E.4 is considered, that is compatible and
extends with {p(W,X)} and {W/d} the current generalization and associations,
respectively. Lastly C.3/E.2, C.2/E.3, C.3/E.1 and C.1/E.3 are considered, but
discarded because of their associations being incompatible.

4 Related Works

Despite of many distance measures developed for attribute-value representations
[5], few works faced the definition of similarity or distance measures for first-
order descriptions. [4] proposes a distance measure based on probability theory
applied to the formula components. Compared to that, our function does not
require the assumptions and simplifying hypotheses (statistical independence,
mutual exclusion) to ease the probability handling, and no a-priori knowledge
of the representation language is required (such as the type domains). It does
not require the user to set weights on the predicates’ importance, and is not
based on the presence of ‘mandatory’ relations, like for the G1 subclause in [4].

Many supervised learning systems prove the importance of a distance measure.
For instance, KGB [1] uses a similarity function, parameterized by the user, to
guide generalization; our ideas of characteristic and relational similarity are very
close to those, but the similarity computation is more straightforward. While
KGB cannot handle negative information in the clauses, our approach can be
easily extended to do that. The k-Nearest Neighbor classifier RIBL [2] is based
on a modified version of the function proposed in [1]. The basic idea is that object
similarity depends on the similarity of their attributes’ values and, recursively,
on the similarity of the objects related to them. Such a propagation poses the
problem of indeterminacy in associations, that our technique avoids thanks to
the different structural approach.

[10] presents an approach for the induction of a distance on FOL examples,
that depends on the pattern discriminating the target concepts. k clauses are
choosen and the truth values of whether each clause covers the example or not
are used as k features for a distance on the space {0, 1}k between the examples.
[7] organizes terms in an importance-related hierarchy, and proposes a distance
between terms based on interpretations and a level mapping function that maps
every simple expression on a natural number. [8] presents a distance function

Table 4. Experimental results

Ratio Time (sec.) Cl Gen Exc+ Spec+ Spec− Exc− Acc

Classification
SF 90.52 579 8 47(+0) 0 2 0 0 0.94
I 70.22 137 7 33(+100) 0 1 1 1 0.97

S80 73.63 206 7 33(+13) 0 0 1 1 0.97

Labelling
SF 91.09 22220 36 180(+0) 0 8 3 3 0.89
I 68.85 33060 39 137(+5808) 0 15 11 12 0.93

S80 71.75 15941 54 172(+220) 0 14 8 2 0.93



Similarity-Guided Clause Generalization 287

between atoms based on the difference with their lgg, and uses it to compute
distances between clauses. It consists of a pair: the first component extends the
distance in [7] and is based on the differences between the functors on both
terms, while the second component is based on the differences in occurrences of
variables and allows to differentiate cases where the first component cannot.

5 Experiments

The similarity-driven generalization procedure was compared to a previous non-
guided procedure, embedded in the learning system INTHELEX [3]. The system
was set so that, whenever the first generalization returned by the guided proce-
dure was not consistent with all past negative examples, the system could search
for more specific ones on backtracking1. 10-fold cross-validation was exploited
to assess predictive accuracy.

A first comparison on the classical ILP Mutagenesis dataset revealed a slightly
better predictive accuracy (87%) than the non-guided version (86%) exploiting
only 30% runtime (4035 seconds instead of 13720). Noteworthy, the first gener-
alization found was always correct, and thus no backtracking was ever required
to search for other alternatives, whereas the non-guided version computed 5815
additional generalizations to takle cases in which the first generalization found
was inconsistent with past examples. This confirmed that the similarity criteria,
strategy and formula are able to lead the correct identification of corresponding
sub-parts of the compounds descriptions, and convinced us to investigate more
deeply on the system behaviour. Other experiments were run on a dataset2 con-
taining 122 descriptions of scientific papers first page layout, belonging to 4 dif-
ferent classes and corresponding to 488 positive/negative examples for learning
document classification rules plus 1488 examples for learning rules to identify
12 kinds of significant logical roles document components (e.g., title, author,
abstract). Results are reported in Table 4.

The first question concerns whether the proposed similarity function is ac-
tually able to lead towards the identification of the proper sub-parts to be put
in correspondence in the two descriptions under comparison. Since the ‘correct’
association is not known, this can be evaluated only indirectly. A way for doing
this is evaluating the ‘compression’ factor of the guided generalization, i.e., the
portion of literals in the clauses to be generalized that is preserved by the gen-
eralization. Indeed, since each generalization in INTHELEX must be a subset
of either clause to be generalized (because of the Object Identity assumption),
the more literals the generalization preserves from these clause, the less gen-
eral it is. More formally, we evaluate the compression as the ratio between the
length of the generalization and that of the shortest clause to be generalized: the
1 In order to avoid the system to waste too much time on difficult generalizations,

it was set so to try to generalize another clause (if any) whenever 500 redundant
(sub-)generalizations were found on backtracking, or 50 new iconsistent ones were
computed, which happened first.

2 http://lacam.di.uniba.it:8000/systems/inthelex/index.htm#datasets
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higher such a value, the more confident one can be that the correct associations
were provided by the similarity criteria and formula. Of course, the more the
difference in length between the two clauses to be generalized, the more inde-
terminacy is present, and hence the more difficult it is to identify the proper
corresponding parts between them. Interestingly, on the document dataset the
similarity-driven generalization (SF) preserved on average more than 90% liter-
als of the shortest clause, with a maximum of 99,48% (193 literals out of 194,
against an example of 247) and just 0,006 variance. As a consequence, one woud
expect that the produced generalizations are least general ones or nearly so. To
check this, instead of computing the actual least general generalization for each
performed generalization and compare it to that returned by the guided proce-
dure, that would have been computationally heavy and would require modifying
the system behaviour, we counted how many backtrackings the system had to
perform in order to reach a more specific one. The outcome was that no more
specific generalization was ever found within the given limit, which suggests that
the first generalization found is likely to be very near to (and indeed it often is
just) the least general one. Note that application of Tverski’s similarity formula
[11] (a state-of-the-art one in the current literature) to the same setting always
returned shortest generalizations than those obtained by using our formula.

However, being such generalizations very specific, they show lower predictive
accuracy than the non-guided INTHELEX algorithm (I), probably due to the
need of more examples for converging to more predictive definitions or to overfit-
ting. For this reason, the similarity-driven generalization was bound to discard
at least 20% literals of the shortest original clause (S80): this led to the same
predictive accuracy as I, and dramatically reduced runtime with respect to the
unbound version (and also to I on the labelling task). The number of generaliza-
tions also decreases, although at the cost of more specialization effort (also by
means of negative literals, that are handled as suggested in the previous section),
that is in any case more effective than in I (particularly as regards negative ex-
ceptions). In the classification task the number of clauses slightly decreases, while
in the labelling task it increases of 15, but balanced by 10 negative exceptions
less. Noteworthy, the generalizations found are still very tight to the examples,
since in the classification experiment only 13 more specific generalizations (of
which only 1 correct) were found (and tested for correctness) by backtracking,
whereas I found 100, of which 6 correct. In the labelling task, S80 found 220
additional candidate generalizations (of which 6 correct) against 5808 (of which
39 correct) of I. This means that one could even avoid backtracking with small
loss in S80, but not in I.

Another important parameter for comparison is runtime. Table 4 reveals that,
on the labelling task, using the similarity function leads to savings that range
from 1/3 up to 1/2 of the time, in the order of hours, also on this dataset. The
performance on the classification task is in any case comparable (difference in
the order of tens of seconds), and can probably be explained with the fact that
such a task is easier, so there is little space for improvement and the time needed
for computing the formula nullifies the savings.



Similarity-Guided Clause Generalization 289

6 Conclusions

Relations in First-Order Logic lead to indeterminacy in mapping portions of
a description onto another one. In this paper we identify a set of criteria and
a formula for clause comparison, and exploit it to guide a generalization pro-
cedure by indicating the subparts of the descriptions that are more likely to
correspond to each other, based only on their syntactic structure. According to
the experimental outcomes, the similarity-based generalization is able to cap-
ture the correct associations, and can get the same predictive accuracy as the
non-guided version, but yielding ‘cleaner’ theories and dramatically reducing the
amount of time required to converge (interestingly, time savings increase as long
as the problem complexity grows). Future work will concern fine-tuning of the
similarity computation methodology, and its application to other problems, such
as flexible matching, conceptual clustering and instance-based learning.
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Abstract. Structured Hidden Markov Model (S-HMM) is a variant of
Hierarchical Hidden Markov Model that shows interesting capabilities
of extracting knowledge from symbolic sequences. In fact, the S-HMM
structure provides an abstraction mechanism allowing a high level sym-
bolic description of the knowledge embedded in S-HMM to be easily
obtained. The paper provides a theoretical analysis of the complexity of
the matching and training algorithms on S-HMMs. More specifically, it
is shown that Baum-Welch algorithm benefits from the so called locality
property, which allows specific components to be modified and retrained,
without doing so for the full model. The problem of modeling duration
and of extracting (embedding) readable knowledge from (into) a S-HMM
is also discussed.

1 Introduction

Since their introduction, Hidden Markov Models (HMMs) proved to be a funda-
mental tool in solving real-world pattern recognition problems, notably speech
recognition [14] and DNA analysis [4]. However, HMMs are stochastic models
including a potentially high number of parameters; hence, many research efforts
have been devoted to constrain their structure in such a way to reduce the com-
plexity of the parameter estimation task. To this aim have been proposed, for
instance, the hierarchical HMM [5,12] and the factorial HMM [8],

In this paper we aim at reducing the generality of the HMM’s structure as
well, but with an additional goal with respect to previous works: in fact, not only
parameter estimation must be efficiently performed, but also the model itself
should offer a high level, interpretable description of the knowledge it encodes,
in a way understandable by a human user. In several application domains (e.g.,
Molecular Biology [4]), this requirement is of primary concern when evaluation of
the model has to be done by humans. Moreover, in this way, domain knowledge
provided by an expert could be easily integrated, as well.

More specifically, this paper investigates a variant of HMM called structured
HMM [7] (S-HMM in the following). An S-HMM is a graph built up, according to
precise composition rules, with several ”independent” sub-graphs (sub-models).

After a brief introduction of the S-HMM, its properties are formally analyzed:
first of all it will be shown how an S-HMM can be locally trained using the
classical Baum-Welch algorithm, considering only a subset of the sub-models

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 290–301, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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occurring in the compound one. A nice consequence of this property is that an
S-HMM can be constructed and trained incrementally, by adding new sub-models
or revising existing ones as new information comes in. A newly added sub-model
may have different origins: for instance, it may be provided by an expert as
a-priori knowledge, or it can be produced by an independent learning process.
An interesting property of an S-HMM is that sub-models may also correspond
to gaps in the observed sequences, i.e., to not meaningful or not interesting
regions. This ability elegantly solves the problem of building models of complex
and sparse patterns. Finally, S-HMM is compared to other existing approaches
such HHMM [5].

2 The Structured HMM

The basic assumption underlying an S-HMM (see Bouchaffra and Tan [3]) is
that a sequence O = {o1, o2, o3, ..., oT } of observations could be segmented into
a set of subsequences O1, O2, ..., ON , each one generated by a sub-process with
only weak interactions with its neighbors. This assumption is realistic in many
practical applications, such as, for instance, speech recognition [14,15], and DNA
analysis [4]. In speech recognition, regions are phonetic segments, like syllables,
corresponding to recurrent structures in the language. In DNA, they may be
biologically significant segments (motifs) interleaved with non-coding segments
(such as junk-DNA). S-HMMs aim exactly at modeling such kind of processes,
and, hence, they are represented as directed graphs, structured into sub-graphs
(blocks), each one modeling a specific kind of sub-sequences.

Informally, a block consists of a set of states, only two of which (the initial
and the end state) are allowed to be connected to other blocks. As an S-HMM
is itself a block, a nesting mechanism is immediate to define.

2.1 Structure of a Block

In this section, a formal definition of S-HMM will be provided. Adopting the
notation used in [14], O will denote a sequence of observations {o1, o2, ..., oT },
where every observation ot is a symbol vk chosen from an alphabet V . An HMM
is a stochastic automaton characterized by a set of states Q, an alphabet V , and
a triple λ = 〈A,B, π〉, being:

– A : Q × Q → [0, 1] a probability distribution, aij , governing the transition
from state qi to state qj ;

– B : Q× V → [0, 1] a probability distribution, bi(vk), governing the emission
of symbols in each state qi ∈ Q;

– π : Q → [0, 1] a distribution assigning to each state qi ∈ Q the probability
of being the start state.

A state qi will be said a silent state if ∀vk ∈ V : bi(vk) = 0, i.e., qi does not emit
any observable symbol. When entering a silent state, the time counter must not
be incremented.
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Definition 1. A basic block of an S-HMM is a 4-tuple λ = 〈A,B, I, E〉, where
I, E ∈ Q are silent states such that: π(I) = 1, ∀qi ∈ Q : aiI = 0, and ∀qi ∈ Q :
aEi = 0.

In other words, I and E are the input and the output states, respectively. There-
fore, a composite block can be defined by connecting, through a transition net-
work, the input and output states of a set of blocks.

Definition 2. Given an ordered set of blocks Λ = {λi|1 ≤ i ≤ N}, a composite
block is a 4-tuple λ = 〈AI , AE , I, E〉, where:

– AI : E×I→ [0, 1], AE : I×E→ [0, 1] are probability distributions governing
the transitions from the output states E to the input states I, and from the
input states I to the output states E of the component blocks Λ, respectively.

– For all pairs 〈Ei, Ij〉 the transition probability aEiIj = 0 if j ≤ i.
– I ≡ I1 and E ≡ EN are the input and output states of the composite block,

respectively.

According to Definition 2 the components of a composite block can be either
basic blocks or, in turn, composite blocks. In other words, composite blocks can
be arbitrarily nested. Moreover, we will keep the notation S-HMM to designate
non-basic blocks only.

As a special case, a block can degenerate to the null block, which consists of
the start and end states only, connected by an edge with probability aIE = 1.
The null block is useful to provide a dummy input state I or a dummy output
state E, when no one of the component block is suited to this purpose.

An example of S-HMM structured into three blocks λ1, λ2, λ3, and two null
blocks λ0, λ4, providing the start and the end states, is described in Figure 1.

Fig. 1. Example of Structured Hidden Markov Model composed of three interconnected
blocks, plus two null blocks, λ0 and λ4, providing the start and end states. Distribution
A is non-null only for explicitly represented arcs.

2.2 Estimating Probabilities in S-HMM

As formally stated in [14], three problems are associated with the HMM ap-
proach:
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1. given a model λ and a sequence of observations O, compute the probability
P (O|λ);

2. given a model λ and a sequence of observations O, assumed to be generated
by λ, compute the most likely sequence of states in λ;

3. given a model λ and a sequence of observations O (or a set of sequences
[15]), estimate the parameters in λ in order to maximize P (O|λ).

The classical solution to Problem 1 and 3 relies on two functions α and β, plus
other auxiliary functions γ and ξ, defined on α and β. The classical solution to
Problem 2 relies on Viterbi algorithm [6], which implements a function compu-
tationally analogous to α. In the following we will extend α and β to S-HMMs
in order to prove some properties to be exploited by an incremental learning
algorithm.

Given a sequence of observations O = {o1, o2, ..., ot, .., oT } and a model λ, the
function αt(i) computes, for every time t (1 ≤ t ≤ T ), the joint probability of
being in state qi and observing the symbols from o1 to ot.

Let us consider an S-HMM λ containing N blocks. We want to define the
recursive equations allowing α to be computed. In order to do this, we have to
extend the standard definition in order to include silent states: when leaving
a silent state, the time counter is not incremented. When entering the block
λk = 〈Ak, Bk, Ik, Ek〉 with Nk states, at time r (1 � r � T ), the following
equations are to be used:

αr(Ik) = P (o1, ..., or, qr = Ik)
αt(j) = αt−1(Ik)a(k)

Ikjb
(k)
j (ot) +

∑Nk

i=1 αt−1(i)a
(k)
ij b

(k)
j (ot)

(r + 1 � t � T, 1 � j � Nk, qj 
= Ik, qj 
= Ek)
αt(Ek) = αt(Ik) +

∑Nk

i=1 αt(i)a
(k)
jEk

(1)

Notice that the above equations only depends upon external states through the
values of αr(Ik) (1 � r � T ) computed for the input state; moreover, the block
propagates αt(Ek) (1 � t � T ) to the following blocks only through the output
state. Finally, α1(I1) = 1 and αT (EN ) = P (O|λ).

Funtion βt(i) is complementary to αt(i), and computes the probability of
observing the symbols ot+1, ot+2, ... , oT , given that qi is the state at time t. For
β a backward recursive definition can be given:

βr(Ek) = P (or+1, ..., oT |qr = Ek)
βt(i) = βt+1(Ek)a(k)

iEk
+

∑Nk

j=1 βt+1(j)b
(k)
j (ot+1)a

(k)
ij

(1 � t � r − 1, 1 � i � Nk, qi 
= Ek, qi 
= Ik)
βt(Ik) = βt(Ek) +

∑Nk

j=1 βt(j)a
(k)
Ikj

(2)

From equations (2), it follows that P (O|λ) = β1(I1).

Definition 3. An S-HMM is said a forward S-HMM when for all non-basic
blocks the matrix AI and AE define a directed acyclic graph.

For a forward S-HMM it is easy to prove the following theorem.
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Theorem 1. In a forward S-HMM, the complexity of computing functions α
and β is:

C ≤ T (
∑NC

h=1 N2
h + M

∑N
k=1 N2

k )
being Nh the dimension of matrix A

(h)
I of the h − th block, M the cardinality

of the alphabet, NC the number of composite blocks, and N the number of basic
blocks.

Proof. Notice that the second summation in the right-hand side of the formula
corresponds to the computation of α and β inside the basic blocks, whereas the
first summation is due to the block interconnection. Following the block recursive
nesting and starting from the basic blocks, we observe that, in absence of any
hypothesis on distribution A, each basic block is an HMM, whose complexity
for computing α and β is upperbounded by N2

kMT [14]. As the global network
interconnecing the basic blocks is a directed forward graph, every basic block
needs to be evaluated only once.

Let us consider now a composite block; the interconnecting structure is an
oriented forward graph, by definition, and, then, equations (1) and (2) must be
evaluated only once on the input (output) of every internal block S-HMMh. As
a conclusion, the complexity for this step in upperbounded by TN2

h.

3 S-HMMs Are Locally Trainable

The classical algorithm for estimating the probability distributions governing
state transitions and observations are estimated by means of the Baum-Welch
algorithm [2,14], which relies on the functions α and β defined in the previous
section. In the following we will briefly review the algorithm in order to adapt it
to S-HMMs. The algorithm uses two functions, ξ and γ, defined through α and
β. Function ξt(i, j) computes the probability of the transition between states qi

(at time t) and qj (at time t + 1), assuming that the observation O has been
generated by model λ:

ξt(i, j) =
αt(i)aijbj(Ot+1)βt+1(j)

P (O|λ)
(3)

Function γt(i) computes the probability of being in state qi at time t, assuming
that the observation O has been generated by model λ, and can be written as:

γt(i) =
αt(i)βt(i)
P (O|λ)

(4)

The sum of ξt(i, j) over t estimates the number of times transition qi → qj occurs
when λ generates the sequence O. In an analogous way, by summing γt(i) over
t, an estimate of the number of times state qi has been visited is obtained. Then
aij can be re-estimated (a-posteriori, after seeing O) as the ratio of the sum over
time of ξt(i, j) and γt(i):

āij =
∑T−1

t=1 αt(i)aijbj(Ot+1)βt+1(j)∑T−1
t=1 αt(i)βt(i)

(5)
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With a similar reasoning it is possible to obtain an a-posteriori estimate of the
probability of observing o = vk when the model is in state qj . The estimate is
provided by the ratio between the number of times state qj has been visited and
symbol vk has been observed, and the total number of times qj has been visited:

b̄j(k) =

∑T−1

t=1ot=vk

αt(j)βt(j)∑T−1
t=1 αt(j)βt(j)

(6)

From (1) and (2) it appears that, inside basic block λk, equations (5) and (6) are
immediately applicable. Then the Baum-Welch algorithm can be used without
any change to learn the probability distributions inside basic blocks.

On the contrary, equation (5) must be modified in order to adapt it to re-
estimate transition probabilities between output and input states of the blocks,
which are silent states. As there is no emission, α and β propagate through
transitions without time change; then, equation (5) must be modified as in the
following:

āEiIj =
∑T−1

t=1 αt(Ei)aEiIj βt(Ij)∑T−1
t=1 αt(Ei)βt(Ij)

(7)

It is worth noticing that functions α and β depend upon the states in other blocks
only through the value of αt(Ik) and βt(Ek), respectively. This means that, in
blockλk, given the vectorsα1(Ik), α2(Ik), ...αT (Ik) andβ1(Ek), β2(Ek), ...βT (Ek),
Baum-Welch algorithm can be iterated inside a block without the need of recom-
puting α and β in the external blocks. We will call this a locality property. The
practical implication of the locality property is that a block can be modified and
trained without any impact on the other components of an S-HMM.

4 Applying S-HMM to Real World Tasks

Most HMM applications can be reduced to classification (instances of Prob-
lem 1) or interpretation (instances of Problem 2 ) tasks. Word recognition and
user/process profiling are typical classification tasks. Sequence tagging and
knowledge extraction, as done in DNA analysis, are typical interpretation tasks.
In this section we will focus on the problem of knowledge extraction, but most
of the proposed solutions also hold for classification tasks.

A model for interpreting a sequence is a global model, able to identify inter-
esting patterns (i.e., motifs, adopting Bio-Informatics terminology), which occur
with significant regularity, as well as gaps, i.e., regions where no regularities are
found. Having a global model of the sequence is important, because it allows
inter-dependencies among motifs to be detected. Nevertheless, a global model
must account for the distribution of the observations on the entire sequence, and
hence it could become intractable. We tame this problem by introducing spe-
cial basic blocks, designed to keep low the complexity of modeling the irrelevant
parts of sequences.

In the following we address the following issues: (a) how to construct basic
blocks modeling motifs; (b) how to construct models of gaps between motifs; (c)
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how to segment a sequence detecting the instances of the basic blocks; (d) how
to extract a readable interpretation from a sequence.

4.1 Motif Modeling

A motif is a subsequence frequently occurring in a reference sequence set. Motif
occurrences may be different from one to another, provided that an assigned
equivalence relation be satisfied. In the specific case, the equivalence relation is
encoded through a basic block of an S-HMM. Many proposals exist for HMM
architectures oriented to capture specific patterns. Here, we will consider the
Profile HMM (PHMM), a model developed in Bio-Informatics [4], which well
fits the needs of providing a readable interpretation of a sequence. The basic
assumption underlying PHMM is that the different instances of a motif originate
from a canonical form, but are subject to insertion, deletion and substitution
errors.

As described in Figure 2, a PHMM has a left-to-right structure with a very
restricted number of arcs. Moreover, it makes use of typed states: Match states,
where the observation corresponds to the expectation, Delete states (silent states)
modeling deletion errors, and Insert states modeling insertion errors supposedly
due to random noise. According to this assumption, the observation distribution
in all insert states is the same, and it can be estimated just once.

s P A R I S e

Fig. 2. Example of Profile Hidden Markov Model. Circles denote states with no-
observable emission, rectangles denote match states, and diamond denote insert states.

After training, the canonical form can be easily extracted from a PHMM, by
collecting the maximum likelihood observation sequence from the match states.

4.2 Modeling Duration and Gaps

The problem of modeling durations arises when the time span covered by an
observation or the interval length between two observations is important. In the
HMM framework, this problem has been principally faced in Speech Recognition
and in Bio-informatics. However, the problem setting is slightly different in the
two fields, and consequently the dominant approach tends to be different. In
speech recognition, the input is a continuous signal, which, after several steps
of signal processing, is segmented into variable length intervals each one labeled
with a symbol. Then, the obtained symbolic sequence is fed into a set of HMMs,
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which accomplish the recognition of long range structure, such as syllables or
words, requiring thus to deal with interval durations [11]. In Bio-informatics the
major application for HMMs is the analysis of DNA strands [4]. Here, the input
sequence is a string of equal length symbols. The need of modeling duration
comes from the presence of gaps, i.e., substrings where no coding information is
present. The gap duration is often a critical cues to interpret the entire sequence.

The approach first developed in Speech Recognition is to use Hidden Semi-
Markov Models (HSMM), which are HMMs augmented with probability distri-
butions over the state permanence [11,10,13,17,16]. An alternative approach is
the so called Expanded HMM [10]. Every state, where it is required to model
duration, is expanded into a network of states, properly interconnected. In this
way, the duration of the permanence in the original state is modeled by a se-
quence of transitions through the new state network in which the observation
remain constant. The advantage of this method is that the markovian nature of
the HMM is preserved. Nevertheless, the complexity increases according to the
number of new states generated by expansion.

A similar solution is found in Bio-Informatics for modeling long gaps. In this
case, the granularity of the sequence is given, and so there is no expansion.
However, the resulting model of the gap duration is similar to the one men-
tioned above. A Profile HMM [4], naturally models the duration of observations

(a)
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ppp
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q0 q1 q2
q3 q4 q5

(b)

Fig. 3. Possible HMMs for modeling duration

according to the expansion technique, but it is only able to model short gaps
inside a motif, attributed to random noise controlled by a Poisson statistics.
Nevertheless, single insertion states do not correctly model long gaps occurring
in between two motifs. The most appropriate probability distribution for this
kind of gaps may vary from case to case, but it is never the exponential decay
defined by an insert state with a self-loop.

Two HMM topologies, suitable for modeling gaps, are reported in Figure 3.
The architecture in Figure 3(a) can be used to model any duration distribution
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over a finite and discrete interval. However, the drawback of this model is the
potentially large number of parameters to estimate. In all cases, the observa-
tion is supposed to be produced by random noise. Model in Figure 3(b) exhibits
an Erlang’s distribution, when the Forward-Backward algorithm is used. Un-
fortunately, the distribution of the most likely duration computed by Viterbi
algorithm still follows an exponential law. Therefore, this model, which is more
compact with respect to the previous one, is not useful for the task of segmenting
and tagging sequences by means of Viterbi algorithm.

4.3 Sequence Segmentation

In the S-HMM framework, sequence segmentation means detecting where bound-
aries between blocks are most likely located. Segmentation provides a probabilis-
tic interpretation of a sequence model, and plays a fundamental role when an
S-HMM is used for knowledge extraction.

Two methods exist for accomplishing this task. The classical one is based on
Viterbi algorithm in order to find the most likely path in the state space of the
model. Then, for every pair of blocks λr, λs on the path, the most likely time
instant for the transition from the output state of λr to the input state of λs

is chosen as the boundary between the two blocks. In this way a unique, non
ambiguous segmentation is obtained, with a complexity which is the same as for
computing α and β.

The second method, also described in [14], consists in finding the maximum
likelihood time for the transition from λr to λs by computing:

τrs = argmaxt

(
ξt(Er , Is)
γt(Er)

)
(8)

Computing boundaries by means of (8) requires a complexity O(T ) for every
boundary that has to be located, in addition to the complexity for computing
one α and β.

The advantage of this method is that it can provide alternative segmentations
by considering also blocks that do not ly on the maximum likelihood path.
Moreover, it is compatible with the use of gap models of the type described in
Figure 3(c), because it does not use Viterbi algorithm.

4.4 Knowledge Transfer

When a tool is used in a knowledge extraction task, two important features are
desirable: (a) the extracted knowledge should be readable for a human user; (b)
a human user should be able to elicit chunks of knowledge, which the tool will
exploit during the extraction process.

The basic HMM does not have such properties, whereas task oriented HMMs,
such as Profile HMM, may provide such properties to a limited extent. On the
contrary, the S-HMM structure naturally supports high level logical descriptions.
An example of how an S-HMM can be described in symbolic form is provided
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(a)

(b) Basic block description:
motif(x) ∧ MLS(x, ”ctgaac”) ∧ AvDev(x, 0.15) → A(x)
motif(x) ∧ MLS(x, ”cctctaaa”) ∧ AvDev(x, 0.15) → R(x)
motif(x) ∧ MLS(x, ”tatacgc”) ∧ AvDev(x, 0.15) → Q(x)
gap(x) ∧ AvDr(x, 11.3) ∧ MnDr(x, 8) ∧ MxDr(x, 14) → B(x)
gap(x) ∧ AvDr(x, 15.6 ∧ MnDr(x, 12) ∧ MxDr(x, 19) → Z(x)

(c) Block structure logical description:

A(x) ∧ B(y) ∧ follow(x, y) → C([x, y])
R(x) ∧ A(y) ∧ follow(x, y) → D([x, y])
Z(x) → D(x), Q(x) → E(x), R(x) → E(x)
B(x) ∧ C(y) ∧ follow(x, y) → G([x, y]
B(x) ∧ D(y) ∧ follow(x, y) → G([x, y]
A(x) ∧ G(y) ∧ E(z) ∧ R(w) ∧ follow(x, y)∧

∧ follow(y, z) ∧ follow(z, w) → MySEQ([x, y, z, w)]

(d) Block structure as a regular expression:

A (B (AB — (RA — Z)))(Q—R) R

Fig. 4. Structured HMMs are easy to translate into an approximate logic description

in Figure 4. Basic blocks and composite blocks must be described in different
ways. Basic blocks are either HMMs (modeling subsequences), or gap models. In
both cases, a precise description of the underlying automaton will be complex,
without providing readable information to the user. Instead, an approximate de-
scription, characterizing at an abstract level the knowledge captured by a block,
is more useful. For instance, blocks corresponding to regularities like motifs can
be characterized by providing the maximum likelihood sequence (MLS) as the
nominal form of the sequence, and the average deviation (AvDv) from the nom-
inal form. Instead, gaps can be characterized by suppling the average duration
(AvDr), and the minimum (MnDr) and maximum (MxDr) duration.

On the contrary, the model’s composite structure is easy to describe by means
of a logic language. As an example, Figure 4(c) provides the translation into Horn
clauses, whereas Figure 4(d) provides the translation into regular expressions. In
both cases, richer representations can be obtained by annotating the expressions
with numeric attributes.

By using a logic description language, or regular expressions, a user can also
provide the specification of an S-HMM structure, or part of it, which will be
completed and trained by a learning algorithm. Logic formulas as in Figure 4(c)
can be immediately translated into the structure of composite blocks. Neverthe-
less, also an approximate specification for basic blocks, as described in Figure
4, can be mapped to block models when the model scheme is given. For in-
stance, suppose that motifs are described by Profile HMMs, and gaps by the
scheme of Figure 3(a) or (b). Then, the maximum likelihood sequence provided
in the logic description implicitly sets the number of match states and, together
with the average deviation, provides the prior for an initial distribution on the
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observations. In an analogous way, minimum, maximum and average values spec-
ified for the gap duration can be used to set the number of states and a prior
on the initial probability distribution. Then, a training algorithm can tune the
model parameters.

5 Conclusive Remarks

In the previous sections we have formally defined an S-HMM, showing how it
can be used to model complex patterns in symbolic sequences. S-HMMs are an
attempt to unify in a formal framework previous attempts, which we briefly
review in this section.

First of all it is worth noticing that S-HMMs derive from Hierarchical HMMs
(HHMM)[5], in that both construct a hierarchy of HMMs. The difference is that a
block in an S-HMM can be reached from only one state in a block at higher level,
whereas in a generalized HHMM, many ancestors may exists. For this reason, an
HHMM is not easy to handle for the purposes addressed in this paper; in fact,
re-structuring or compiling an HHMM into a single level HMM poses non trivial
problems. S-HMMs addresses this point by means of silent states and of further
constraints on the structure. In this way, the same structure can be considered
at the desired abstraction level without needing any reformulation of the HMMs.
The most important property of an S-HMM is locality, which can be exploited
for incrementally constructing very complex models.

A similar proposal was put forward by Bouchaffra and Tan [3], who proposed
Structural HMMs (SHMM in the following). The initial goal of SHMMs was
analogous to the one that inspired S-HMM,i.e., to capture in an HMM local reg-
ularities in the observation sequences. However, SHMMs have been developed
primarily for segmentation problems, setting the emphasis on data structure,
while the structure of the model remains somehow implicit. S-HMMs explicitly
put the emphasis on the model structure and on its compositional properties.
Then, quite different formalizations have been obtained. Nevertheless, the rela-
tions between the two models deserve further investigations.

Another relevant point concerns modeling duration; many authors tend to
handle this aspect by using continuous time distributions on the state perma-
nence. We only considered modeling duration through the expanded state ap-
proach, which is made possible because of the low complexity inherent to an
S-HMM. Modeling durations with continuous distributions over the time does
not seem the right way to go, because it will dramatically increase the complex-
ity, being then not suitable to exploit the S-HMM structure.
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Abstract. Predicting the class of an observation from its nearest neigh-
bors is one of the earliest approaches in pattern recognition. In addi-
tion to their simplicity, nearest neighbor rules have appealing theoretical
properties, e.g. the asymptotic error probability of the plain 1-nearest-
neighbor (NN) rule is at most twice the Bayes bound, which means zero
asymptotic risk in the separable case. But given only a finite number of
training examples, NN classifiers are often outperformed in practice. A
possible modification of the NN rule to handle separable problems better
is the nearest local hyperplane (NLH) approach. In this paper we intro-
duce a new way of NLH classification that has two advantages over the
original NLH algorithm. First, our method preserves the zero asymptotic
risk property of NN classifiers in the separable case. Second, it usually
provides better finite sample performance.

1 Introduction

Organizing things into categories is an everyday act of human mind. There are
many situations however, in which the category cannot be measured directly,
but only some low-level attributes of the entities can be observed. Learning
the relationship between the high-level category and the low-level features is a
characteristic ability of intelligence, therefore classification (pattern recognition
or discrimination) has always been an inspiring research area.

In the probabilistic formalization of the problem, labeled observations are
modeled with an (X,Y ) random pair, where X ∈ Rd denotes the observation and
Y ∈ C, C = {c1, c2, . . . , cM} its corresponding class label. The joint distribution
of (X,Y ) describes the frequency of encountering particular pairs in practice.
The goal is to predict the true class of unseen examples, which is done by a
function g(x) : Rd �→ C called classifier. An error occurs if g(X) 
= Y , and the
probability of error for classifier g is

R(g) = P{g(X) 
= Y }. (1)

The best possible classifier g∗ is defined as

g∗ = argmin
g:Rd �→C

P{g(X) 
= Y }. (2)
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The problem of finding g∗ is a Bayes problem, and the classifier g∗ is called
the Bayes classifier. The minimal probability of error is called the Bayes error
(Bayes risk) and is denoted by R∗ = R(g∗). In most cases, the distribution of
(X,Y ), and hence g∗ and R∗ are all unknown.

In practice we usually have a finite sequence of observation - label pairs from
the past. We assume that these pairs were drawn independently from the un-
known distribution of (X,Y ), thus the training set can be modeled as an i.i.d.
random sample Tn = ((X1, Y1), (X2, Y2), . . . , (Xn, Yn)). If we would like to em-
phasize that the classifier was built up via learning from the data, then we denote
it by gn(x, tn) : Rd × (Rd × C)n �→ C. This description incorporates the recipe
for constructing the decision function from the concrete training set realization
tn. A complete classification algorithm (rule) deals with arbitrary sample size,
thus it can be represented with a sequence of functions {gn, n ≥ 1}.

A natural question is how to create good classification rules. Theory says
that no pattern recognition algorithm can be inherently superior to any other
in terms of generalization performance [1]. For any fixed n, if gn outperforms
hn for a specific problem, then there necessarily exists another distribution for
which hn has lower error probability. However an engineer would surely count
the first rule more useful than the second, if it performed better for real-life
problems and worse for pathological ones like separating rational numbers from
irrationals. The existence of “practically good rules” is possible, but finding them
is a somewhat heuristic issue, because nobody can formalize which distributions
are typical in practice. Our point of view is that distribution-free properties (e.g.
universal consistence, asymptotic complexity) are valuable guiding principles at
designing classification algorithms, but empirical comparison is important too.

Among the many possible ways of constructing {gn} an interesting one is
the local hyperplane approach, that was introduced by Vincent and Bengio in
2002 [2]. Their rule is a modification of the well known nearest neighbor (NN)
method. It is similar in spirit to tangent distance [3], but with invariances inferred
from the local neighborhood rather than prior knowledge. Their rule addresses
the pattern recognition problem from the heuristic side, and tries to improve
the finite sample generalization performance of NN classifiers in the zero Bayes
error case. Vincent and Bengio’s algorithm was applied by Okun to the problem
of protein-fold recognition [4].

In this paper we introduce a new way of local hyperplane classification that
has two advantages over Vincent and Bengio’s original approach. The first is
that our method inherits the asymptotic optimality of NN classifiers in the zero
Bayes error case. Secondly, it usually provides better finite sample performance.

The rest of this paper is organized as follows. In the next section we discuss the
derivation of the local hyperplane approach, and somehow locate it on the map of
classification algorithms. In section 3 we present our modifications in the way of
defining the local hyperplanes, and propose a novel algorithm for computing them.
In section 4 we prove an asymptotic error bound theorem for our classification
rule, while in section 5 we analyze the finite sample behavior. Section 6 presents
experiments with real-world datasets. Finally, section 7 concludes.
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2 The Local Hyperplane Approach

The concept of margin (distance between the decision surface and the closest
training point) proved to be a useful approach in machine learning, and led
to new classification algorithms that have good generalization capabilities. The
most famous ones are support vector machines (SVMs) ([5], first introduced
in [6]) that produce a linear decision surface with maximal margin for linearly
separable problems. For the non-linearly separable case SVMs map the input
into a higher (possibly infinite) dimensional feature space with some non-linear
transformation and build a maximal margin hyperplane there. The trick is that
this mapping is not computed directly but is implicitly induced by a kernel
function. While non-linear SVMs can solve any separable classification problems
with zero training error, the large margin in the feature space does not necessarily
translate into a large margin in the input space [7].

A natural idea is to try and build a decision surface with large margin directly
in the input space. But allowing an arbitrary decision function we have too much
freedom, and the problem intrinsically reduces to the appropriate separation of
the closest pair. To avoid this we can introduce the notion of local margin as the
distance between a given point on the decision surface and the closest training
point. Would it be possible to find an algorithm that produces a non-linear
decision boundary which correctly separates the classes, such that the input
space local margin is maximal everywhere along its surface? Surprisingly the
plain old 1-nearest-neighbor (NN) algorithm does precisely this.

Besides NN is an amazingly simple, non-parametric rule, it has appealing
theoretical properties. The Cover-Hart inequality ([8], proved more generally in
[9]) states for the asymptotic probability of error R in the 2-class case that

R ≤ 2R∗(1−R∗), (3)

independent of the distance metric used. As a weaker but more illustrative con-
sequence, the asymptotic risk is at most twice the Bayes bound. This still means
asymptotic optimality for separable problems.

But given only a finite number of training examples, NN classifiers are often
outperformed in practice, e.g. by SVMs. The typical explanation of this phe-
nomenon is that NNs have too much capacity (VC-dimension). The decision
surface built by NNs is too complex compared to the number of available train-
ing examples, therefore maximizing the local margin in the input space can easily
lead to poor generalization performance (Fig. 1).

A more reasonable goal is trying to obtain a large (not maximal) local margin
in the input space, while trying to keep the separating surface simple. A possible
way to improve the generalization capability of NN classifiers in the separable
case is to somehow fantasize the “missing” training points based on the local
linear approximation of the support of each class [2]. This is what we call the local
hyperplane approach (Fig. 2, 3). In this approach classification goes schematically
as the following. First the local hyperplanes are determined for each class at the
input point. Then the category of the input is decided from the nearest local
hyperplane instead of the nearest training example.
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SVM
decision
surface

NN
decision
surface

Fig. 1. (NN vs SVM) The
decision surface built by the
NN classifier is more com-
plex than that of the SVM.
This often leads to worse
generalization, especially in
the separable case.

fictive
examples

NN
decision
surface

Fig. 2. (The LH approach)
The decision of NN can be
made smoother, if we vir-
tually enrich the training
set with fictive examples, by
linearly combining real ones
located close to each other

Fig. 3. (LH vs SVM in
the nonlinearly separable
case.) There exist nonlin-
early seprable problems, for
which the LH approach
finds a better solution than
the nonlinear SVM

3 Defining the Local Hyperplanes

Given a test point x, a straightforward way to define the local hyperplane for
class c is to take the affine subspace of the K training points from c whose
Euclidean distance to x is the smallest. Unfortunately this simple definition
(introduced in [2]) has both a theoretical and a practical flaw.

Taking per-class nearest neighbors means that we often choose points that
are very far from x indeed (Fig. 4). For certain distributions this remains true
even if the number of training patterns tends to infinity. The decision of the
classifier can be influenced by far examples, which is theoretically undesirable.
This phenomenon causes that we cannot guarantee anything for the asymptotic
performance of the classification rule. Of course one can imagine distributions,
for which the probability of this bad event asymptotically tends to zero. But
things get worse, if we allow using approximate nearest neighbor search [10,11]
instead of exact one for computational efficiency reasons.

To illustrate the practical flaw, consider a test point near the decision bound-
ary. Taking its nearest neighbors from class c does not necessarily mean to pick
the closest surface segment from the support of class c, because the training
examples are usually located irregularly in practice (Fig. 5).

A solution for removing the theoretical flaw is the following: Take the L nearest
neighbors of x first globally, regardless of class labels. Then compute the K per-
class nearest neighbors for each class among these L points (it can happen that
the number of examples belonging to class c is less than K). This is our first
modification in the local hyperplane definition. It eliminates the theoretical flaw
but does little against the practical one.

Such exact removal of the practical flaw seems impossible, because it is hard to
formalize precisely what actually we want. We have seen that it intuitively looks
bad to take simply the K nearest neighbors of x from class c as the generator
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2 nearest x

?

Fig. 4. (The theoretical flaw) Taking
the nearest neighbors per-class separately
causes that far examples can affect the an-
swer of the classifier. This may lead to er-
rors even in the middle of the classes.

2 nearest x

2 nearest +

?

Fig. 5. (The practical flaw) The useful-
ness of defining local hyperplane simply
by the K nearest neighbors from class c is
questionable, because the training points
are often located irregularly

points of the local hyperplane. We might try to enforce locality by considering a
larger (K+l)-sized neighborhood, and selecting the hyperplane closest to x from
the

(
K+l
K

)
possible choices. But doing so we can easily walk into the pitfall of

untruthfulness, which means that we do not fantasize missing training examples
any more, but generate fake ones. Locality and truthfulness are contradictionary
requirements. Our second modification in the local hyperplane definition is an
algorithm that tries to find a reasonable trade-off between them.

– Input: a test point x ∈ Rd, a class label c ∈ C, the training set plus three
integer parameters L (neighborhood size), K (hyperplane dimension, K ≤ d)
and l (number of steps).

– Output: the generator points of the local hyperplane for class c.

– Step 1: Compute the label-independent L-neighborhood of x among the
training examples. Any further steps work only with the elements of this
L-neighborhood, therefore the remaining part of the training set can be
dropped here. Denote the number of elements belonging to class c in the
L-neighborhood with Nc. If Nc = 0, then return NULL.

– Step 2: Initialize the generator points of the actual local hyperplane with
the K ′ = min{K,Nc} training examples with class label c that are closest
to x. Arrange the generator points into a d-by-K ′ matrix.
(H = [x(c)

(1),x
(c)
(2), . . . ,x

(c)
(K′)],K

′ ≤ K ≤ d)
– Step 3: Compute the nearest point to x on the actual local hyperplane by

solving a constrained optimization problem.
(p = Ht, where t = argmins:

�
si=1 ‖Hs− x‖)

– Step 4: Stop if the nearest point is located inside the convex hull of the
generator points (if ∀i : ti ≥ 0 then return H).

– Step 5: Compute the location where the line connecting the center-of-gravity
and nearest point exits the convex hull. (pexit = h̄ + (p − h̄)/(1 −K ′tmin),
where h̄ = 1

K′

∑
xi and tmin = mini ti)
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– Step 6: Replace the generator point corresponding to the most violating ti
with the next closest training point from class c. (x(c)

min = x(c)
(next))

– Step 7: If the iteration count is less than or equal to l, then go to step 3.
Otherwise return the hyperplane whose exit point was closest to x.

The critical part of the algorithm is the constrained optimization problem,
encountered in step 3. The standard way of computing p is eliminating the
constraint and solving a linear system of equations in K − 1 variables (see [2]).
But if we also wanted to know the barycentric representation of the nearest point
(t), then we would have to compute it from the Cartesian representation p by
solving another system of equations. Therefore we applied a small trick here.
Our idea is to try and solve the constrained optimization problem directly, so
that the convex hull containment question can be decided easily in step 4.

We show now that the minimization can be performed with gradient descent
method without breaking the constraint. The partial derivatives of the objective
function are the following:

∂

∂si
‖Hs− x‖2 = 2xT

i (Hs− x). (4)

Thus the sum of the components in s(new) after a step into gradient-direction is

K∑
i=1

s
(new)
i =

(
K∑
i=i

si

)
+ α

(
K∑
i=i

xT
i

)
(Hs− x). (5)

We initialize s such that the constraint holds (
∑

si = 1). If the generator points
are origin-centered (

∑
xi = 0), then gradient-directed steps will never violate

the constraint. This can be assured by an initial translation of the problem.
If the algorithm stops in step 7, then it would be problematic to build upon

the exact distance between x and the local hyperplane in the decision making,
because the linear approximation is valid only in a small neighborhood of the
generator points. It is more reasonable to use the distance between x and the
exit point.

4 Asymptotic Behavior

Theorem 1. Let (X,Y ) be a random pair, representing a 2-class classification
problem (Y ∈ {0, 1}). If either X is discrete or X is continuous such that the
conditional density functions fX|Y =0 and fX|Y =1 are almost everywhere contin-
uous, then for the infinite sample risk of the proposed local hyperplane classifier

R ≤ 1− (R∗)L+1 − (1−R∗)L+1. (6)

Proof. The proof is very similar to Cover and Hart’s one for the nearest neighbor
rule [8], but we write it down for completeness. Given an input point x the answer
of the Bayes classifier is

g∗(x) = argmax
y∈{0,1}

P{Y = y|X = x}. (7)
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Thus the conditional Bayes risk r∗(x) can be expressed with the regression func-
tion η(x) = E[Y |X = x] as the following

r∗(x) = P{g∗(x) 
= Y |X = x} = min{η(x), 1 − η(x)}. (8)

Note that if X is a continuous random variable with continuous conditional
density functions fX|Y =0 and fX|Y =1, then η is a continuous function of x. The
Bayes error R∗ can be obtained from r∗ via expectation

R∗ = E[r∗(X)]. (9)

Now we bound the finite sample conditional risk rn(X,On) of the proposed
classifier from above. Denote the ith nearest neighbor of the input X among the
training observations On with X(i) = X(i)(X,n), with respect to an arbitrary
distance metric. Denote the class label of X(i) with Y(i). We can exploit the fact
that no error occurs, if each pattern from the L-neighborhood of X has the same
class label as the true label of X . Thus with probability one

rn(X,On) = P{gn(X,Tn) 
= Y |X,On}
≤ 1−P{Y = Y(1) = Y(2) = . . . = Y(L)|X,X(1), X(2), . . . , X(L)}

= 1− η(X)
L∏

i=1

η(X(i))− (1− η(X))
L∏

i=1

(1− η(X(i))). (10)

We use a simple lemma (proved in [8]) to kill X(i)-s from the bound.

Lemma 1 (Convergence of the nearest neighbors)
For any fixed i, limn→∞ X(i)(X,n) = X with probability one, independent of the
distance metric used.

Corollary 1. If X is discrete, or X is continuous such that the conditional den-
sity functions fX|Y =0 and fX|Y =1 are almost everywhere continuous, then with
probability one limn→∞ η(X(i)(X,n)) = η(X).

Hence for the asymptotic conditional risk r(X) with probability one

r(X) = lim
n→∞

rn(X,On) ≤ 1− η(X)L+1 − (1− η(X))L+1

≤ 1− r∗(X)L+1 − (1 − r∗(X))L+1 (by symmetry). (11)

Putting all together the asymptotic risk R can be bounded as follows:

R = lim
n→∞

Rn = lim
n→∞

E[rn(X,On)] = E[ lim
n→∞

rn(X,On)]

(the last step by the dominated convergence theorem)
= E[r(X)] ≤ E[1− r∗(X)L+1 − (1− r∗(X))L+1]
≤ 1− (R∗)L+1 − (1−R∗)L+1 (by Jensen’s inequality) (12)

%
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If the problem is separable, then the proposed rule is asymptotically optimal.
In other cases the bound is quite pessimistic, because the proof counts every
situation an error, in which the L-neighborhood of the input contains instances
from both classes. We note that the theorem remains valid if approximate nearest
neighbor search [10,11] is used instead of exact one in the local hyperplane finding
algorithm. However, this would affect finite sample performance. In the special
case L = 1 we recover the Cover-Hart inequality (3). All conditions on the
distribution of (X,Y ) could be dropped, if we followed the more powerful but
less intuitive way of the standard book [9].

5 Finite Sample Behavior

In this section we consider only the separable case, because the local hyperplane
approach is designed for this situation. We only deal with 2-class problems to
keep things simple.

Itmay feel comfortable to know that our classification rule reaches optimal accu-
racy with infinite training examples. But this sounds quite artificial for an engineer
who has to live with finite datasets. The zero asymptotic risk property is a good
guiding principle but worth nothing in practice if the convergence is too slow.

It is known that no universal (distribution-free) rate of convergence exists for
the asymptotic risk of classification rules [9]. This remains true if we restrict
ourselves to the separable case. The distribution-free analysis is impossible, but
we can compare for example the convergence rate of some rules for a given class
of problems.

Consider a separable problem (X,Y ). Suppose that the Bayes decision parti-
tions the support of X such that the points located at decision boundaries form a
continuous surface. This implies that X has to be a continuous random variable
but otherwise the assumption is admissible in many real-world situations. If the
Bayes decision boundary is not a fractal-like nightmare, but is a smooth surface
with bounded curvature, then its small segments can be approximated linearly. If
we go further and also suppose that the density function fX is smooth, then the
distribution of X can be treated as uniform in the neighborhood of sufficiently
small surface segments.

These ideas lead towards the investigation of a simple artificial problem, in
which X is a uniform random variable over a hypercube such that the two classes
partition this hypercube into two identical hyperrectangles. Beyond a certain
training set size n the generalization performance of neighborhood-based rules
depends only on how can they get along with this “layered cake” test.

Therefore we empirically compared the finite sample performance of three clas-
sification rules for different variants of the “layered cake” problem. The parame-
ters were the input dimension d and the training set size n. Given a configuration
(d, n) we made 100 experiments independently, in each of which we generated a
d-dimensional n-sized training and a 1024-sized testing set and measured the num-
ber of (test) errors. Then we could compute the average error rate R̂n of the 100
experiments. The first rule in the comparison was the simple nearest neighbor
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(NN) method. The second was a specific representant of Vincent and Bengio’s
original local hyperplane approach, called HKNN [2]. The third was our nearest
local hyperplane (NLH) rule. Note that HKNN is not a neighborhood-based clas-
sification algorithm in its original form. Therefore we considered a HKNN variant,
in which our first modification on the local hyperplane definition was applied. The
parametric rules needed to be adjusted for different d values. We used the follow-
ing reasonable recipe: NLH(L = 4d, K = d, l = d), HKNN(L = 4d, K = d,
λ = 10). The summary of the results of can be seen in Fig. 5.
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Fig. 6. The above plots show results of the “layered cake” test in many configurations.
Typically the lowest average error rate was achieved by the proposed NLH classifier
and the second by Vincent and Bengio’s HKNN. The plain NN method could slightly
outperform the others at very small training set sizes in high dimensions.

The results suggest that for a large family of separable problems HKNN and
NLH can really mean a significant improvement over NN. The difference between
NN and the other methods increases with the input dimension d. Among HKNN
and NLH the proposed NLH method achieved slightly better results.

6 Experimental Results

We tested the new classification rule with 4 real-world datasets, originating
from the UCI Machine Learning Repository [12] and the MNIST Database of
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Table 1. Experimental results with real-world datasets

Dataset Algorithm Test Error Parameters Used

Iris NN 4.00 % —
SVM 2.67 % K(x,xi) = exp(−0.25‖x − xi‖2), C = 1
HKNN 4.00 % L = 12, K = 3, λ = 10
NLH 3.33 % L = 12, K = 3, l = 3

Votes NN 6.67 % —
SVM 3.45 % K(x,xi) = exp(−0.06‖x − xi‖2), C = 5
HKNN 4.60 % L = 16, K = 4, λ = 10
NLH 4.83 % L = 20, K = 5, l = 5

Wisconsin NN 4.10 % —
SVM 2.78 % K(x,xi) = exp(−0.11‖x − xi‖2), C = 5
HKNN 2.78 % L = 28, K = 7, λ = 10
NLH 2.64 % L = 28, K = 7, l = 7

MNIST* NN 4.42 % —
SVM 3.07 % K(x,xi) = (0.005xT xi + 1)15, C = 10
HKNN 3.09 % L = 300, K = 15, λ = 10
NLH 2.27 % L = 300, K = 15, l = 30

Handwritten Digits [13]. The local hyperplane approach is designed for the sep-
arable (or mostly separable) case, therefore we chose problems on which other
pattern recognizers had achieved good performance. If the observations contain
discrete attributes, then there is another criterion of applicability too, since the
interpolation between such training points is not always meaningful. Suppose
that the possible values of the discrete attribute are encoded as numbers. The
criterion is that the difference between two codes must express the dissimilarity
between the corresponding attribute values. The following real-world problems
fulfil all these requirements:

– Iris: This dataset consists of d = 4 measurements made on each of 150 iris
plants of M = 3 species. This database, originating from Fisher’s classi-
cal article [14], is probably the oldest and best known one in the pattern
recognition literature.

– Votes: This dataset includes votes for each of the U.S. House of Represen-
tatives Congressmen on the d = 16 key votes identified by the Congressional
Quarterly Almanac. The dataset consists of 435 instances and M = 2 classes
(democrat and republican).

– Wisconsin: This breast cancer database was obtained from the University of
Wisconsin Hospital. The task is to decide benignness or malignancy (M = 2)
of tumors based on d = 9 attributes. After removing instances with missing
attribute values the number of examples is 683.

– MNIST*: This dataset was extracted from the MNIST handwritten digit
recognition database [13]. The reduced dataset contains 20000 instances from
M = 10 classes. The images were resized from 28× 28 to 14× 14 pixels, so
the number of attributes is d = 196.
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In our experiments we compared the performance of NN, SVM, HKNN and the
proposed NLH method. The first three datasets contain relatively few examples
therefore we evaluated the classifiers with leave-one-out cross validation. In the
MNIST* problem we used 10000 examples for training and the remaining 10000
for testing.

Note that while NN, HKNN and NLH handle multiclass problems in a nat-
ural way, pure SVM is a 2-class classifier. We implemented multiclass SVM by
all-pairs decomposition, using identically parameterized 2-class SVMs for the
subproblems.

We can see from Table 1 that the worst performance was delivered by NN in
each problem. For Iris and Votes we measured the best results with SVM. For
Wisconsin and MNIST* the proposed NLH classifier was the best. NLH was
better than HKNN in 3 out of 4 cases.

7 Conclusions

We have presented a new way of local hyperplane classification in this paper. The
main contributions are the following: First we made a minor modification in the
definition of the local hyperplanes. It eliminates errors far from the (Bayes) deci-
sion boundary and makes it possible to prove zero asymptotic risk for separable
problems. Second we made another change in the definition that contains a novel
algorithm for computing the local hyperplanes. It improves the accuracy near
the decision boundary in many practical situations. Third we compared the finite
sample near-boundary performance of the new rule with the nearest neighbor
and the original local hyperplane approach. Finally we tested our classification
rule on real-world datasets.
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Abstract. Word Sense Disambiguation (WSD) is traditionally consid-
ered an AI-hard problem. In fact, a breakthrough in this field would have
a significant impact on many relevant fields, such as information retrieval
and information extraction. This paper describes JIGSAW, a knowledge-
based WSD algorithm that attemps to disambiguate all words in a text
by exploiting WordNet1 senses. The main assumption is that a Part-
Of-Speech (POS)-dependent strategy to WSD can turn out to be more
effective than a unique strategy. Semantics provided by WSD gives an
added value to applications centred on humans as users. Two empirical
evaluations are described in the paper. First, we evaluated the accuracy
of JIGSAW on Task 1 of SEMEVAL-1 competition2. This task measures
the effectiveness of a WSD algorithm in an Information Retrieval Sys-
tem. For the second evaluation, we used semantically indexed documents
obtained through a WSD process in order to train a näıve Bayes learner
that infers semantic sense-based user profiles as binary text classifiers.
The goal of the second empirical evaluation has been to measure the
accuracy of the user profiles in selecting relevant documents to be rec-
ommended within a document collection.

Keywords: Word Sense Disambiguation, WordNet, Information Re-
trieval and Extraction, Search, User Profiling.

1 Introduction

The task of word sense disambiguation (WSD) consists in assigning the most
appropriate meaning to a polysemous word within a given context. Applications
such as machine translation, knowledge acquisition, common sense reasoning,
and others, require knowledge about word meanings, and word sense disam-
biguation is considered important for all these applications. Most of the efforts in
solving this problem were concentrated so far towards targeted supervised learn-
ing, where each sense tagged occurrence of a particular word is transformed into
1 wordnet.princeton.edu/
2 www.senseval.org
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a feature vector, which is then used in an automatic learning process. The ap-
plicability of such supervised algorithms is however limited to those few words for
which sense tagged data are available, and their accuracy is strongly connected
to the amount of labeled data available at hand. Instead, methods that address
all words in unrestricted text have received significantly less attention. While
the performance of such methods is usually exceeded by their supervised lexical-
sample alternatives, they have the advantage of providing larger coverage. In
this paper, we present a method for solving the semantic ambiguity of all words
contained in a text. The method is implemented into a knowledge-based word
sense disambiguation algorithm, called JIGSAW. It does not use any dataset for
training, but it exploits an external knowledge source, WordNet [8], in order to
assign the most appropriate meaning to each word. JIGSAW differs from other
similar algorithms because it uses a different approach for each Part Of Speech
(POS) in order to improve the disambiguation accuracy.

The paper is organized as follows: After a brief discussion about the main
works related to our research, Section 3 describes our WSD strategy, while Sec-
tion 4 presents the formal model we adopted for semantic indexing of documents,
which exploits WordNet senses. An experimental session was carried out in or-
der to evaluate the proposed approach and results are presented in Section 5.
Conclusions and future work are discussed in Section 6.

2 Related Work

For some natural language processing tasks, such as part of speech tagging or
named entity recognition, regardless of the approach considered, there is a con-
sensus on what makes a successful algorithm. Instead, no such consensus has
been reached yet for the task of word sense disambiguation, and previous work
has considered a range of knowledge sources, such as local collocational clues,
common membership in semantically or topically related word classes, semantic
density, and others. In recent SENSEVAL-3 evaluations3, the most successful
approaches for all words word sense disambiguation relied on information drawn
from annotated corpora. The system developed by Decadt [2] uses two cascaded
memory-based classifiers, combined with the use of a genetic algorithm for joint
parameter optimization and feature selection. A separate word expert is learned
for each ambiguous word, using a concatenated corpus of English sense tagged
texts, including SemCor, SENSEVAL datasets, and a corpus built from Word-
Net examples. The performance of this system on the SENSEVAL-3 English all
words dataset was evaluated at 65.2%. Another top ranked system is the one
developed by Yuret [14], which combines two Näıve Bayes statistical models,
one based on surrounding collocations and another one based on a bag of words
around the target word. The statistical models are built based on SemCor and
WordNet, for an overall disambiguation accuracy of 64.1%. All previous systems
use supervised methods. These methods have some limitations because they need
a tagged corpus for training data: This is a strong requirement in a context such
3 http://www.senseval.org
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as the web. On the other hand, the knowledge-based approaches show a lower
accuracy than superivised methods, but they do not need any training data.
Furthermore, the increasing availability of large-scale rich lexical knowledge re-
sources seems to provide new challanges to knowledge-based approaches. Two
interesting works in this direction are proposed by Navigli and Velardi [9] and
Mihalcea [7]. In the remainder of the paper, we propose a detailed description
of our knowledge-based algorithm and provide detailed experimental results.

3 The JIGSAW Algorithm for WSD and Semantic
Indexing of Documents

The goal of a WSD algorithm consists in assigning a word wi occurring in a
document d with its appropriate meaning or sense s, by exploiting the context
C in which wi is found. The context C for wi is defined as a set of words
that precede and follow wi. The sense s is selected from a predefined set of
possibilities, usually known as sense inventory. In the proposed algorithm, the
sense inventory is obtained from WordNet. JIGSAW is a WSD algorithm based
on the idea of combining three different strategies to disambiguate nouns, verbs,
adjectives and adverbs. The main motivation behind our approach is that the
effectiveness of a WSD algorithm is strongly influenced by the POS tag of the
target word. An adaptation of Lesk dictionary-based WSD algorithm has been
used to disambiguate adjectives and adverbs [1], an adaptation of the Resnik
algorithm has been used to disambiguate nouns [10], while the algorithm we
developed for disambiguating verbs exploits the nouns in the context of the
verb as well as the nouns both in the glosses and in the phrases that WordNet
utilizes to describe the usage of a verb. JIGSAW takes as input a document
d = [w1, w2, . . . , wh] encoded as a list of words in order of their appearance,
and returns a list of WordNet synsets X = [s1, s2, . . . , sk] (k ≤ h), in which
each element sj is obtained by disambiguating the target word wi based on
the information obtained from WordNet about a few immediately surrounding
words. Notice that (k ≤ h) because some words could not be found in WordNet,
such as proper names, or because of bigram recognition. More details for each
one of the above mentioned procedures follow.

3.1 JIGSAWnouns

The procedure is obtained by making some variations to the algorithm designed
by Resnik [10] for disambiguating noun groups.

Given a set of nouns W = {w1, w2, . . . , wn}, obtained from document d, with
each wi having an associated sense inventory Si = {si1, si2, . . . , sik} of possible
senses, the goal is assigning each wi with the most appropriate sense sih ∈ Si,
according to the similarity of wi with the other words in W (the context for wi).
The idea is to define a function ϕ(wi, sij), wi ∈ W , sij ∈ Si, that computes a
value in [0, 1] representing the confidence with which word wi can be assigned
to sense sij .
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The intuition behind this algorithm is essentially the same exploited by Lesk [5]
and other authors: The most plausible assignment of senses to multiple co-
occurring words is the one that maximizes relatedness of meanings among the
chosen senses. JIGSAWnouns differs from the original algorithm by Resnik [10]
in the similarity measure used to compute relatedness of two senses. We adopted
the Leacock-Chodorow measure [4], which is based on the length of the path be-
tween concepts in an is-a hierarchy. The idea behind this measure is that similar-
ity between two synsets, s1 and s2, is inversely proportional to their distance in
the WordNet is-a hierarchy. The distance is computed by finding the most specific
subsumer (MSS) between s1 and s2 (each ancestor of both s1 and s2 in the Word-
Net hierarchy is a subsumer, the MSS is the one at the lowest level) and counting
the number of nodes in the path between s1 and s2 that traverses their MSS. We
extended this measure by introducing a parameter k that limits the search for
the MSS to k ancestors (i.e. that climbs the WordNet is-a hierarchy until either
it finds the MSS or k + 1 ancestors of both s1 and s2 have been explored). This
guarantees that “too abstract” (i.e. “less informative”) MSSs will be ignored.

In addition to the semantic similarity function, JIGSAWnouns differs from
the Resnik algorithm in the use of:

1. a Gaussian factor G, which takes into account the distance between the
words in the text to be disambiguated;

2. a factor R, which gives more importance to the synsets that are more com-
mon than others, according to the frequency score in WordNet;

3. a parametrized search for the MSS between two concepts (the search is lim-
ited to a certain number of ancestors).

Algorithm 1 describes the complete procedure for the disambiguation of nouns.
This algorithm considers the words in W pairwise. For each pair (wi,wj), the
most specific subsumer MSSij is identified, by reducing the search to depth1
ancestors at most. Then, the similarity sim(wi, wj , depth2) between the two
words is computed, by reducing the search for the MSS to depth2 ancestors at
most. MSSij is considered as supporting evidence for those synsets sik in Si and
sjh in Sj that are descendants of MSSij . The MSS search is computed choosing
the nearest MSS in all pairs of synsets sik, sjh. Likewise, the similarity for
(wi,wj) is the max similarity computed in all pairs of sik, sjh and is weighted
by a gaussian factor that takes into account the position of wi and wj in W
(the shorter is the distance between the words, the higher is the weight). The
value ϕ(i, k) assigned to each candidate synset sik for the word wi is the sum of
two elements. The first one is the proportion of support it received, out of the
support possible, computed as supportik/normalizationi in Algorithm 1. The
other element that contributes to ϕ(i, k) is a factor R(k) that takes into account
the rank of sik in WordNet, i.e. how common is the sense sik for the word wi.
R(k) is computed as:

R(k) = 1− 0.8 ∗ k

n− 1
(1)

where n is the cardinality of the sense inventory Si for wi, and k is the rank of
sik in Si, starting from 0.
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Algorithm 1. The procedure for disambiguating nouns derived from the algo-
rithm by Resnik
1: procedure JIGSAWnouns(W,depth1, depth2) � finds the proper synset for each

polysemous noun in the set W = {w1, w2, . . . , wn}, depth1 and depth2 are used in
the computation of MSS

2: for all wi, wj ∈ W do
3: if i < j then
4: sim ← sim(wi, wj , depth1) ∗ G(pos(wi), pos(wj)) � G(x, y) is

a Gaussian function which takes into account the difference between the positions
of wi and wj

5: MSSij ← MSS(wi, wj , depth2) � MSSij is the most specific subsumer
between wi and wj , search for MSS restricted to depth2 ancestors

6: for all sik ∈ Si do
7: if is-ancestor(MSSij ,sik) then � if MSSij is an ancestor of sik

8: supportik ← supportik + sim
9: end if

10: end for
11: for all sjh ∈ Sj do
12: if is-ancestor(MSSij ,sjh) then
13: supportjh ← supportjh + sim
14: end if
15: end for
16: normalizationi ← normalizationi + sim
17: normalizationj ← normalizationj + sim
18: end if
19: end for
20: for all wi ∈ W do
21: for all sik ∈ Si do
22: if normalizationi > 0 then
23: ϕ(i, k) ← α ∗ supportik/normalizationi + β ∗ R(k)
24: else
25: ϕ(i, k) ← α/|Si| + β ∗ R(k)
26: end if
27: end for
28: end for
29: end procedure

Finally, both elements are weighted by two parameters: α, which controls the
contribution given to ϕ(i, k) by the normalized support, and β, which controls
the contribution given by the rank of sik. We set α = 0.7 and β = 0.3. The synset
assigned to each word in W is the one with the highest ϕ value. Notice that we
used two different parameters, depth1 and depth2 for setting the maximum depth
for the search of the MSS: depth1 limits the search for the MSS computed in
the similarity function, while depth2 limits the computation of the MSS used for
assigning support to candidate synsets. We set depth1 = 6 and depth2 = 3.
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3.2 JIGSAWverbs

Before describing the JIGSAWverbs procedure, the description of a synset must
be defined. It is the string obtained by concatenating the gloss and the sentences
that WordNet uses to explain the usage of a word.

First, JIGSAWverbs includes, in the context C for the target verb wi, all the
nouns in the window of 2n words surrounding wi. For each candidate synset
sik of wi, the algorithm computes nouns(i, k), that is the set of nouns in the
description for sik. Then, for each wj in C and each synset sik, the following
value is computed:

maxjk = maxwl∈nouns(i,k) {sim(wj,wl,depth)} (2)

where sim(wj,wl,depth) is defined as in JIGSAWnouns. In other words, maxjk

is the highest similarity value for wj wrt the nouns related to the k-th sense for
wi. Finally, an overall similarity score among sik and the whole context C is
computed:

ϕ(i, k) = R(k) ·
∑

wj∈CG(pos(wi), pos(wj)) ·maxjk∑
hG(pos(wi), pos(wh))

(3)

where R(k) is defined as in Equation 1 with a different constant factor (0.9) and
G(pos(wi), pos(wj)) is the same Gaussian factor used in JIGSAWnouns, that
gives a higher weight to words closer to the target word. The synset assigned to
wi is the one with the highest ϕ value. Algorithm 2 provides a detailed description
of the procedure.

3.3 JIGSAWothers

This procedure is based on the WSD algorithm proposed by Banerjee and Peder-
sen [1]. The idea is to compare the glosses of each candidate sense for the target
word to the glosses of all the words in its context.

Let Wi be the sense inventory for the target word wi. For each sik ∈ Wi,
JIGSAWothers computes the string targetGlossik that contains the words in
the gloss of sik. Then, the procedure computes the string contextGlossi, which
contains the words in the glosses of all the synsets corresponding to each word
in the context for wi. Finally, the procedure computes the overlap between
contextGlossi and targetGlossik, and assigns the synset with the highest over-
lap score to wi. This score is computed by counting the words that occur both
in targetGlossik and in contextGlossi. If ties occur, the most common synset
in WordNet is chosen.

4 Keyword-Based and Synset-Based Document
Representation

The WSD procedure described in the previous section is adopted to obtain a
synset-based vector space representation that we called bag-of-synsets (BOS).
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Algorithm 2. The procedure for the disambiguation of verbs
1: procedure JIGSAWverbs(wi, d, depth) � finds the proper synset of a polysemous

verb wi in document d
2: C ← {w1, ..., wn} � C

is the context for wi. For example, C = {w1, w2, w4, w5}, if the sequence of words
{w1, w2, w3, w4, w5} occurs in d, w3 being the target verb, wj being nouns, j �= 3

3: Si ← {si1, ...sim} � Si is the sense inventory for wi, that is the set of all
candidate synsets for wi returned by WordNet

4: s ← null � s is the synset to be returned
5: score ← −MAXDOUBLE � score is the similarity score assigned to s
6: p ← 1 � p is the position of the synsets for wi

7: for all sik ∈ Si do
8: max ← {max1k, ..., maxnk}
9: nouns(i, k) ← {noun1, ..., nounz} � nouns(i, k) is the set of all nouns in

the description of sik

10: sumGauss ← 0
11: sumTot ← 0
12: for all wj ∈ C do � computation of the similarity between C and sik

13: maxjk ← 0 � maxjk is the highest similarity value for wj , wrt the
nouns related to the k-th sense for wi.

14: sumGauss ← G(pos(wi), pos(wj)) � Gaussian function which takes
into account the difference between the positions of the nouns in d

15: for all nounl ∈ nouns(i, k) do
16: sim ← sim(wj , nounl, depth) � sim is the similarity between the

j-th noun in C and l-th noun in nouns(i, k)
17: if sim > maxjk then
18: maxjk ← sim
19: end if
20: end for
21: end for
22: for all wj ∈ C do
23: sumTot ← sumTot + G(pos(wi), pos(wj)) ∗ maxjk

24: end for
25: sumTot ← sumTot/sumGauss
26: ϕ(i, k) ← R(k) ∗ sumTot � R(k) is defined as in JIGSAWnouns

27: if ϕ(i, k) > score then
28: score ← ϕ(i, k)
29: p ← k
30: end if
31: end for
32: s ← sip

33: return s
34: end procedure

In this model, a synset vector instead of a word vector represents a document.
Another key feature of the approach is that each document is represented by
a set of M slots, where each slot is a textual field corresponding to a specific
feature of the document, in an attempt to take also into account the document
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structure. According to the BOS model, the text in each slot is represented by
counting separately the occurrences of a synset in the slots in which it occurs.
An example of BOW-represented document is depicted following: More formally,
assume that we have a collection of N documents. Let m be the index of the
slot, for n = 1, 2, . . . , N , the n-th document dn is reduced to M bags of synsets,
one for each slot:

dm
n = 〈tmn1, t

m
n2, . . . , t

m
nDnm

〉, m=1, 2, . . . , M

where tmnk is the k-th synset in slot sm of document dn and Dnm is the total
number of synsets appearing in the m-th slot of document dn. For all n, k and
m, tmnk ∈ Vm, which is the vocabulary for the slot sm (the set of all different
synsets found in slot sm). Document dn is finally represented in the vector space
by M synset-frequency vectors:

fm
n = 〈wm

n1, w
m
n2, . . . , w

m
nDnm

〉

where wm
nk is the weight of the synset tk in the slot sm of document dn, and

can be computed in different ways: It can be simply the number of times synset
tk appears in slot sm, as we used in our experiments, or a more complex tf-

idf score. The difference with respect to keyword-based model is that synset
unique identifiers replace words. JIGSAW algorithm has been used within our
content-based profiling system ITem Recommender (ITR) to obtain semantic
user profiles. In ITR we consider the problem of learning user profiles as a binary
text categorization task: Each document has to be classified as interesting or not
wrt the user preferences. Therefore, the set of categories is C = {c+, c−}, where
c+ is the positive class, user-likes, and c− the negative one, user-dislikes. There
are several ways in which documents can be represented in order to be used
as a basis for the learning component and there exists a variety of machine
learning methods that could be used for inferring user profiles. The adopted
strategy consists of two steps. In the first one, the JIGSAW WSD algorithm is
used to build a BOS representation of documents. In the second step, a näıve
Bayes approach learns sense-based user profiles as binary text classifiers from
disambiguated documents. More details about ITR are in [12].

5 Experiments

We performed two experiments. In the first one, we evaluated the accuracy of
JIGSAW on Task 1 of SEMEVAL-1 competition. This task is an application-
driven one, where the application is a fixed Cross-Lingual Information Retrieval
(CLIR) system. Participants must disambiguate text by assigning WordNet
synsets, then the CLIR system must perform both the expansion to other lan-
guages and the indexing of the expanded documents; the final step is the retrieval
(in batch) for all the languages. The retrieval results are taken as a measure of
the disambiguation accuracy.

For the second evaluation, we adopted JIGSAW for the semantic indexing
of documents: The algorithm exploits the WordNet lexical database to select,



322 P. Basile et al.

among all the possible meanings (senses) of a polysemous word, the correct one.
Semantically indexed documents are then used to train a näıve Bayes learner
that infers semantic, sense-based user profiles as binary text classifiers (user-likes
and user-dislikes). The goal of the second experimental session was to evaluate
whether the new synset-based version (BOS) of user profiles learned by ITR
actually improved the performance wrt the keyword-based version (BOW) of
the profiles. Synset-based profiles learned by ITR were formerly evaluated in a
content-collaborative recommender system [3,6].

5.1 SEMEVAL-1 Task 1 Experiment

We performed the experiment following the instructions for SEMEVAL-1 Task 1.
JIGSAW is implemented in JAVA, by using JWNL library4 in order to access
the WordNet dictionary. The dataset consists of 29,681 documents, including
300 topics (short text). Results are reported in Table 1. Besides the two systems
(JIGSAW and PART-B) that partecipated to SEMEVAL-1 Task 1 competition,
a third system (ORGANIZERS), developed by the organizers themselves, was
included in the competition. The systems were scored according to standard
IR/CLIR measures as implemented in the TREC evaluation package5.

Table 1. SEMEVAL-1 Task1 Results

system IR documents IR topics CLIR

no expansion 0.3599 0.1446
full expansion 0.1610 0.1410 0.2676
1st sense 0.2862 0.1172 0.2637
ORGANIZERS 0.2886 0.1587 0.2664
JIGSAW 0.3030 0.1521 0.1373
PART-B 0.3036 0.1482 0.1734

All systems showed similar results in IR tasks, while their behaviour was
extremely different on CLIR task. Probably, the negative results of JIGSAW in
CLIR task depends on complex interaction of WSD, expansion and indexing.
Contrarily to other tasks, the task organizers do not plan to provide a ranking
of systems on SEMEVAL-1 Task 1. As a consequence, the goal of this task -
what is the best WSD system in the context of a CLIR system? - is still open.

WSD results are reported in Table 2. These results refer to the all-word task.
In this case, the dataset consists of approximately 5000 words of coherent Penn
Treebank6 text with WordNet tags. All the predicating words and the head words
of their arguments, as well as many adjectives and adverbs, are tagged. This
task is useful to evaluate the ability of the WSD algorithm to disambiguate all
words in a text. These results are encouraging as regards precision, considering
4 http://sourceforge.net/projects/jwordnet
5 http://trec.nist.gov/
6 http://www.cis.upenn.edu/ treebank/
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Table 2. WSD results on the all-words task

system precision recall attempted

SENSEVAL-2

ORGANIZERS 0.584 0.577 93.61%
JIGSAW 0.498 0.375 75.39%
PART-B 0.388 0.240 61.92%

SENSEVAL-3

ORGANIZERS 0.591 0.566 95.76%
JIGSAW 0.484 0.338 69.98%
PART-B 0.334 0.186 55.68%

that our system exploits only WordNet as knowledge base, while the system
ORGANIZERS implements a supervised method that exploits SemCor to train
a k-NN classifier.

5.2 ITR Experiment

The goal of this evaluation was to compare the performance of keyword-based
profiles to that of synset-based profiles. Experiments were carried out on a col-
lection of 100 papers (42 papers accepted to ISWC 2002, 58 papers accepted
to ISWC 2003) rated by 11 real users, that we called ISWC dataset. Papers
are rated on a 5-point scale mapped linearly to the interval [0,1]. Tokenization,
stopword elimination and stemming have been applied to index the documents
according to the BOW model.

Keyword-based profiles were learned from BOW-represented documents, while
synset-based profiles were inferred from BOS-represented documents. We mea-
sured both the classification accuracy and the effectiveness of the ranking set
by the two different kinds of profile on documents to be recommended. Clas-
sification effectiveness was evaluated by the classical measures precision, recall
and F1 [11]. We adopted the Normalized Distance-based Performance Measure
(NDPM) [13] to compute the distance between the ranking set on papers by the
user ratings and the ranking predicted by ITR. Each run consisted in:

1. selecting the documents and the corresponding ratings given by the user;
2. splitting the selected data into a training set Tr and a test set Ts ;
3. using Tr for learning the corresponding user profile;
4. evaluating the predictive accuracy of the induced profile on Ts, using the

aforementioned measures.

The methodology adopted for obtaining Tr and Ts was the 5-fold cross valida-
tion. Table 3 shows the results reported over all 11 users.

From the results reported in Table 3, we notice an improvement both in
precision (+1%) and recall (+2%). Precision improves for 4 users out of 11, while
a more significant improvement (8 users out of 11) is obtained for recall. The
BOS model outperforms the BOW one specifically for users 7 and 10, for whom
we observe an increased precision, and in the worst case the same recall. The
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Table 3. Performance of the BOW - BOS profiles

Precision Recall NDPM
Id User BOW BOS BOW BOS BOW BOS

1 0.57 0.55 0.47 0.50 0.60 0.56
2 0.73 0.55 0.70 0.83 0.43 0.46
3 0.60 0.57 0.35 0.35 0.55 0.59
4 0.60 0.53 0.30 0.43 0.47 0.47
5 0.58 0.67 0.65 0.53 0.39 0.59
6 0.93 0.96 0.83 0.83 0.46 0.36
7 0.55 0.90 0.60 0.60 0.45 0.48
8 0.74 0.65 0.63 0.62 0.37 0.33
9 0.60 0.54 0.63 0.73 0.31 0.27
10 0.50 0.70 0.37 0.50 0.51 0.48
11 0.55 0.45 0.83 0.70 0.38 0.33

Mean 0.63 0.64 0.58 0.60 0.45 0.45

rating style of these users has been thoroughly analyzed, and we observed that
they provided a well balanced number of positive and negative ratings (positive
examples not exceeding 60% of Tr). Moreover, they had a very clean rating
style: They tend to assign the score 1 to not interesting papers, and the score 5
to interesting ones. We also observed the effect of the WSD on the training set of
these users: If a polysemous word occurs both in positive and negative examples,
the system is unlikely to be able to detect the discriminatory power of that
feature for the classification, because the conditional probabilities of the word
are almost the same for the two classes {C+, C−}. It could be noted from the
NDPM values that the relevant/not relevant classification is improved without
improving the ranking. A possible explanation of this result is that the BOS
document representation has improved the classification of items whose scores
are close to the relevant / not relevant threshold. A Wilcoxon signed ranked
test, requiring a significance level p < 0.05, confirms that there is a statistically
significant difference in favor of the BOS model as regards recall.

6 Conclusions and Future Work

In this paper, we presented a WSD algorithm that exploits WordNet as knowl-
edge base and uses three different methods for each part-of-speech. Our hypoth-
esis is that replacing words with synsets in the indexing phase produces a more
accurate document representation that could be successfully exploited in more
than one user-centric application. We ran experiments in two different applica-
tions, a CLIR System and a Recommender System based on user profiles. In the
first application, we notice some negative results that probably depend on the
expansion method used into the CLIR system. This was a first attempt to eval-
uate our WSD algorithm in this kind of application. In the second one, results
confirm the effectiveness of the proposed approach. As a future work, we plan
to exploit not only the WordNet hierarchy, but also domain ontologies in order
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to realize a more powerful document indexing. Furthermore, we intend to in-
vestigate if semantic information about terms can be employed in the matching
phase (in addition to indexing one).
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Abstract. In this paper, a light framework for dialogue based interac-
tive question answering is presented. The resulting architecture is called
REQUIRE (Robust Empirical QUestion answering for Intelligent Re-
trieval), and represents a flexible and adaptive platform for domain
specific dialogue. REQUIRE characterizes as a domain-driven dialogue
system, whose aim is to support the specific tasks evoked by interactive
question answering scenarios. Among its benefits it should be mentioned
its modularity and portability across different domains, its robustness
through adaptive models of speech act recognition and planning and its
adherence of knowledge representation standard. The framework will be
exemplified through its application within a sexual health information
service tailored to young people.

1 Introduction

In the recent years, the distinctions between the Question Answering (QA) and
Dialogue technologies are increasingly narrowing and the number of overlaps
increases accordingly. In general, QA aims to provide precise answers. In an
interactive QA system, the inefficiency of an Information Retrieval engine is
supplied by the ability of posing questions in natural language in order to get
feedback from the user and detect the proper and useful answer(s). In other
words, the system must not only comprehend the meaning of the user requests,
but it has to negotiate interactively with him to achieve the evidence he was
not able to fully express at the beginning. A dialogue management system is
thus needed as a kind of wrapper for the QA engine able to upgrade the system
information through its conversational ability. Here the processing of utterances
and the management of the user attitudes have to be dynamically combined with
the information returned by the underlying retrieval engine. REQUIRE makes
use of a frame-based model for information seeking in support of interactive QA
tasks. The aim is to limit the complexity for the user against cases where mul-
tiple and diverging answers are possible according to the retrieved documents.
The conversation helps the user to converge to the most useful answer(s) with
the minimum number of interactions (turns). In fact, it is able to build a plan
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according to the current ”Question Answering” problem (the initial user ques-
tion) and across the whole session. At the same time, questions may also refer
to terms or concepts introduced during the dialogue itself so that the user can
also improve his level of knowledge about the target argument. From this point
of view, REQUIRE is not just characterizable as a QA support system but it re-
alizes a wider notion of information seeking, where dialogue enables a paradigm
for both access and acquisition of knowledge newer to the user evoked during a
session, just like in a human-to-human conversation.

In order to deal with the complexity of the involved information, REQUIRE
makes an explicit use of the knowledge regarding the domain and the QA task.
In order to minimize the burden due to the interaction, a plan should include the
minimal number of user turns needed to select the best answer. A static model
of these interactions (i.e. turns) can be defined as during a session a limited
set of dialogue acts can be foreseen. The dialogue management task can thus be
mapped to a form of navigation through these finite set, as described in Section 3.
The system manages all the speech acts related to interactive QA and provides a
conversational interface through natural language dialogue. REQUIRE has been
applied to a domain specific interactive QA system aiming to provide sexual
health information to communities of young people. An agent prototype has been
designed and developed according to the principles of the REQUIRE platform
and its evaluation is in progress. This application, financed by the Ministero delle
Attivita’ Produttive1, is applied in scenarios of mobile computing. In the Section 2
an overview of the system architecture is presented while Section 3 describes the
dialogue management system and the planning functionalities. Finally, section
4 presents the results of experimental evaluation.

2 The REQUIRE Architecture

The main purpose of REQUIRE is to provide a dialogue management platform
that supports a flexible design of portable Interactive Question Answering ap-
plications across different domains. It is thus designed according to modularity
principles. The support to answer retrieval and planning dialogue management
is organized into a pool of software components some of which are distributed
servers. Two types of subsystems are foreseen: external and internal compo-
nents. The main idea is that the external modules are strictly tight to applica-
tion domain and can be easily substituted or extended when a new domain is
targeted. As the REQUIRE components are compliant to current communica-
tion and knowledge representation standards (i.e. RDF/OWL), flexibility and
porting constitute some of its strong advantages.

The internal modules are almost fully independent from the specific applica-
tion and constitute a general framework for dialogue-based QA systems. Figure
1 shows the overall architecture of the REQUIRE platform. The central com-
ponent in REQUIRE is the Dialogue Manager that controls the activation and
1 The MIND project has been funded in 2005 by the Italian Governement and it will

conclude at the end of 2007.
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Fig. 1. System Architecture

the flow of information across individual components. During the coordination
activities, the Dialogue Manager controls the dialogue evolution by storing the
intermediate information (e.g. the focus of current turns) and activating the
suitable state transitions according to the dialogue model.

In order to manage the user input in form of natural language utterances,
two levels of analysis are applied: Speech Act Recognition and Focus Detection.
Speech Act Recognition (SAR) supports the classification of the user utterances
into the major Speech Act classes. This reduces the huge variety of rules required
to recognize acts from the user input. The SAR is accomplished by a data-driven
supervised model called Speech Act Classifier. More in details, the Speech Act
Recognizer uses linguistic features on different levels (lexical, morpho-syntactic
and semantic) adopting an unsupervised method. An utterance emitted by the
user during a turn of dialogue is parsed, producing a network of nodes represent-
ing grammatical categories and morphological-syntactic (dependency) relation-
ships. From this network we take out a list of features (lexical, morpho-syntactic
etc.), by means of these we are able to map the turn’s phrases into a structure,
in order to put in evidence both syntactic structure of an utterance and the
meaning of intentions of the user. The goal of the Speech Act Classifier is inte-
grate lexical and syntatic information into an extended Vector Space, through
Latent Semantic Analysis methods [1,2], and then use proximity for detecting
the canonical act involved.

According to the latter inference, when the topic is not explicitly mentioned by
a user, the Focus Extractor is triggered. This component recognizes the intended
focus by analyzing the grammatical structure of the user utterance produced by
the CHAOS syntactic parser [3].

The generation of the natural language output is under the responsibility of
the NL Generator module. The NL generation is based on textual grammars, i.e.
NL Templates [4]. Given the dialogue status, the proper system responses are
detected and templates allow to efficiently compile the output according to the
context (e.g. the user focus). The mechanism used to find the correct response
at a given step requires a plan of the interactions. This plan is based on the
initial user question in general characterized by multiple answers. The Planner
computes the best plan according to a probabilistic model.
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The interpretation of the user input and the planning depends on the available
knowledge of the domain of application. An ontology infrastructure is available
to the system where the domain and the task are represented. The Task Model
represents the answers and their corresponding concepts organized into a hier-
archy. This repository is accessed by the external Information Retrieval System,
that initially retrieves all the candidate answers to the user question. No con-
straint is posed to the IR engine except the requirement of deriving a relevance
score associated to each candidate answer in the ranked list (The IR engine has
been implemented using the package Lucene [5]).

The Domain Model represents the conceptual information related to the ap-
plication domain, i.e. concepts organized in an ontology and their definitions. In
order to manage the gap between domain expert expressions and common lin-
guistic expressions, the domain model is linked to a semantic lexicon, i.e. Lexical
Knowledge in Fig. 1. The integration of the two resources allows to deal con-
sistently with user utterances even when ontological reasoning is required. The
Knowledge Manager is a component in charge of supplying the abstract inter-
face to all the different ontological (i.e. the task and domain model) and lexical
resources. In more technical details, the Domain Model and its encyclopedic
knowledge is represented by MeSH [6], a large scale medical taxonomy created
by the National Library of Medicine. The RDF/OWL version of MeSH includes
definitions, hierarchical relations and other relations between concepts including
aliases or synonyms. The employed lexicon is Wordnet [7] which expresses word
senses and the major lexical semantic relations. An integration between MeSH
and Wordnet has been obtained according to the method discussed in [8]. In
the integrated lexicon special OWL properties are defined to map ontological
concepts into the corresponding word senses. The adoption of standards in the
knowledge infrastructure designed in REQUIRE increases its flexibility and in-
teroperability. Automatic mapping methods also support its portability toward
other domains [8].

Finally, the REQUIRE System, has been implemented in order to evaluate
his performance, as we put in relevance in in Section 4.

3 The Dialogue Management in REQUIRE

In a IQA system, the role of the dialogue is to aid the user to reach the desired
information, through a natural interaction like in a help desk or an information
office. The most important problems are the required understanding of the user
intention, that should be captured from his utterances and the elaboration of the
better response. To guide the user toward the suitable answer, the REQUIRE dia-
loguemanagermakes a dynamic plan that evolves at everydialogue turn. The plan,
based on the user input utterance and on the dialogue history, allows the agent to
interact with the user through two main initiatives, i.e. system dialogue acts [9].

In Clarification steps, the Dialogue Manager asks the user about a topic as
”a request of information about something”. Positive user answers to clarification
questions allow to trigger some refinement steps until a single answer is selected.
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U1: Can you tell me the cost of the morning-after pill?
A1: Are you interested to speak about the pill? (Clarification)
U2: No, I’m interested to the morning-after one.
A2: The morning-after pill costs roughly 15 Euro. (Exit with Success)

Fig. 2. Dialogue example with the system in clarification state

Negative replies allow to eliminate a topic (and all of its subtopics) from the future
interaction: the plan is thus pruned. In Figure 2 one such example is shown.

The plan is thus made by the set of clarifications about some topics that
provide to detect the precise answer with a minimal involvement of the user.
Negative replies to clarification questions reduce incrementally the candidate
answers until a single one is left and it is output to the user.

During clarifications, the system may introduce concepts that are unknown or
ambiguous for the user. In this case, the user may request about them, and the
plan must be adapted accordingly. Every nested request activates an Explana-
tion initiative where the system helps the user to disambiguate previously intro-
duced terms and then come back to the preceding plan state. An example of this
is reported in Figure 3. Finally, if the user redirects his attention (focus) on newly
encountered concepts (i.e. those that have never been met during the current di-
alogue context), the system needs to restart a search phase as a new question an-
swering session. A special case of Explanation is activated when the user focus is
ambiguous: a specific speech act, Disambiguation, is defined in this case. When
a referred concept is ambiguous for the system knowledge, as for example the word
venom, that can be either a chemical compound or the natural substance produced
by snakes, the agent inquiries the user for the alternatives (definitions as available
from the knowledge resources). The user feedback allows to select the intended al-
ternative and let the system go back to an explanation state.

U1: How can I use a long term effect contraceptive methods?
A1: Are you interested to artificial contraceptive methods? (Clarification)
U2: Yes, I am.
A2: Do you want to speak about under-skin implants and about its prescription, in particu-
lar?
U3: What is an under-skin implant? (Explanation)
A3: The under-skin implants are a long effect contraceptive methods. They are plastic cap-
sule to insert under the skin, through a cut.
U4: Why not?
A4: A doctor, or a sanitary assistant, have to insert and remove the under-skin implant.
(Exit with Success)

Fig. 3. Dialogue example with the system in explanation state

3.1 Finite State Technology for Dialogue Management

The speech acts discussed up to now originate from a limited set of dialogue
states. They can be thus assimilated to a finite state (i.e. a Mealy) machine: every
dialogue act is performed by the system according to a specific state and a user
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focus. A Mealy machine is defined as an ordered sextuple A = (S, I,O, δ, λ, s0)
where

– S, I and O are the sets of states, input and output symbols, respectively
– δ : S × I → S and λ : S × I → O are the transition and the output function,

respectively
– s0 ∈ S is the specific initial state

In a generic state s ∈ S, the automaton (1) detects the actual speech act
characterizing the last user input, (2) changes its state according to the δ function
and (3) outputs a symbol according to the output function λ. Output here
includes the current topics (see the next section on planning) and a dialogue act
(e.g. clarification) used to trigger the NL generation component. In REQUIRE,
the transition function is also influenced by the current plan (see next Section):
given a state and the speech act characterizing the user reply, it produces the
suitable next state. For example, clarifications may follow other clarifications in
general, according to the next topics foreseen in the plan.

The set of states Q in REQUIRE includes the previously introduced states,
i.e. clarification, explanation and disambiguation. Other specific states are the
following:

– The s0 state, Start, where the retrieval process is triggered by the initial
question, as seen in section 2.

– The exit states that distinguish situations where the best individual answer
has been found (Exit whit Success, EWS), a switch of attention has been
manifested by the user and a new question answering session is to be run
(Change Focus, CF ) or no answer can be found after some clarification steps
(Unsuccessful Exit, UE).

The transitions between intermediate states are shown in the state transition
diagram of Figure 4.

It is worth noticing that intermediate states reflect the speech act character-
izing each system initiative. The speech acts characterizing the user utterances
express instead user intentions. They play here the role of input symbols. The

Fig. 4. State Diagram for Dialogue Control
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user utterances can be mainly partitioned into agreements and questions. In
the state transition diagram of Fig. 4, the two different types of agreement are
shown: acceptance and rejection. These types apply to the current focus of the
discourse as they may refer to the focus agreed between the user and the system
or to a newly introduced focus.

The speech act recognition is a critical stage of the above finite state tech-
nology. Early and basic approaches, like the input-reaction rules adopted in
A.L.I.C.E.-like agents (i.e. AIML expressions, as defined in [10]), require exten-
sive compilation of pattern matching rules, acting on the input utterances.

3.2 Planning Dialogue Turns

Planning is the activity of deciding how the dialogue will proceed during a session
triggered by the initial user question. As many candidate answers are returned
by the IR engine (they form the answer list AL), the plan must decide which
interactions are useful to focus on the subset of relevant ones. The dialogue in
fact aims to fully prune out the irrelevant responses. The goal of the Planner
component is to design the proper sequence of interactions to reach the correct
response(s) minimizing the burden for the user.

The Planner can exploit a structured organization of the domain topics, called
task model. The task model is a hierarchy, where individual nodes represent topics
and (possibly) associated answers. Every answer in the AL set is thus associated
to one node in the Task Model. In this way, the hierarchy defines topically coherent
subsets of the AL members: each subset is a topic and their grouping is a parti-
tion P (AL) of the original AL. A partial order relation results in P (AL) from the
dominance in the Task Model. Each set in P (AL) is defined by the most specific
node in the hierarchy that dominates some answers in AL. Notice that the differ-
ent sets in P (AL) include nodes (and the corresponding answers) characterized
by different relevance scores after the retrieval process. A static visit impacts on
the perceived naturally of a conversation: it would proceed independently by the
initial user answer and without accounting for the quality and coherence of the
obtained responses. A much better model can be obtained as a function of the
relevance scores obtained for the individual answers. The approach adopted in
REQUIRE formulates a probabilistic model of the initial P (AL) and derives the
navigation strategy that find a correct response in a minimum number of steps.
The basic idea is that each clarification step acquires information about a node and
this allows to concentrate on specific subsets in P (AL) and prune other ones. The
amount of available information increases at each step according to the pruning of
members of the P (AL). In this perspectives clarification questions that are more
informative amount to a richer pruning steps. A probabilistic way to measure the
informative power of a node (or of its subtree) can be defined. Every clarification
question about a topic T , provides negative (in case of rejection) or positive (in
case of acceptance) evidence about T . In case of acceptance, every node in P (AL)
that is not accessible from T should be discarded. Every user answer reduces the
uncertainty, as reduces the number of possible candidates responses in AL. The
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search strategy is therefore heuristic and proceeds through successive approxima-
tions. Given the initial state of P (AL), i.e. the set of relevance scores for its
topics/subsets, a probabilistic model of the correct answers can be obtained: ev-
ery node will be characterized by a probability of being relevant proportional to
its relevance score. The amount of uncertainty depends on the resulting proba-
bility distribution and a good measure of it is its entropy. Every clarification step
about a topic T reduces the overall uncertainty as it prunes some of the members
from the P (AL). This reflects in a different probability distribution associated
to the remaining members that results in a lower overall entropy. The amount of
reduction in the entropy due to a single clarification step is an effective indicator
of the role of a topic T in a good dialogue, i.e. a sequence of questions short
enough to converge quickly to the relevant answers in AL.

4 Evaluation

Evaluation of dialogue systems is problematic as it deals with a large set of
factors, all of them strictly depending on specific applications. Moreover, such
systems are usually designed as composition of rather complex components that
critically influence the whole system performance. In this section, we will try to
design general evaluation criteria that can be reasonably applied for compara-
tive analysis against previous approaches. Specific as well as general metrics have
been defined. The primary goal of the experiments was to set-up baselines for
various subtasks useful to assess individual components and enable comparisons
with future versions of REQUIRE. Metrics that have been proposed for evalu-
ate dialogue systems can be grouped into three main classes: user satisfaction,
dialogue-dependent costs and task-based success based measures. Previous stud-
ies have provided ways to combine these different measures as for example the
PARADISE paradigm (PARAdigm for DIalogue System Evaluation, [11]). This
framework is strictly dependent on an attribute value matrix (AVM) representa-
tion of the target dialogue task, it consists in the information exchanged between
the agent and the user, expressed as a set of ordered attribute-value pairs. In
our case, i.e. information seeking within a specific domain through vaguely de-
fined questions, the target AVM representation was inapplicable. As discussed
in 1, REQUIRE is a hybrid system with mixed initiative and several aspects
must be taken into account. It deals in fact with the traditionally underspecified
relevance issue of Information Retrieval. Most questions do not have a specific
answer and the role of dialogue is also to guide the user to better understand-
ing his needs, or increase his level of acquaintance of the domain by providing
information initially unknown to the user (e.g. definition of tecnical concepts in
a domain). Moreover, tasks depend on the nature of questions, that may be tar-
geted to different kinds of concepts. We distinguished four different information
needs, i.e. request types:

– Questions about diseases, like How can I contract AIDS ?)
– Questions about contraception methods, as in How to get the morning after

pill without being adviced by a doctor?)
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– Questions about anatomy, body parts, like What are the ovaries ?)
– General inquiries about sexuality, as At what age do boys and girls start to

get sexual feelings?)

In order to evaluate different aspects of the system we thus designed an eval-
uation that is sensible to all the above different types. The aim here is not to
directly compare our system with previous ones, but rather to set-up an eval-
uation scheme able to detect sources of weakness in REQUIRE and support
incremental comparative evaluation against its future releases.

4.1 Experimental Setup

The targeted domain was sexual health consultancy, where a closed set of answers
were certified by psychologists and professional doctors (due to the critical social
implications of the domain). The set includes 703 different answers that are
organized into a topical taxonomy of about 1, 089 concepts. The user initial
question triggers a retrieval process from the answers repository: each question
retrieves usually a large number of answers, as these are made of short sentences
(average length is 15 words) and are relatively very similar as they focus on a
very specialized domain. As a result, the application of a standard IR engine
(Lucene [5]) achieves an F measure2 of about 0.15.

We collected user satisfaction metrics through a Web-based survey based on a
questionnaire compiled by the users: they were asked to fill out the questionnaire
immediately after the completion of a dialogue session. A community of 35 users
have been studied and the overall number of sessions is 118. Although some users
provided few sessions , they are representative of a large variety of attitudes
and criteria, that makes this evaluation more realistic. The adopted subjective
criteria for evaluation suggested by the questionnaire were the following

– Topic understanding: the ability of the system in recognizing the main focus
of the originating question

– Meaningful interaction: the quality of the system behaviour according to the
utility of each generated turn

– Topic coverage: the user perception of how good is the system knowledge
about the target topic

– Contextual Appropriateness : the ability to produce clear turns consistent
with the dialogue progress [12]

– Interaction/Dialogue quality: the overall quality of the system generated sen-
tences. It captures mainly the grammatical correctness of the NL generation

– Ease of use: the usability of the system, that is the system friendliness per-
ceived by the user

– Overall Effectiveness : the user comprehensive judgment about the system
usefulness

2 The F measure is the harmonic mean between recall and precision, but given the as-
sumption that each question has only one valid answer associated it also corresponds
to accuracy.
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All the above criteria were scored by the users according to a 1 to 5 scale (where
5 means full satisfaction and 1 disappointment, respectively) and are declared by
a user with respect the entire dialogue session. Only Contextual Appropriateness
is declared on a per turn basis, and it is reported as average across the full set
of turns (i.e. micro-average).

4.2 Results: Objective Measures

A good measure of retrieval (i.e. dialogue) complexity is the average number of
concepts in the topic taxonomy related to at least one of the answers retrieved
by Lucene. The initial system plan starts from these concepts and is thus more
complex whenever a larger number of answers are returned. In our case, we have
found a non trivial number of questions with a very large number of retrieved
answers (e.g. between 60 and 90). In general, we found more nodes than answers
inasmuch as specific answers are found in different branches of the topic taxon-
omy. Therefore they require some generalization. This complexity is not trivial
and confirms the realistic information seeking task employed in the evaluation.

Fig. 5. Impact of the dialogue on the retrieval effectiveness

It is to be noticed that, given the low precision of the information retrieval
stage, a user needs to read (and reject) a large number of wrong retrieval hits
(false positives) before getting to the precise answer (in the cases he/she is
able to recognize it). On average, the number of this readings is 6.12. The core
objective of REQUIRE is to strictly reduce this score. In Figure 5, we report
the turns, answers and activated nodes coresponding to questions of increasing
complexity: four question classes are reported for different numbers of retrieved
answers. In Fig. 5, we also report the average number of readings needed by the
user to select the proper answer. As we see, different classes are characterized by
different readings on average. Comparing the number of turns that REQUIRE
needs to converge, we notice that for questions of minimal complexity (< 5) the
dialogue is not effective. However, when the number of false positives increase
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(in line with the behaviour of most IR engines), the impact of REQUIRE is
very high: for the most complex cases we reach a compression rate (number
of average readings vs. number of observed turns) of about 8.7. The overall
number of successfully concluded sessions is 76, that is the 64.4% of the tests.
Given the relatively low quality of the retrieval system and the full automation
of the dialogue capabilities of the system, this result is very attractive for a large
number of applications. REQUIRE in fact does not rely on complex hand coded
knowledge and can be tailored easily to new domains. An analysis of mistakes
revealed that in most cases the wrong behaviour is due to generic questions,
where the correct answer was not available to the system (out of domain tests),
or no answer could be retrieved by the IR engine.

4.3 Results over Questionnaires

Figure 6 reports the subjectives scores according to the different question types.

Fig. 6. Perceived Accuracy by the user according to different question types

At first glance, the class disease, i.e. a well-specified topic, has the better scores
across the different criteria. Notice how this was the starting point of the domain
modeling, as the service was targeted to provide information and consultancy
about possible sexual problems and diseases, largely unknown among young
people. On the contrary, the class sexuality has the lowest values in all cases.
Basically, this is due to the inherent vagueness and ambiguity of this class that
usually is populated by confused and unclear questions from the user.

It is interesting to notice that the best values for all classses are generated by
the Dialogue Quality measure, that emphasizes the good perceived quality of the
NL-Generator component. Another useful metric is the Contextual Appropriate-
ness that is derived from scores assigned by the user on every individual turn.
Here, the best value is achieved for the anatomy topic and not for diseases, that
is the best class with respect to the other metrics. Notice also that for anatomy
the system has a rather low Response coverage. This suggests that although the
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final response is not very good, individual turns across a whole dialogue session
still keep the interactions within acceptable levels of quality and consistency: the
average accuracy of the several individual turns is in line with user expectations
of a naturally flowing comunication.

5 Conclusion and Future Works

Although experiments for measuring the accuracy and usability of the REQUIRE
technology are still in progress, the presented dialogue platform for domain-
specific Interactive Question Answering represents a solid implementation of a
robust technology. The rich set of functionalities defines an adaptive framework
for domain-specific dialogue. The major benefits are its adherence to standards
for knowledge representation, the adaptivity, based on state-of-art classification
methods, for speech act recognition. The flexibility of the system is enforced by
the high level of architectural modularity, where some specific components are
domain independent and can be fully reused (e.g. the planner).

Methods for automatic adaptation of the domain knowledge, as in the case of
the automatic mapping between the world model and a general purpose lexicon,
are foreseen in the framework. They make directly available the lexical knowl-
edge necessary to support typical dialogue inferences like focus detection in an
inexpensive and semiautomatic way. The results of the large scale testing, as this
actually used by a wider user communities, will provide sufficient evidence for
depeer quantitative evaluation and quality assessment.
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Abstract. We describe a web application, GlossExtractor, that receives in input 
the output of a terminology extraction web application, TermExtractor,  or a 
user-provided terminology,  and then searches several repositories (on-line 
glossaries, web documents, user-specified web pages) for sentences that are 
candidate definitions for each of the input terms. Candidate definitions are then 
filtered using statistical indicators and machine-learned regular patterns. 
Finally, the user can inspect the acquired definitions and perform an individual 
or group validation. The validated glossary is then downloaded in one of several 
formats. 

1   Introduction 

Navigli and Velardi (2004) presented a technique, named OntoLearn, to automatically 
learn a domain ontology from the documents shared by the members of a web 
community. This technique is based on three learning steps, each followed by manual 
validation: terminology extraction, glossary extraction, and finally, ontology 
enrichment.  The OntoLearn methodology has been enhanced,  and experimented in 
the context of a European project, INTEROP (Velardi et al. 2007).  Recently, we 
started to develop web applications to make freely available each of the steps of the 
OntoLearn methodology. The first web application, TermExtractor (Sclano and 
Velardi, 2007), was made available on http://lcl.uniroma1.it about one year ago.  We 
here describe GlossExtractor, a tool that receives in input a terminology T, i.e. a list of 
relevant domain terms, and automatically extracts from web documents one or more 
definitions for each term in T.  

2   Summary of the Gloss Extraction Algorithm 

Figure 1 shows the basic steps of the glossary extraction algorithm. The input to the 
system a list T of  terms, for which a glossary has to be learned. Possibly, this list is 
the result of a previous terminology extraction process.  

The first phase is candidate extraction: for each term, definition sentences are 
searched first, in on-line glossaries, then, in on-line documents.  Simple, manually 
defined regular expressions are used to extract the candidate definition sentences.  
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Fig. 1. The glossary extraction algorithm 

Figure 2 shows an example of html page of a web glossary including definitions. 
To extract the relevant information (highlighted with arrows in Figure 2) it is 
necessary to perform layout and syntactic analysis of the html pages, in order to prune 
the noise. Similarly, Figure 3 shows an example of definition embedded in a web 
document. Here, not only graphical and irrelevant information has to be pruned, but 
also some simple regular expression must be defined to determine whether the 
sentence including a term t∈T is a candidate definition.  Examples of simple filtering 
patterns are: ((“<term> is a ”)|(“<term> are the ”))  ((“<term> defines 
”)|(“<term> refers to ”)) ((“<term> concerns ”)|(“<term> is the ”)  ((“<term> is 
any ”)|(“<term> is an ”)) ((“<term> is a kind of ”) ((“<term> is defined (to|as) ”)) 
etc. These patterns (inspired by Hearst (1992) and subsequent works) are intentionally 
very simple, to reduce search time over the web. 

The web-search step described above usually produces a large number of hits, 
including a considerable amount of noise. Noise is generated by two factors: 

First, a sentence matching one of the above simple regular expressions is likely not to 
be a definition, e.g.: “Knowledge management is a contradiction in terms, being a 
hangover from an industrial era when control modes of thinking.”  

Second, the sentence could indeed be a definition, but not pertinent to the domain, 
e.g: A model is a person who acts as a human prop for purposes of art, fashion, 
advertising, etc. that would not be pertinent to, e.g.  a “software engineering” domain, 
but rather to a “fashion” domain.  The two subsequent steps of the glossary extraction 
methodology are conceived in order to eliminate these two sources of noise. 
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Fig. 2. Example of a definition in a web glossary page 

 

Fig. 3. Example of a definition embedded in a web document  

2.1   Application of a Stylistic Filter 

The objective of the stylistic filter is to select “well-formed” definitions, i.e. 
definitions expressed in term of genus (the kind a concept belongs to) and differentia  
 
 



342 R. Navigli and P. Velardi 

(what specializes the concept with respect to its kind), e.g. “enterprise information 
integration is the process of integrating structured data from any relevant source for 
the purpose of presenting an intelligent, real-time view of the business to a business 
analyst or an operational application.” In this definition, the phrase that identifies the 
genus is marked in bold. Not all definitions are well-formed in the above mentioned 
sense, e.g. “component integration is obtained by composing the component's 
refinement structures together, resulting in (larger) refinement structures which can 
be further used as components”, and many sentences being not well-formed are non-
definitions, e.g. “component integration has been recently proposed to provide a 
solution for those issues”  

Stylistic filtering is a novel criterion with respect to related literature on definition 
extraction, and has several advantages: i) to prefer definitions adhering to a uniform 
style, commonly adopted by professional lexicographers; ii) to distinguish definitions 
from non-definitions (especially when candidate definitions are extracted from free 
texts, rather than glossaries); iii) to be able to extract from definitions a kind-of 
information, used to arrange terms taxonomically.  

To verify well-formedness, we use regular expressions that impose constraints on a 
sentence structure at the lexical, part-of-speech and syntactic level. Part of speech and 
syntactic elements are identified using an available parser, the TreeTagger1.  Figure 4 
shows an example of sentence tagged with part of speech (POS) and segmented 
(chunked) according to syntactic categories. For example, DT and NN are   POS for 
determiners (e.g. the)  and nouns (e.g. process), respectively, while the sentence 
chunk “The process” is tagged with NC (noun phrase). 

“Style” regular expressions have been automatically learned using a decision tree 
machine learning algorithm. We used the J48 algorithm from the weka machine 
learning web site (www.cs.waikato.ac.nz/ml/weka/).  As input features for the 
algorithm, we used the first 5 POS/chunk tags pairs. Figure 5 shows an example of 
learned decision tree. 

The training set (TS) used to learn style filters includes positive example of 
definitions from several on-line sources, and a set of manually extracted negative 
examples. Table 1 illustrates the training set composition. Notice that most negative 
examples come from evaluation experiments performed in the context of the already 
mentioned INTEROP project, during which our terminology and glossary extraction 
tools have been used to create an interoperability glossary (Velardi et al. 2007).  

<NC> The DT process NN </NC><PC> of IN <VC> achieving VVG </VC></PC><NC> the DT 
objectives NNS </NC><PC> of IN <NC> the DT business NN organization NN </NC></PC><PC> by IN 
<VC> bringing VVG </VC></PC><ADVC> together RB </ADVC><NC> some DT resources NNS 
</NC>. SENT 

Fig. 4. Example of a sentence annotated with part of speech and syntactic tags (TreeTagger) 

                                                           
1 TreeTagger is available at http://www.ims.unistuttgarrt.de/projekte/corplex/ TreeTagger/ 

Decision/TreeTagger.html 
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Fig. 5. A style decision tree learned with J48 machine learning algorithm 

Table 1. Training Set used to learn a style filter for definition sentences 

Examples Art (AT&T2, 
WordNet3) 

Tourism 
(WordNet+STB4)

Computer 
Network  
(Geek.com5) 

Interoperability 
(Interop glossary) 

Positive 310+415 270+270 450 215+1220 
Negative 80 60 50 2032 

2.2   Application of a Domain Filter 

The domain filter is used to prune candidate definitions that are not pertinent with the 
domain. A probabilistic model of the domain is obtained by analyzing the domain 
terminology. As explained in the introduction, the input to the glossary extraction 
algorithm is a terminology T, e.g. a flat list of single and multi-word terms.  

From the set of word components forming the terminology T, a probabilistic model 
of the domain is learned, assigning a probability of occurrence to each word 
component. More precisely, let T be the lexicon of extracted terms, LT the set of 
singleton word components appearing in T, and let : 

∑
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LTiw iwfreq

wfreq
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be the estimated probability of w in D, where w∈LT and the frequencies are computed 
in T. For example, if T =[distributed system integration, integration method] then 
LT=[distributed, system, integration, method] and E(P(integration))=2/5, since over 5 
singleton words in T, integration appears twice. 

                                                           
2 www.getty.edu/research/conducting_research/vocabularies/aat/ 
3 wordnet.princeton.com 
4 http://app.stb.com.sg/asp/tou/tou08.asp 
5 www.geek.com/glossary/ 
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We then define and measure the domain pertinence of each extracted definition, as 
follows: let Wt be the set of words in def(t), a candidate definition of t. Let W’t ⊆ Wt 
be the subset of words in def(t) belonging to LT. Compute:  

∑∑
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'

α  

where Nt is the number of definitions extracted for the term t, and nt
w is the number of 

such definitions including the word w. The log factor, called inverse document 
frequency in information retrieval literature, reduces the weight of words that have a 
very high probability of occurrence in any definition, regardless of the domain (e.g. 
“system”). The additional sum in this formula assigns a higher weight to those 
sentences including some of the components of the term t to be defined, e.g. “Schema 
integration is [the process by which schemata from heterogeneous databases are 
conceptually integrated into a single cohesive schema.]” 

The domain pertinence is applied over definitions that are classified as such by the 
decision-tree classifier mentioned in previous section. An adjustable threshold ϑ  is 
applied to every definition, in order to select only definitions for which 
weight(def ) ≥ ϑ . 

2.3   Evaluation of the Glossary Extraction Algorithm 

We defined a novel validation policy: we extracted a set of non-definition sentences 
(yet matching the simple regular patterns of section 2) and we immersed definitions 
from on-line glossaries (not used during the style-learning phase) into the set of non-
definition. We then computed precision and recall of the glossary filtering 
methodology. First, we created a test set of glossary and web definitions, as detailed 
in Table 2.  To obtain examples of “good” definitions, we first extracted definitions 
from professional glossaries on the web (partially from the same sources as for the 
learning set, but different definitions), then, we searched the web for definitions of the 
same terms as in the glossaries, and finally we compared the glossary definitions with 
those extracted from web documents, to decide whether they were good definitions or 
not.  The bad definitions were used as negative examples.  

Since “good” definitions are professionally created, the test set can be considered 
what is usually called a “gold standard”. Notice that, in the literature, bad and good 
definitions are evaluated using the “2-3 judges with adjudication” policy, a technique 
that suffers from subjectivity: it is not very robust, and the judges often are not expert 
lexicographers (usually, the authors of the publication).  

Table 2 shows that the test set included definitions also from domains that were not 
in the training set (compare with Table 1). This was decided to better test the 
generality of the style filter.  

On this test set, we ran several experiments, to evaluate: 

1. The ability of the system at correctly classifying good and bad definitions, 
when definitions are extracted only from glossaries;  

2. The ability of the system at correctly classifying good and bad definitions, 
when these are extracted only from web documents;  

3. The ability of the system at pruning out definitions which are good, but not 
pertinent with the selected domain (domain filter). 
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Table 2. Sources used to create the test sets 

Domain Glossary 
definitions 

Web Definitions 

Art AT&T - 
Economy Michigan University 

glossary6 and 
Wikipedia7 

Web definitions for 
the same terms 

Medicine University of 
Maryland glossary8 

Web definitions for 
the same terms 

Interoperability Interop. glossary - 
Computer networks - Web definitions for 

the same terms 
Tourism WordNet and STB - 

Table 3 shows the result of experiment 1, and table 4 the results of experiment 2. 
Both have been obtained using 10-fold cross validation technique. The evaluation 
measures are accuracy, precision, recall and f-measure, which are standard measures 
in the Information Retrieval and Machine Learning literature.  

Table 3. Performance of the algorithm searching only web glossaries and Google’s define 

Set # Accuracy Precision Recall F-Measure 
Training (TR) 2105 0,863 0,831 0,935 0,880 

Test (TS) 1978 0,862 0,897 0,889 0,893 

TR+TS 4083 0,874 0,880 0,911 0,895 

Table 4. Performance of the algorithm searching only web documents 

Set # Accuracy Precision Recall F-Measure 
Training (TR) 402 0,864 0,854 0,859 0,857 

Test (TS) 359 0,851 0,925 0,810 0,864 

TR+TS 4371 0,874 0,876 0,860 0,868 

Both tables highlight good results, even in comparison with the few available data 
in literature. The only performance data available in literature concern a task similar 
to glossary extraction, i.e. in the Question Answering TREC context, the sub-task 
“answering what-is questions”.  

To evaluate the performance of the domain filter in isolation (experiment 3), we 
created a test set composed by 1000 economy definitions and 250 medicine 
definitions (extracted both from web documents and glossaries). We then ordered the 
set of definitions, based only on the domain pertinence, computed on the economy 
                                                           
6 www.umich.edu/alandear/glossary 
7 www.wikipedia,org 
8 www.umm.edu/glossary 
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terminology. The first non-pertinent definition is found in position 571, and only 72 
economy definitions appear in positions from 571 to 1000.  Therefore the domain 
filter seems to be rather effective. Of course, with an appropriate selection of the 
threshold, it is possible to balance precision and recall at best: we stress that, in 
certain new domains, a high recall could be preferable to high precision.  

Table 3 and 4 provide an “objective” evaluation of the system, since “good” 
examples come from professional glossaries, or have been compared with 
professional definitions. However, the experiments are, in a sense, “canned”, since the 
system is asked to analyze a pre-defined set of candidate definitions, and to classify 
them as good or bad using the style and domain filters.   

To obtain an evaluation more close to the reality of system’s intended use, we 
performed another experiment, in which the validation is performed manually by the 
contributors of this paper, using their intuition. To exploit the evaluator’s experience, 
we used the interoperability domain. We repeated the experiment on a medical 
domain, since expertise in this domain was also available. Table 5 shows the results.  

Notice that in this experiment the system was provided only with a set of terms, 
and all returned definitions were actually found on the web, either in glossaries or in 
documents. The table shows that, overall, the performance of the system is similar to 
that measured on the predefined test set (Tables 3 and 4). However, in this case we 
could not measure the “real” Recall, but only the Recall over the total number of 
extracted candidates, before pruning with the style and domain filters. 

Notice that performance is similar across the two domains, but the coverage is 
considerably lower for interoperability terms, as expected:  for new, or relatively 
recent domains, it is more difficult to find definitions, both in glossaries or in web 
documents. 

Table 5. Performance of the extraction algorithm when using a “live” search with post-
evaluation  

 Interoperability Medicine 
Total number of submitted 
terms (T) 

100 100 

Total number of extracted 
sentences (from all sources) 
(E) 

774 1137 

Sentences over the 
threshold ϑ 9 (C) 

517 948 

Accepted by evaluators(A) 448 802 
Precision (A/C) 81,27% 80,73% 
Recall on positive (A/E) 86,65% 84,59% 
F-measure 83,87 82,61 
Terms with at least one 
positive definition (N) 

51 96 

Coverage (N/T) 51% 96% 

                                                           
9 The threshold is selected computing the average difference between the two consecutive 

definitions , when definitions are  ordered by weight. 
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3   The Web Application 

We here describe the web application that encapsulates the methodology described so 
far, named GlossExtractor, available on http://lcl.uniroma1.it/glossextractor. 

The user login and either accepts the default options or selects the Options button. In 
the option window, the user can first select the sources from which a glossary has to be 
extracted: i) web glossaries searched by the system or suggested by the user itself; ii) the 
Google’s “define” feature, and iii) documents on the web, searched by GlossExtractor as 
described in previous sections. The user can also set the relevance threshold ϑ  and 
select a single-user validation or group validation. In the group validation, a coordinator 
selects the initial and final date of the validation campaign, and then (s)he selects the list 
of user’s e-mail (all users must –freely- subscribe to use the application).  The other 
members of the validation team receive an e-mail to announce starting and ending dates. 

Figure 6 is a screen-dump showing the subsequent steps of the workflow. In step 2, 
the user uploads the terminology T, or (s)he can run a demo session, where only one term 
is specified.  In the demo session, the user can select the domain from a list of existing 
terminologies, but, if the term does not belong to any of these domains, (s)he will be 
presented with a list of selected definitions where only the style filter has been applied.  

 

Fig. 6. A Screen-dump of a GlossExtractor session 
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Finally, in step 3 a name is assigned to the glossary extraction task, and in step 4 
the user is disconnected.  

When the glossary extraction process is terminated, the user receives an e-mail and 
is directed to the validation page. Figure 7 shows a screen-dump of a multiple users 
validation page. For each definition, the page shows the computed weight and the 
source type from which the definition has been extracted (web glossary, Google’s 
define feature, web document).  By clicking on the pencil icon to the left of each 
gloss, the user can modify the text of a definition if the definition is judged good, but 
not fully satisfactory. Manual changes are tracked by the system. 
The coordinator has a different view, in which he can inspect the global votes 
received by each definition. 

 

Fig. 7. Group Validation session 

4   Related Work 

Recently, significant progress has been made in using text mining methods to extract 
information from the web, for a variety of applications that rely on document 
meaning. The literature on automatic glossary extraction however is not very rich. In 
(Klavans and Muresan, 2001), and in other subsequent works by the same authors,  it 
is described the DEFINDER system, a text mining method to extract embedded 
definitions in on-line texts. The system is based on pattern matching at the lexical 
level, guided by cue phrases as “is called” “is defined as” etc.. However, the 
application of lexical patterns on unrestricted documents (e.g. the web) may produce 
poor results in terms of precision and recall, especially the relevant but noisy “is a” 
pattern.  A problem closely related to glossary extraction is that of answering “what is 
x?” questions in open domain question answering (QA). Many approaches presented 
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in QA literature, especially those evaluated in TREC conferences10, require the 
availability of training data, e.g. large collection of sentences tagged as “definitions” 
or “non-definitions”. The majority of methods are fully supervised e.g. (Miliaraki and 
Androutsopoulos, 2004) and (Ng et al.  2001). In (Androutsopoulos and Galanis, 
2005) a weakly supervised approach is proposed, in which feature vectors associated 
to each candidate definition are augmented with automatically learned patterns. 
Patterns are sequences of n words (n-grams) occurring before or after the term for 
which a definition has to be found. This approach is more realistic, but the application 
of contextual patterns only at the lexical (word) level might not suffice to identify 
definitions in texts. In TREC conferences, the target is to mediate at best between 
precision and recall, whereas when the objective is to typify an emerging domain, 
recall is the most relevant performance figure. For certain novel concepts very few or 
possibly just one definition might be available, and the target is to capture the 
majority of them. 

With reference to the literature, the work described in this paper has several novel 
features: i) the evaluation is rather more objective than standard thee-judges with 
adjudication; ii) the extraction process is more sophisticated and fully general, since 
the supervised learning phase is non-domain dependent; iii) it has been fully 
implemented as a web application, which allows to extract not only individual 
definitions, but a complete domain glossary, and furthermore it supports a group 
validation. Finally, the method has been applied and validated with success in the 
“real” context of a research community on enterprise interoperability, as discussed in 
(Velardi et al. 2007).  
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Abstract. We present a simple, two-steps supervised strategy for the
identification and classification of thematic roles in natural language
texts. We employ no external source of information but automatic parse
trees of the input sentences. We use a few attribute-value features and
tree kernel functions applied to specialized structured features. Differ-
ent configurations of our thematic role labeling system took part in 2
tasks of the SemEval 2007 evaluation campaign, namely the closed tasks
on semantic role labeling for the English and the Arabic languages. In
this paper we present and discuss the system configuration that partici-
pated in the English semantic role labeling task and present new results
obtained after the end of the evaluation campaign.

1 Introduction

The availability of large scale data sets of manually annotated predicate argu-
ment structures has recently favored the use of Machine Learning approaches to
the design of automated Semantic Role Labeling (SRL) systems.

Research in this area is largely focused in two directions, namely the decom-
position of the SRL task in a proper set of possibly disjoint problems and the
selection and design of the features that can provide an effective and accurate
model for the above learning problems. Though many different task decompo-
sitions have been attempted with more or less success, it is largely agreed that
full syntactic information about the input free text sentences provides relevant
clues about the position of an argument and the role it plays with respect to the
predicate [1].

In this paper we present a system for the labeling of semantic roles that pro-
duces VerbNet [2] like annotations of free text sentences using only full syntactic
parses of the input sentences. The labeling process is modeled as a cascade of
two distinct classification steps: (1) boundary detection (BD), in which the word
sequences that encode a thematic role for a given predicate are recognized, and
(2) role classification (RC), in which the thematic role label is assigned with
respect to the predicate. In order to be consistent with the underlying linguistic
model, at the end of the process a set of simple heuristics are applied to ensure
that only well formed annotations are output.

We use Support Vector Machines (SVMs) as our learning algorithm, and com-
bine 2 different views of the incoming syntactic data: a) an explicit representa-
tion of a few relevant features in the form of attribute-value pairs, evaluated by

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 350–361, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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a polynomial kernel, and b) structural features derived by applying canonical
transformations to the sentence parse trees, evaluated by a tree kernel function.

All of this aspects will be discussed top-down in the remainder of this paper:
Section 2 describes the architecture of our labeling system; Section 3 discusses
the kernel function that we employ for the learning task; Section 4 discusses the
linear and structural features that we use to represent the classifier examples;
Section 5 describes the experimental setting and reports the accuracy of the
system on the SemEval2007 closed task on semantic role labeling, along with
the evaluation of different system configurations carried out after the end of the
challenge; finally, Section 6 discusses the results that we obtained and presents
our conclusions.

2 System Description

Given a target predicate word in a natural language sentence, a SRL system is
meant to correctly identify all the arguments of the predicate. This problem is
usually divided in two sub-tasks:

– the detection of the boundaries (i. e. the word span) of each argument, and
– the classification of the argument type, e.g. Arg0 or ArgM in PropBank or

Agent and Goal in FrameNet or VerbNet.

The standard approach to learn both the detection and the classification of
predicate arguments is summarized by the following steps:

1. Given a sentence from the training-set, generate a full syntactic parse-tree;
2. let P and A be the set of predicates and the set of parse-tree nodes (i.e. the

potential arguments), respectively;
3. for each pair 〈p, a〉 ∈ P ×A:

– extract the feature representation set, Fp,a;
– if the sub-tree rooted in a covers exactly the words of one argument of

p, put Fp,a in T+ (positive examples), otherwise put it in T− (negative
examples).

For instance, in Figure 2.a, for each combination of the predicate approve with
any other tree node a that do not overlap with the predicate, a classifier example
Fapprove,a is generated. If a exactly covers one of the predicate arguments (in this
case: The charter, by the EC Commission or on Sept. 21 ) it is regarded as a
positive instance, otherwise it will be a negative one, e. g. Fapprove,(NN charter).

The T+ and T− sets are used to train the boundary classifier (BC). To train
the role multi-class classifier (RM), T+ can be reorganized as positive T+

argi
and

negative T−
argi

examples for each argument i. In this way, an individual One-
vs-All classifier for each argument i can be trained. We adopted this solution,
according to [3], since it is simple and effective. In the classification phase, given
an unseen sentence, all its Fp,a are generated and classified by each individual
role classifier. The role label associated with the maximum among the scores
provided by the individual classifiers is eventually selected.
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To make the annotations consistent with the underlying linguistic model, we
employ a few simple heuristics to resolve the overlap situations that may occur,
e. g. both charter and the charter in Figure 2 may be assigned a role:

– if more than two nodes are involved, i. e. a node d and two or more of its
descendants ni are classified as arguments, then assume that d is not an
argument. This choice is justified by previous studies [4] showing that the
accuracy of classification is higher for nodes located lower in the tree;

– if only two nodes are involved, i. e. they dominate each other, then keep the
one with the highest classification score.

More complex, and generally more accurate, solutions can be adopted to im-
prove the accuracy of the final annotation output by a SRL system1. Among
other interesting strategies, [6] used a probabilistic joint evaluation over the
whole predicate argument structure in order to establish a global relation be-
tween the local decisions of the role classifiers; [7] described a method based
on Levenshtein-distance to correct the inconsistencies in the output sequence of
role labels; [8] used a voting mechanism over multiple syntactic views in order
to reduce the effect of parsing errors on the labeling accuracy.

Many supervised learning algorithms have more or less successfully been em-
ployed for SRL. We chose to use Support Vector Machines (SVMs) as our learn-
ing algorithm as they provide both a state-of-the-art learning model (in terms of
accuracy) and the possibility of using kernel functions [9]. The kernels that we
employ are described in the next section, whereas Section 4 presents the linear
and structural features that we use to characterize the learning problem.

3 Kernel Functions for Semantic Role Labeling

In this study we adopted Support Vector Machines (SVMs) to exploit our new
kernel functions. SVMs are learning algorithms which take training examples
labeled with the class information as input and generate classification models.
Each example ei is represented in the feature space as a vector xi ∈ 0n by means
of a feature function

φ : E → 0n ,

where E is the set of examples.
The generated model is a hyperplane H(x) = w · x + b = 0 which separates

positive from negative examples, where w ∈ 0n and b ∈ 0 are parameters
learned from data by applying the Structural Risk Minimization principle [9].
An example ei is categorized in the target class only if H(xi) ≥ 0.

The kernel trick allows the evaluation of the similarity between example pairs,
K(e1, e2), to be carried out without an explicit representation of the whole fea-
ture space, i.e. K(e1, e2) = φ(e1) · φ(e2) = x1 · x2.

1 Indeed, previous versions of our SRL system sported a joint-inference model and a
re-ranker mechanism based on tree kernels, as described in [5], which is currently
offline due to changes in the interface of our feature extraction software module.
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A traditional example is given by the polynomial kernel:

KP (ei, ej) = (c + xi · xj)d , (1)

where c is a constant and d is the degree of the polynomial. This kernel generates
the space of all conjunctions of feature groups up to d elements.
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Fig. 1. Fragment space generated by an ST (b) and an SST (c) kernel from an example
sub-tree (a)

A more abstract class of kernel functions evaluate the similarity between two
discrete structures in terms of their overlap, generally measured as a function
of the number of common substructures [10]. The kernels that we consider here
represent trees in terms of their substructures (fragments). The kernel function
detects if a tree sub-part (common to both trees) belongs to the feature space
that we intend to generate. For such purpose, the desired fragments need to
be described. As we consider syntactic parse trees, each node with its children
is associated with a grammar production rule, where the symbol at the left-
hand side corresponds to the parent and the symbols at the right-hand side are
associated with the children. The terminal symbols of the grammar are always
associated with tree leaves.

We define a SubTree (ST) [11] as a tree rooted in any non-terminal node
along with all its descendants. For example, Figure 1 shows the parse tree of
the sentence Mary brought a cat (a) together with its 7 STs (b). A SubSet
Tree (SST) [10] is a more general structure since its leaves can be non-terminal
symbols. Figure 1(c) shows some of the SSTs for the same example sentence.
The SSTs satisfy the constraint that grammatical rules cannot be broken. For
example, [VP [V NP]] is an SST which has two non-terminal symbols, V and NP,
as leaves. On the contrary, [VP [V]] is not an SST as it violates the production
VP→V NP.
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The main idea underlying tree kernels is to compute the number of common
substructures between two trees t1 and t2 without explicitly considering the
whole fragment space. Let {f1, f2, ..} = F be the set of fragments and let the
indicator function Ii(n) be equal to 1 if the target fi is rooted at node n and 0
otherwise. A tree kernel function KT (·) over two trees is defined as:

KT (t1, t2) =
∑

n1∈Nt1

∑
n2∈Nt2

Δ(n1, n2) (2)

where Nt1 and Nt2 are the sets of nodes of t1 and t2, respectively. The function
Δ(·) evaluates the number of common fragments rooted in n1 and n2:

Δ(n1, n2) =
|F|∑
i=1

Ii(n1)Ii(n2) (3)

We can compute Δ as follows:

1. if the productions at n1 and n2 are different then Δ(n1, n2) = 0;
2. if the productions at n1 and n2 are the same, and n1 and n2 have only leaf

children (i. e. they are pre-terminal symbols) then Δ(n1, n2) = 1;
3. if the productions at n1 and n2 are the same, and n1 and n2 are not pre-

terminals then

Δ(n1, n2) =
nc(n1)∏

j=1

(σ + Δ(cj
n1

, cj
n2

)) (4)

where σ ∈ {0, 1}, nc(n1) is the number of the children of n1 and cj
n is the j-th

child of node n. Note that, since the productions are the same, nc(n1) = nc(n2).
When σ = 0, Δ(n1, n2) is equal to 1 only if ∀j Δ(cj

n1
, cj

n2
) = 1, i. e. all the

productions associated with the children are identical. By recursively applying
this property, it follows that the sub-trees in n1 and n2 are identical. Thus, Eq. 2
evaluates the subtree (ST) kernel. When σ = 1, Δ(n1, n2) evaluates the number
of SSTs common to n1 and n2 as shown in [10].

In our case, each classifier example ei is represented by a set of attribute-value
features Li and a structural feature ti. The similarity between to examples ei

and ej is evaluated by applying a polynomial kernel KP (·) of degree d = 3 to the
attribute-value features and an SST kernel KSST (·) to the structured represen-
tation of the examples. The contribution of each kernel function is individually
normalized and the tree kernel output is weighted by the wk factor, which is set
to 0.3. The resulting kernel function is the following:

K(ei, ej) =
KP (Li,Lj)
‖KP (Lj ,Lj)‖

+ wk ×
KSST (ti, tj)
‖KSST (ti, tj)‖

, (5)

where
‖KSST (ti, tj)‖ =

√
KSST (ti, ti)×KSST (tj , tj) ,

‖KP (Lj ,Lj)‖ =
√

KP (Lj ,Lj)×KP (Lj ,Lj) .
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Fig. 2. A sentence parse tree (a) and two example ASTm
1 structures relative to the

predicate approve (b)

4 Features for Semantic Role Labeling

We explicitly represent as attribute-value pairs the following features of each
Fp,a pair:

– Phrase Type, Predicate Word, Head Word, Position and Voice as defined in
[12];

– Partial Path, No Direction Path, Head Word POS, First and Last Word/POS
in Constituent and SubCategorization as proposed in [3];

– Syntactic Frame as designed in [13].

We also employ structured features derived by the full parses in an attempt
to capture relevant aspects that may not be emphasized by the explicit feature
representation.

We indicate with structured features the basic syntactic structures extracted
or derived from the sentence-parse tree by means of some canonical transfor-
mation. [14] and [4] defined several classes of structured features that were suc-
cessfully employed with tree kernels for the different stages of an SRL process.
Figure 2 shows an example of the ASTm

1 structures that we used for both the
boundary detection and the argument classification stages.
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Table 1. Composition of the dataset in terms of: number of annotations (Props);
number of candidate argument nodes (T ); positive (T+) and negative (T−) bound-
ary classifier examples. The annotated test set has been released after the end of the
evaluation period.

Set Props T T+ T−

Train 15,838 793,104 45,157 747,947
Dev 1,606 75,302 4,291 71,011

Train - Dev 14,232 717,802 40,866 676,936

Test 3,094 144,965 6,931 138,034

5 Experiments

In this section we discuss the setup and the results of the experiments carried
out on the dataset of the SemEval2007 closed task on SRL.

5.1 Setup

The training set comprises 15,8382 training annotations organized on a per-verb
basis. In order to build a development set (Dev), we sampled about one tenth,
i. e. 1,606 annotations, of the original training set. For the final evaluation on the
test set (Test), consisting of 3,094 annotations, we trained our classifiers on the
whole training data. Statistics on the dataset composition are shown in Table 1.

The evaluations were carried out with the SVMLight-TK3 software [15] which
extends theSVMLight4 package [16]with tree kernel functions.We used the default
polynomialkernel (degree=3) for the linear featuresandaSubSetTree (SST)kernel
[10] for the comparison of ASTm

1 structured features. The kernels are normalized
and summed by assigning a weight of 0.3 to the TK, as explained in Section 3.

5.2 SemEval2007 Evaluation

The configuration presented at the SemEval2007 closed task on SRL comprised
50 boundary classifiers (BC), and 619 distinct role classifiers combined into 50
role multi-classifiers (RM) with an One-vs-All strategy, i. e. one BC and a RM
per predicate word. The whole training took about 4 hours on a 64 bits machine
(2.2GHz, 1GB RAM)5.

All the evaluations were carried out using the CoNLL2005 evaluator tool
available at http://www.lsi.upc.es/∼srlconll/soft.html.
2 A bunch of unaligned annotations were removed from the dataset.
3 http://ai-nlp.info.uniroma2.it/moschitti/
4 http://svmlight.joachims.org/
5 In order to have a faster development cycle, we limited to 60 thousands the training

examples of the boundary classifier for the verb say. The accuracy on this relation
is still very high, as we measured an overall F1 of 87.18 on the development set and
of 85.13 on the test set.
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Table 2. SRL accuracy on the development test for the boundary detection (BD) and
the complete SRL task (BD+RC) using the polynomial kernel alone (poly) or combined
with a tree kernel function (poly + TK)

Task Kernel(s) Precision Recall Fβ=1

BD
poly 94.34% 71.26% 81.19

poly + TK 92.89% 76.09% 83.65

BD + RC
poly 88.72% 68.76% 77.47

poly + TK 86.60% 72.40% 78.86

Table 2 shows the aggregate results on boundary detection (BD) and the
complete SRL task (BD+RC) on the development set using the polynomial ker-
nel alone (poly) or in conjunction with the tree kernel and structured features
(poly+TK). For both tasks, tree kernel functions do trigger automatic feature
selection and improve the polynomial kernel by 2.46 and 1.39 F1 points, respec-
tively.

The SRL accuracy for each of the 47 distinct role labels is shown in Table 3
under Column Split. Column #TI lists the number of instances of each role in
the test set. Many roles have very few positive examples both in the training and
the test sets, and therefore have little or no impact on the overall accuracy which
is dominated by the few roles which are very frequent, such as Theme, Agent,
Topic and ARGM-TMP which account for almost 80% of all the test roles.

Table 4 shows the results of the two systems that participated in the SemEval
2007 closed task on English SRL. The winning system (labeled UBC-UPC, [17])
uses a sequential approach to role labeling andunlike our own exploits a) verb-sense
information to restrict the possibile sequences of output roles, and b) WordNet-
based selectionalpreferences on the potential arguments. The result is amuchmore
accurate SRL system, i. e. 83.66 vs 75.44 F1 points in the official evaluation.

5.3 Further Evaluation

After the official evaluation was over we run another series of experiments in
order to evaluate the effect of different configurations of the SRL system. We
did not change any parameter in the setup of the SVMs but used the poly+TK
kernel to compare different strategies for training the BC and the RM. These
strategies are:

– training both the BC and the RM by splitting the data on a per-predicate
basis, i. e. the configuration that participated in the SemEval evaluation;

– training a monolithic BC and an RM for each predicate, i.e. BC is trained
with the data of all predicates;

– training a split BC and a monolithic RM, i.e. the latter classifier is trained
putting together all different predicates. This means that there is only one
classifier for each role type. For example, the Agent role classifier will be
unique for all predicates.

– Using both a monolithic BC and a monolithic RM.
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Table 3. Evaluation of the semantic role labeling accuracy on the SemEval2007 - Task
17 test set. Column #TI reports the number of instances of each role label in the test
set. The results under Column Split are relative to the configuration that participated
in the official evaluation (one BC and one RM per predicate word); the results under
Column Monolithic are those of the most accurate configuration that we tried (one
BC, one RM).

Split Monolithic
Role #TI Precision Recall Fβ=1 Precision Recall Fβ=1
Overall 6931 81.58% 70.16% 75.44 81.25% 74.42% 77.69
ARG2 4 100.00% 25.00% 40.00 50.00% 25.00% 33.33
ARG3 17 61.11% 64.71% 62.86 52.63% 58.82% 55.56
ARG4 4 0.00% 0.00% 0.00 0.00% 0.00% 0.00
ARGM-ADV 188 55.14% 31.38% 40.00 52.45% 39.89% 45.32
ARGM-CAU 13 50.00% 23.08% 31.58 66.67% 30.77% 42.11
ARGM-DIR 4 100.00% 25.00% 40.00 100.00% 25.00% 40.00
ARGM-EXT 3 0.00% 0.00% 0.00 0.00% 0.00% 0.00
ARGM-LOC 151 51.66% 51.66% 51.66 59.12% 62.25% 60.65
ARGM-MNR 85 41.94% 15.29% 22.41 46.81% 25.88% 33.33
ARGM-PNC 28 38.46% 17.86% 24.39 53.33% 28.57% 37.21
ARGM-PRD 9 83.33% 55.56% 66.67 83.33% 55.56% 66.67
ARGM-REC 1 0.00% 0.00% 0.00 0.00% 0.00% 0.00
ARGM-TMP 386 55.65% 35.75% 43.53 64.79% 59.59% 62.08
Actor1 12 85.71% 50.00% 63.16 90.91% 83.33% 86.96
Actor2 1 100.00% 100.00% 100.00 100.00% 100.00% 100.00
Agent 2551 91.38% 77.34% 83.78 90.42% 81.81% 85.90
Asset 21 42.42% 66.67% 51.85 48.39% 71.43% 57.69
Attribute 17 60.00% 70.59% 64.86 63.16% 70.59% 66.67
Beneficiary 24 65.00% 54.17% 59.09 66.67% 50.00% 57.14
Cause 48 75.56% 70.83% 73.12 71.11% 66.67% 68.82
Experiencer 132 86.49% 72.73% 79.01 83.33% 68.18% 75.00
Location 12 83.33% 41.67% 55.56 80.00% 33.33% 47.06
Material 7 100.00% 14.29% 25.00 100.00% 28.57% 44.44
Patient 37 76.67% 62.16% 68.66 88.89% 64.86% 75.00
Patient1 20 72.73% 40.00% 51.61 78.57% 55.00% 64.71
Predicate 181 63.75% 56.35% 59.82 64.12% 60.22% 62.11
Product 106 70.79% 59.43% 64.62 69.79% 63.21% 66.34
R-ARGM-LOC 2 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-ARGM-MNR 2 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-ARGM-TMP 4 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-Agent 74 70.15% 63.51% 66.67 65.93% 81.08% 72.73
R-Experiencer 5 100.00% 20.00% 33.33 0.00% 0.00% 0.00
R-Patient 2 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-Predicate 1 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-Product 2 0.00% 0.00% 0.00 0.00% 0.00% 0.00
R-Recipient 8 100.00% 87.50% 93.33 100.00% 87.50% 93.33
R-Theme 7 75.00% 42.86% 54.55 42.86% 42.86% 42.86
R-Theme1 7 100.00% 85.71% 92.31 100.00% 85.71% 92.31
R-Theme2 1 50.00% 100.00% 66.67 0.00% 0.00% 0.00
R-Topic 14 66.67% 42.86% 52.17 70.00% 50.00% 58.33
Recipient 48 75.51% 77.08% 76.29 76.00% 79.17% 77.55
Source 25 65.22% 60.00% 62.50 62.50% 60.00% 61.22
Stimulus 21 33.33% 19.05% 24.24 46.67% 33.33% 38.89
Theme 650 79.22% 68.62% 73.54 79.04% 70.77% 74.68
Theme1 69 77.42% 69.57% 73.28 81.36% 69.57% 75.00
Theme2 60 74.55% 68.33% 71.30 76.47% 65.00% 70.27
Topic 1867 84.26% 82.27% 83.25 84.12% 82.59% 83.35

The whole training set was used to learn the models and the evaluation was
carried out on the test set. Training the monolithic BC and role classifiers took
almost one week on the same hardware platform. Table 5 shows the results of
this comparison with respect to the boundary detection (BD) and the complete
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Table 4. Results of the two teams that took part in the closed task on English SRL.
Our system (labeled RTV ) ranked second out of two.

Rank Team P R Fβ=1

1 UBC-UPC 85.31% 82.08% 83.66
2 RTV 81.58% 70.16% 75.44

Table 5. Accuracy comparison between the split (s) and the monolithic (m) boundary
(bnd) and role (role) classifiers on the boundary detection (BD) and the complete
SRL task (BD + RC) on the test set. Of course, no role classifier is employed for the
boundary detection task.

Task
Classifier

Precision Recall Fβ=1bnd role

BD
s - 87.09% 72.96% 79.40
m - 87.42% 77.36% 82.09

BD + RC

s s 81.58% 70.16% 75.44
s m 81.72% 70.57% 75.74
m s 81.05% 73.64% 77.17
m m 81.25% 74.42% 77.69

SRL task. The flags “s” and “m” in column 2 and 3 indicate the strategy (“split”
or “monolithic”) employed to train the BC and the RM, respectively.

For the boundary detection task, the data show that the accuracy of the
monolithic approach is much higher than the split one, i. e. 82.09 vs 79.40. While
the precision is almost the same, the monolithic BC improves by almost 4.5
percent points, i. e. 77.36% vs 72.96%, the recall over the split configuration.
A similar trend can be observed on the complete SRL task. Here the overall
accuracy improves by 2.25 F1 points if an all-monolithic configuration is used
instead of an all-split configuration. And also in this case, while there is little
or no difference in terms of precision (the precision values measured for the four
combinations range from 81.05% to 81.72%), the recall of the RM improves by
3-4 percent points when a monolithic boundary classifier is used, i. e. 73.64% vs
70.16% and 74.42% vs 70.57% for the split and the monolithic RM, respectively.
The right side of Table 3 (Column Monolithic) details the accuracy of the all-
monolithic configuration on the classification of each thematic role label from
the SemEval test set.

6 Final Remarks

In this paper we presented a system that employs tree kernels and a basic set of
flat features for the classification of thematic roles.

The basic approach that we adopted is meant to be as general and fast as
possible. The issue of generality is addressed by training the boundary and role
classifiers on a per-predicate basis and by employing tree kernels and structured
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features in the learning algorithm. The resulting architecture can also be used
to learn the classification of roles of non-verbal predicates since the automatic
feature selection triggered by the tree kernel compensate for the lack of ad-hoc,
well established explicit features for some classes of non-verbal predicates, such
as adverbial or prepositional ones.

Splitting the learning problem also has the clear advantage of noticeably im-
proving the efficiency of the classifiers, thus reducing training and classification
time. On the other hand, this split results in some classifiers having too few
training instances and therefore being very inaccurate. This is especially true
for the boundary classifiers, which conversely need to be very accurate in order
to positively support the following stages of the SRL process. The solution of
a monolithic boundary classifier that we previously employed [4] is noticeably
more accurate though much less efficient, especially for training.

Indeed, after the SemEval2007 evaluation period was over, we ran another se-
ries of experiments comparing the split and the monolithic approaches both for
boundary detection and the complete SRL task. The results show that the mono-
lithic approach always outperforms the split one, especially for cases like this in
which the training instances of some split may be too few and too sparse to gen-
eralize properly. In particular, the monolithic boundary classifier grants a notice-
able improvement in accuracy, both for the boundary detection and the complete
labeling task. Nevertheless, training and classification time with the split configu-
ration is much lower. This issue should be taken into account when we need to: (a)
carry out an extensive experimentation with different feature sets; (b) design time-
constrained applications, e. g. on-line services; or (c) annotate very large datasets.

Although it was provided as part of both the training and test data, we chose
not to use the verb sense information. This choice is motivated by our intention
to depend on as less external resources as possible in order to be able to port our
SRL system to other linguistic models and languages, for which such resources
may not exist. Still, identifying the predicate sense is a key issue especially for
role classification, as the argument structure of a predicate is largely determined
by its sense. Indeed, the results of the UBC-UPC system clearly show that
semantic information can boost the accuracy of SRL, and that it should be
employed when dealing with languages, domains or tasks for which it is available
and dependable. In the near feature we plan to use larger structured features,
i. e. spanning all the potential arguments of a predicate, to improve the accuracy
of our role classifiers. We also plan to reintroduce the joint-model evaluation and
the TK-based re-ranking mechanism that we presented in [5], which is currently
offline due to changes in our feature extraction software component.
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Abstract. We present a probabilistic framework for inferring coreference 
relations among person names in a news collection. The approach does not 
assume any prior knowledge about persons (e.g. an ontology) mentioned in the 
collection and requires basic linguistic processing (named entity recognition) 
and resources (a dictionary of person names). The system parameters have been 
estimated on a 5K corpus of Italian news documents. Evaluation, over a sample 
of four days news documents, shows that the error rate of the system (1.4%) is 
above a baseline (5.4%) for the task. Finally, we discuss alternative approaches 
for evaluation. 

Keywords: Named Entities, Coreference, Ontology Population. 

1   Introduction 

Finding information about people is likely to be one of the principal interests of 
someone reading a newspaper. In the web space, person search is a very popular task 
and, as a person is primarily identified by her/his name, usually it is the name that is 
the key of the search. However, as names are very ambiguous (Artiles et al. 2007), it 
is a big challenge for automatic systems to cluster name occurrences in a corpus 
according to the persons they refer to. 

The input of a coreference system is a document collection where person names are 
already identified; the output is a set of clusters of person names, where each cluster 
represents a different person. 

Person coreference has been addressed in previous work (e.g. Baga and Baldwin 
1998, Pederson et al. 2006) building vector-based representations of persons’ names 
which use lists of named entities (e.g. person, locations, organizations) associated 
with person names (i.e. the association set of a person). The underlying idea is that a 
person can be identified by the events he/she is associated with, and that such event 
can be conveniently represented by the list of the named entities mentioned in a 
particular document. However, all person names have been assumed to behave 
equally.  

The approach we propose is based on two main working hypotheses1. The first one 
is that establishing coreference is an iterative process, where at each cycle the system 
attempts at establishing new coreferences, taking advantage of the coreferences 
                                                           
1 This work has been partially supported by the Ontotext Project. 
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established in previous cycles. When no new coreferences are realized, the algorithm 
stops. The second consideration that has motivated our work is that we think that the 
full potential of names has not been exploited yet. First, it is useful to distinguish 
between first and last names. They behave differently with respect to coreference 
(three times less perplexity for last names than for first names) and, as there are items 
that could be both first and last names, making the distinction helps in reducing false 
coreference. Secondly, we can identify rare names for which the probability of 
different persons carrying them is very low and therefore their coreference may be 
realized by loosening the conditions on the number of named entities in common. 

The paper is structured as follows. In Section 2 we present the architecture of our 
system, introducing the three main modules. Sections 3, 4, and 5 are dedicated to 
detailed descriptions of the algorithms we have implemented for Name Splitter, Local 
Coreference and Global Coreference respectively. In Section 6 we discuss the 
evaluation methodology and report the results we have obtained. Section 7 presents 
our future goals and interests. 

2   System Architecture 

The input of the coreference system is a list of named entities (i.e. Person Names, 
PNs) of type Person, Location, Organization2, automatically recognized by a Named 
Entity Recognition (NER) system within a document collection. The output of the 
system is a number of clusters of the named entities of type Person, where each 
cluster is interpreted as the set of PNs that refer to the same person.  

The system has three main modules corresponding to three steps: Person Name 
Splitter, Local Coreference module and Global Coreference module.  

• The Person Name Splitter splits the Person Names into first_name and last_name. 
The motivation is that first_name and last_name are used differently in mentioning 
persons and play different roles in coreference.  

• The Local Coreference module establishes which of the PNs occurring within a 
single document corefer. We use a probabilistic approach, estimating, inside each 
document, the joint probability of occurrence of any pair formed by two free names 
(either first or last names) and a certain complete name (first and last name). For 
each cluster of coreferred PNs, we choose a representing name, which we call 
cluster name. The set of cluster names is the output of this module.  

• The Global Coreference module establishes the coreference among all the cluster 
names of the collection based on their association set (the set of named entities 
they are associated with) and on the probability that the same PN refers to two 
different persons (common vs. uncommon names).  

Three resources are accessed, and dynamically enriched, during the coreference 
process: the Name Dictionary, the Entity Ontology and the Topic Ontology.  

• The Name Dictionary is a list of first_names and last_names. We start with a Name 
Dictionary of Italian names which contains 68,654 last_names and 3,230 first_names. 
There are 1267 ambiguous names, which can be both first and last names.  

                                                           
2 The Named Entities we are using are defined according to the ACE standard. However, for 

our purposes, the GPE entities have been considered as Location entities. 
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• The Entity Ontology contains all the known entities. We start with an empty Entity 
Ontology, which, at the end of the coreference process, will contain all the person 
entities identified in the corpus. 

• The Topic Ontology is a resource specific for the news domain, where each 
document of the collection is classified under a limited number of topics. The idea 
is that PNs that occur in the same topic tend to increase their probability to corefer. 
We start with a fix set of topics, which are actually the newspaper sections. 

3   Person Name Splitter 

This module identifies first_names and last_names in a sequence of tokens composing 
a PN and selects the most representative token, i.e. the one with the highest 
probability to be used for identifying the person. For instance, given the PN “Luca 
Cordero di Montezemolo”, the module recognizes that “Luca” is a first_name, that 
“Cordero” and “di_Montezemolo” are last_names and that “di_Montezemolo” is the 
most representative one. There are at least two relevant issues that make the task 
challenging: (i) the high proportion of tokens that are ambiguous (i.e. that can be used 
both as first and last names), which makes their classification difficult. For instance, 
in Italian, the name “Viola” can be used both as first_name and as last_name; (ii) the 
presence of first_names of famous people, such as “Michelangelo”, that are actually 
used as last_names.  This phenomenon makes the identification of the most 
representative token difficult. 

The Person Name Splitter is based on a multi layer perceptron which, for each 
token in a PN, assigns a score corresponding to the probability of the token to be a 
last_name. The perceptron has four input nodes and three hidden nodes (Figure 1).  

 

Fig. 1. Last_Name Perceptron 

The parameters considered for the input nodes of the perceptron are: 

• P1: the prior probability of a token of being either first_name or last _name; 
• P2: the prior probability of the prefix and suffix of a token to signal a last_name; 
• P3: the prior probability that a last_name occupies the rightmost position in a PN. 

The perceptron has been trained on the set of PNs present in the Name Dictionary 
(see Section 2) in order to determine the weights for each parameter and the threshold. 
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If a token f(Ni) ≥ δ then Ni  is considered a last_name. If a PN contains more than one 
last_name, the one with the highest score is chosen as the most representative one. All 
the tokens, belonging to a PN which has at least one last name, which did not pass the 
threshold are considered first_names. For example, given the PN “Tommaso Padoa 
Schioppa”, the Person Name Splitter correctly classifies “Padoa” and Schioppa” as 
last_names with “Padoa” as the most representative token and “Tommaso” as 
first_name. If none of the tokens of a PN passes the threshold and at least one is 
ambiguous, no label is assigned and the names are considered unknown_names. The 
information needed to resolve these cases may come at the next levels (see section 4 
and 5). The three parameters of the perceptron have been empirically estimated using 
available resources.  

For estimating P1, the prior probability of a token of being either a first_name or a 
last_name, we used the Web. First, we extracted from the corpus (I-CAB, see section 
6) the names that collocate with known names (existing in the Name Dictionary), 
from which we obtained a list of some 15,000 unknown names. From a public 
webpage3 we extracted the list of the top twenty frequent first and last names. Then, 
we used the Google API interface to see how many times each unknown name 
appears with one of the twenty last_names and we computed the average frequency μ 
without considering the highest two values. We take this caution in order to reduce 
the risk of considering a name frequent just because it happens that a famous person 
carries it. Nevertheless, we include also the highest values if they are within a 
standard deviation interval from μ. The probabilities estimated over the Web are 
finally weighed according to a number of parameters obtained by normalizing corpus 
data: how many times a certain token occurs by itself, how many times it occurs as 
first and last name and how many times it occurs on the left and on the right of other 
names. 

The parameter P2 encodes the intuition that generally last_names have a distinct 
form, which is predictable by observing both prefixes and suffixes carried by names. 
For example, in Italian, “-ni’, “-olli”, “-ucci”, “ellini” are typical last_names suffixes. 
We have derived a list of prefixes and suffixes which discriminate first_names from 
last_names comparing the last and first names included in the Name Dictionary. We 
have considered only those suffixes and prefixes which are discriminative in more 
than 90% of the cases and have more than 100 occurrences. The fact that P2 is a 
reliable indicator can be seen from the fact that the great majority of suffixes and 
prefixes which score over 90%, scores also over 98%. For example, there are 255 
suffixes respecting the above conditions out of which 154 are 100% discriminative 
and 203 score better than 98%. 

The third parameter, P3, takes into account that, generally, if a PN has a last_name, 
then usually it is the rightmost token. A more precise estimation on a corpus of 200 
unambiguous PNs (two tokens each, both of them unambiguously either first or last 
name) is that the general rule is not obeyed in 7.5% of the cases, with a 95% 
confidence of being in the interval (7.5-5.15, 7.5+5.15) = (2.35, 12.65). Assuming that 
P3 has a Poisson distribution with μ = 7.52, we can determine whether an unknown 
name is a first or last name solely on its position, even if its accompanying names are 
unknown. For example, the probability of a token to be a last_name, given that it 

                                                           
3http://europa.tiscali.it/futuro/speciali/200210/nomi_home.html 
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appears only three times in a corpus, two times at the left of other names and one time 
by itself, is only 0.015 (1.5%). 

4   Local Coreference 

This module addresses coreference among PNs within a single document. The input is 
made of all the PNs of the document, tagged by the Name Splitter as described in 
Section 3, while the output of the module is a set of clusters of PNs, where each 
cluster refers to a different person mentioned in a document.  

Our major assumption for local coreference is the One Entity per Document (OED) 
hypothesis, according to which all the occurrences of the same PN in a document 
refer to the same person. In order to explain the conditions under which the 
coreference of two different PNs takes place we need to introduce incomplete names, 
which fall into two types: (i) PNs which are just first_names (e.g. “Silvio”) or just 
last_names (e.g. “Berlusconi”); (ii) pseudo complete PNs, which are made out of a 
first and last name, that are strictly included into one or more PNs.  

An incomplete PN can be coreferred with another, different, PN. In the case of 
incomplete PN, the coreference is seen as a completion: for a free name we find its 
complementary name (the complement of a first free name is a last name and vice 
versa) and for a pseudo complete PN we choose one PN from all the PNs that 
includes it. To each incomplete name we associate a list of coreference candidates: for 
a free name the list of candidates is made of all complementary names and for a 
pseudo complete PN the list of coreference candidates is made out of all PNs that 
include it. For an incomplete name we find the most probable completion. The 
completion is a probabilistic event, modelled by the following random variables: first 
name (l), last name (L), first_last name (l_L) and topic (t). For example, finding the 
most probable last_name for a free_first_name is finding the value of L which 
maximizes the following joint probability: 

maxL  p(l , L , l_L , t) = maxL  p(t) p(L | t) p(l | L, t) p(l_L |  l , L , t)          (1) 

where: 

• p(t), is an independent constant, it does not count in the computation of  (1).  
• p(L | t), the probability that a last_name is in that news document, shows the 

connection between a topic and a last_name and may be computed in two ways: (i) 
by taking values in {60/100, 29/100, 10/100, 1/100} corresponding to “very 
frequent”, “frequent”, “less frequent” and “no clue” respectively. (ii) by using the 
Bayes theorem, and keeping in mind that p(t) does not count, we have p(L | t) = p(t 
| L) p(L). Let p(L), which represents the probability that a certain last_name is in 
the newspapers, be computed as a ratio. The probability p(t | L) is normalized as 
above. 

• p(l | L, t)  is the probability that a certain person is referred to by first_name in a 
news document. If nothing is known we consider it 1/2. Otherwise, with evidence 
from corpus, we compute a yes/no function, considering whether it is more 
probable for that person to be  called by first_name than not, and consequently, a 
quantity is added/subtracted from 1/2. 
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• p(l_L | l, L, t) is the probability that a person’s name is  made out of a first_name 
and a last_name. If there is a known link between l_L and t, like “very frequent”, 
or “frequent”, then we approximate the p(l_L | l, L, t) with the probability p( L | t). 
When this strong evidence is not present, we approximate it as {80/100, 20/100, 0} 
considering the probability that the last_name is indeed a last_name. “0” value 
means that we have unmatched abbreviations. 

All the above probabilities have been calculated over the whole document 
collection. The reason to normalize each of the probabilities in (1) is twofold. Firstly, 
the probabilities in the right hand side can be very low and we are unable to correctly 
set a probabilistic space (the sum of marginal probabilities to be 1). Secondly, the 
number of occurrences of a collocation, such as last_name and topic, or first_name 
and last_name, is relevant once a certain threshold is passed. We cannot say that one 
person is more a politician than another once we know that both are, nor can we say 
that a legal name is more legal than another. 

Suppose we have a news document where the next PNs are present: “G.W.B.”, 
“Silvio”, “George”, “Bush”, “Michelangelo”, “Silvio”, “Bush”, “Berlusconi”. From 
the Name splitter we know that “Silvio”, “George”, “Michelangelo” are first names 
and “Bush”, “Berlusconi” are last names. The two “Silvio” corefer by OED.  
Statistically, “Bush” and “Berlusconi” represent a valid collocation, but the fact that 
both are free_last_names correctly prevents their coreference. Rather, “Silvio” is 
coreferred with “Berlusconi” and “George” with “Bush” by using (1). “Michelangelo” 
is not coreferred with any of them. By OED, “G.W.B.” is also coreferred with 
“George Bush”.  

The set of PNs that corefer represent a cluster.  To each cluster we associate a 
name, which we call cluster name. This name represents the name of one person and 
all the PNs inside the respective cluster are (different) ways to refer to that person. To 
this name a set of NEs is associated and this information will be used further by the 
Global Coreference Module. The global coreference regards only the cluster names, 
not directly the PNs inside the clusters.  The name of the cluster is the longest name 
we build out of different names inside the same cluster. As the local coreference 
module may corefer a free_first_name with a (free) last name, the resulting cluster 
name could be a name which is not a PN in the text. For example, in a news document 
in which we find “G.W.B.”, “George Bush” and “Bush” we create the cluster name 
“George W. Bush”, a name which is not found as such in the respective news 
document. 

5   Global Coreference 

Given our probabilistic approach to coreference, the fundamental question addressed 
by the global coreference module is to estimate the probability of two PNs that have 
the same form to refer to different persons in the world. For any PN, we are interested 
in estimating the probability that different persons share it (compare, for instance, the 
probability of  a person being called by two extremely common names like “Paolo 
Rossi” vs. “Roldano Not” which very probably will identify  a person uniquely) 

A first intuition is that the probability above is correlated to the frequency of the 
PNs: for a rare name it will be almost impossible that two different persons having 
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that name, made it into the newspaper. According to this intuition we have divided the 
PNs in the corpus into five categories: extremely uncommon (less than 10), 
uncommon (less than 100), common (less than 300), very common (less than 700), 
extremely common (more than 700). In Table 1 we show the figures and percentiles 
of the five categories computed on the Adige corpus. 

Table 1. PN Categories clustered according to their frequency 

# Name Category # First name #Last Name  

extremely uncommon 4 834 (7.21%) 14 319 (13.44%)  
Uncommon 6 294 (9.38%) 16 079 (15.09%) 
Common 52 167 (77.80%) 73 886(69.38%) 
very common 2 634(3.92%) 1 485(1.39%) 
extremely common 1 116 (1.66%) 717 (0.6%) 
Total 67 045 106 486 

Since the probability of a person in the world carrying a “common” name to be 
mentioned in a newspaper is relatively low, we can assume that the probability of two 
different persons having the same “common name” is very small. In addition, even if 
they do appear in the newspaper, it is very probable that they are not related to the 
same entities, such as organizations and locations. Therefore, a common name 
appearing in two different news documents that also have in common at least one 
specific entity may refer to the same person with a high probability.  

The same line of reasoning applies for “very common” or “extremely common” 
PNs as well. Even if the probability for an “extremely common” name to refer to 
different persons is high, it decreases exponentially once we also consider the entities 
it occurs with. Consider, for instance, a trigram formed by an “extremely common” 
PN, an organization and a location, from the same news document, like in 
(“Fabrizio”, “Vertical Shop”, “Arco”). The probability that this trigram appears for 
different persons is very low, indeed negligible, even if “Fabrizio” by itself is an 
extremely common name. Therefore, its re-occurrence is, reliably, an indicator that 
the respective name refers to the same person. 

We represent contextual entities (i.e. organizations and locations as recognized by 
the named entities recognizer) co-occurring with a given PN within a single document 
in the association set of the PN. Association sets that have common entities (two for 
extremely common PNs) are held to identify a unique person.  

In addition to shared entities, the topic of a news document may be a strong 
evidence for global coreference among PNs. According to this intuition the topic is an 
element of the association set which scores negatively if different. The rule we use is 
that a very common name refers to different persons if the topic is distinct and the 
association sets have less than three entities in common.  

We consider that the order in which we corefer the local heads is important. Once 
two local heads are coreferred the association set of this person includes all the 
entities present in their association sets. Initial errors in coreference are amplified 
further and to reduce probability of false coreference we start from the surest cases. 
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The global coreference module works according to the algorithm described in 
Figure 2. 

 

Fig. 2. Global Coreference Algorithm 

The output of the Global Coreference Module is a set of persons which are added 
to the Entity Ontology.  

6   Experiments and Evaluation 

The coreference algorithm has been applied to the Adige corpus, a collection of 
586,017 news documents (having 20,199,441 Name Entities mentions) appeared in 
the Italian newspaper “L’Adige” over a period of seven years. The three modules of 
the system have been independently evaluated on the ICAB benchmark. 

Dataset 

The Adige corpus has been tokenized and then passed to a SVM based Named Entity 
Recognition system (Zanoli and Pianta 2006), which was trained on the ICAB 
benchmark (Magnini et al. 2006), a four days portion of the Adige collection. There 
are 5,559,314 person named entities, out of which 558,352 are unique, which 
corresponds to an average of ten occurrences for each PN. We show in Table 2 that 
the distribution is far from being uniform: as it can be seen, the number of PNs having 
just one occurrence represents more than half of the unique names (second column in 
Table 2). 

Apriori we may assume that the most difficult cases for coreference will be the 
ones in which the number of occurrences is relatively small. We expect such cases to 
be concentrated in, but not restricted to, the ones with numbers of occurrences in the 
interval [6-20], which represents around 12% of all names. However, a newspaper is 
in a certain sense a hall of fame. If a full name is mentioned frequently into a 
newspaper, it is very probable that that name refers just to one person. Consequently, 
the distribution of frequency of unique names is biased on the extremes: either many 
names are mentioned just once or there are many mentions of a few names. The 
names appearing more than 100 times, representing 1.14% of all names, cover more 
than 56% of all PNs (Table 2). 
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Table 2. Person name distribution in the Adige corpus 

#occurrences #unique names #PNs 
1 306 473 306 473 
2 – 5 160 455 451 358 
6 – 20 74 780 688 920 
21 – 100 25 518 1 052 636 
101 – 1000 7 321 1 941 375 
1001 – 5000 573 1 023 236 
5001 –  22 193 606 
1 – 30811 558 352 5 559 314 

I-CAB is a four days news corpus completely annotated and all the entity mentions 
manually coreferred. Table 3 shows the figures for I-CAB relevant for our evaluation: 
the number of occurrences of Person Mentions (second column) with, within 
parentheses, the proportion of mentions containing a certain attribute; the number of 
names correctly recognised by the NER system (third column); the number of distinct 
names (fourth column); the number of distinct persons carrying them (fifth column). 
Additional details on the I-CAB corpus, relevant for estimating the difficulty of 
coreference task, are reported in (Popescu et al. 2006, Magnini et al. 2006b). 

Table 3. I-CAB: figures of interest for evaluating name coreference 

#attribute #occ in ICAB #correct NER #distinct  #persons 
FIRST_NAME 2299 (31%)  2283 676 1592 
MIDDLE_NAME 110 (1%) 104 67 74 
LAST_NAME 4173 (57%) 4157 1906 2191 
NICKNAME 73 (1%) 54 44 41 

The coverage of the dictionary with respect to the document collection is 47.68%. 
Therefore, for more than half of the names we meet in the corpus we are unable to tell 
whether they are first or last names. 

Baselines 

We use the “all for one” baseline: all equal PNs stand for the same person. 
Partial_names are completed with the most frequent complete name that includes 
them (for instance, the free_firt_name “Silvio” is completed with “Silvio 
Berlusconi”). The rightmost token in a PN is considered the last name. 

Evaluation of the Name Splitter 

The Name Dictionary covers 87.3% of first names and 91.8% of last names occurring 
in the I-CAB corpus. There are 245 ambiguous names, out of which 9 are actually 
ambiguously used in ICAB, and there are 13 ambiguous abbreviations.  

The Name Splitter Module performs quite well. We report a 96.73% precision for 
first_name and 98.17% precision for last_name, considering the figures from third  
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column of Table 3. In total the module has 97.45% accuracy. The errors most likely 
do not influence the coreference results as they occur just one time. The base line 
goes at 89.13%. 

In I-CAB there are 248 occurrences of free first name and 2119 occurrences of free 
last names. They represent 10.71% and 50.76% of the PNs respectively (Table 3, 
column 2). It is interesting to look at names also, not only at their occurrence. There 
are 127 unique free_names and 1064 unique free last names which actually represent 
18.78% and 55.82% of names (Table 3, column 4). Comparing these figures with the 
one reported in Table 2 we can draw a preliminary conclusion: in a four day period 
time the average number of reoccurrence of last names is low. The consequence of 
this fact will be discussed at the end of this section. 

Evaluation of Local Coreference 

The baseline for local coreference is very high: only 29 errors. That is, there are only 
29 cases in which the coreference is not trivial, or the most frequent collocation is not 
the correct answer. Our algorithm scores better: it saves 11 cases out of these 29 
cases.  

It is relevant to discuss performance in terms of ratios. There are 6633 PNs in 
ICAB and 2976 local coreferences, which means an average of 2.22 PNs per name 
referent. Our algorithm, which for the first run behaves like the baseline algorithm, 
has found 1,039,203 local coreferences out of 5,559,314 PNs, which means a 5.34 
average, which is almost twice. At the end, the local coreference module outputs 
1,748,212 local coreferred PNs, with an average of 3.17, which is probably closer to 
the true value. 

Evaluation of Global Coreference 

The Global Coreference module is evaluated for those cases where the name appears 
at least two times in ICAB. For all complete names the baseline goes wrong in 24 
cases. It means that there are 24 cases in four days where the same complete name 
does not refer to the same person. Our algorithm performs a little better – it keeps 
them correctly separated in 17 cases. However, there are 10 coreferred names which 
our algorithm does not realize. As far as partial names are concerned, there are 91 
last_names which do not have a first name and refer to different persons. The system 
scores 87 while the baseline scores 0. (i.e. it always finds a first name). There are 45 
first names referring to different persons, yet without having the last name mentioned. 
Our algorithm realizes correctly in 34 cases that the respective names should remain 
free and distinct. 

We would like to refer again, informatively, to the figures for the whole corpus, 
where we count 558,352 distinct PNs. Our algorithm finds 630,613 persons while the 
baseline indicates 495,129 persons. The analysis above suggests that numbers do not 
tell the whole story by themselves. As seen above, not in all cases where the baseline 
is wrong do we succeed in having the correct answer. The reverse is also true. In 
Table 4 we summarize the figures of this section, comparing the error rate of the 
system and of the baseline. 
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Table 4. System and Baseline error rate 

Module  #System errors #Baseline errors 

Name Category Recognizer 151 (2.65%) 603 (10.97%) 
Local Coreference 11 (0.4%) 29 (0.8%) 

Global Coreference 31 (1.46%) 150 (5.49%) 

A second evaluation of the proposed system comes indirectly from a more or less 
independent task. A variant of the coreference algorithm has been used in the 
Semeval 2007 Web People Search task (Artiles et al. 2007) where it performed quite 
well, ranking second against sixteen participants.  

7   Conclusion and Further Work 

We have presented a probabilistic framework for Person Name Coreference. The 
system is divided in three modules: firstly, the first and last name of a person name 
are recognized, then the coreference among a single document is established and 
finally the coreference at the level of the whole collection is addressed. Each module 
has been evaluated against a corpus of manually annotated documents. 

Our analysis suggests that generally good results can be achieved. There is still a 
long way to go before perfection. The principal bottleneck is, in our opinion, the fact 
that names may have different distributions from corpus to corpus, and besides, many 
times there is no explicit evidence in the corpus for their coreference. 

There are open issues in the Name Coreference tasks. The exact coreference is 
guaranteed only by ontological facts, but we are unable to extract this information out 
of news documents. We approximate uniqueness by computing the probability of 
occurrence considering that it is a rare event that different persons have the same 
names and/or share partially the same set of NEs. 

We have used only Named Entities for clustering. However, many times there is no 
sufficient evidence to realize the coreference. For the same person the algorithm 
produces clusters that have nothing in common and consequently incorrect persons 
are invented. We hope the analysis of the full text may be used to bridge these gaps. 
Nevertheless, there are many practical difficulties that must be overcome in order to 
do that. From our point of view, the most important thing is to be able to extract 
additional specifications for each name, such as, for instance, professions, and to be 
able to make connections to an existing ontology. We think this goal is a realistic one 
and we have already started working on it.  

 The evaluation of our system has been carried out on I-CAB, which is only a 
continuous four day period of news documents. As the mentions of the same person 
may span over a long discontinuous period of time, the baseline algorithm may score 
much lower in reality. An evaluation corpus made out of some of these cases may be 
more informative about the performances of different algorithms. We plan to find a 
solution for building such an evaluation corpus. 
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Abstract. Dependency Tree Semantics (DTS) is a formalism that al-
lows to underspecify quantifier scope ambiguities. This paper provides
an introduction of DTS and highlights its linguistic and computational
advantages. From a linguistics point of view, DTS is able to represent
the so-called Branching Quantifier readings, i.e. those readings in which
two or more quantifiers have to be evaluated in parallel. From a compu-
tational point of view, DTS features an easy syntax–semantics interface
wrt a Dependency Grammar and allows for incremental disambiguations.

1 Introduction

Dependency Tree Semantics (DTS) is an underspecified1 formalism for dealing
with quantifier scope ambiguities. DTS has a straightforward syntax-semantics
interface with a Dependency Grammar, just as Quasi Logical Form (QLF) has
(see [14] and [1]), and allows for monotonically adding constraints to take partial
disambiguations into account, just as in Underspecified Discourse Representation
Theory (UDRT) [27], Minimal Recursion Semantics (MRS) [7], Hole Semantics
(HS) [3] or Constraint Language for Lambda Structures (CLLS) [10].

The main advantage of DTS, however, is the possibility to represent the so-
called Branching Quantifier (BQ) readings (see [13], [2], [30], and [31]). In DTS,
all NPs are taken to be referential rather than quantificational, i.e. as having
semantic type e rather than ((e, t), t). Quantifier scope is specified by inserting
further dependencies between NP denotations in order to allow a certain set of
entities to vary depending on the entities belonging to another one.

In other words, DTS aims at importing in NL Semantics the same ideas lying
behind the well-known Skolem theorem, defined in standard First Order Logic.

Several similar attempts have already been made in the literature; see [34],
[12], [24], [36], [11], [37], and, recently, [32]. Analogously, [26] and [35] suggested
the use of Choice Functions in place of the Skolem ones.

Nevertheless, all these proposals devolve the generation of all available scop-
ings upon the combinatorics of the syntax, while in DTS quantifier scope ambigu-
ities and their relatives are seen as instances of underspecified meaning that can
1 A full overview of goals and techniques recently proposed in Underspecification may

be found in [6]. See also [9] for a comparison among existing underspecified for-
malisms, their expressivity, and their computational complexity.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 374–385, 2007.
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adopt a more restricted sense depending on the world-knowledge, the syntactic
structure, the topic\focus distinction and so forth.

Well-formed structures in DTS are based on a simple graph G that represents
the predicate-argument relations, without any quantification. The nodes of G
are either predicates or discourse referents; each arc connects a predicate with
a discourse referent and is labelled with the number of the argument position.
Each discourse referent is also related to a quantifier, via a function quant from
discourse referents to quantifiers, and to a restriction, via a function restr from
discourse referents to subgraphs of G. In (1), a first simple example is shown

(1) Two students study three theorems

x

Quant(y)= ThreeQuant(x)= Two

study’

stud’

1

1 2

y

theor’

1

Restr(x)

x

1

Restr(y)

stud’ theor’

1

y

The structure in (1) is ambiguous, since it does not specify how the quan-
tifiers relate to each other. In order to make explicit the dependencies among
quantifiers, additional dotted arcs between discourse referents are inserted.
Fig.1 shows the three possible disambiguations of (1)

b)

x y

Ctx
a)

x y

Ctx

x y

Ctx
c)

Fig. 1. The three readings of sentence (1)

Fig.1.a shows the reading in which ‘three’ depends on (is outscoped by) ‘two’.
Hence, this structure is true only in those models in which there are two students
each of who studies three (potentially different) theorems. On the contrary, in
fig.1.b, the arc linking x to y specifies that the two students depend on the the-
orems; in this case, a model satisfies the reading only if it contains a triple of
theorems studied each by two (potentially different) students. Finally, fig.1.c de-
picts the BQ reading of (1): this reading is true in those models in which there
are two students studying three same theorems. In all readings, the widest-
scope quantifiers are linked to a new node called Ctx. Ctx refers to the context,
i.e. the domain of individuals wrt which the representation will be evaluated.
Clearly, discourse referents directly linked to Ctx correspond, in standard logics,
to Skolem constants, while the other ones to Skolem functions having as argu-
ment the discourse referents reachable from them via a path of dotted arcs. A
more complex example is shown in (2):
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(2) Most boys ate a portion of every course.

x

Quant(y)= ∃
Quant(x)= Most

ate’

boy’

1

1 2

y

portion’

1

Restr(x)

x

1of’

1 2

z

course’

1

boy’y

portion’

1

of’

1 2

z

Restr(y) Restr(z)

z

1

course’

Quant(y)= ∀

Ctx

The representation yields the preferred reading of the sentence; note that y
depends on both x and z, that are in BQ to each other; in fact, the sentence
describes a situation where there is a different portion for each pair 〈boy, course〉.

2 Are BQ Readings Really Available in NL?

Although, to my knowledge, there are no works in NL semantics that explicitly
state the unavailability of BQ readings in NL, their coverage has been, by and
large, neglected in the literature. In fact, it can be argued that they can be
pragmatically inferred from other available readings; for example, it is easy to
see that the set of models satisfying the BQ reading in fig.1.c is the intersection
of the sets of models satisfying the readings in fig.1.a and fig.1.b. Therefore, it
seems that BQ readings are just subcases of their linear counterparts.

This section shows evidence in favour of BQ readings and argues that, instead,
they should be taken into account in NL semantics.

First at all, it may be shown (see [29], §6) that BQ readings are not always
logical subcases of the other ones. Roughly speaking, this logical entailment does
not hold when non-upwards monotone quantifiers are involved.

Second at all, BQ is not the only logical construction leading to interpretations
that can be inferred from other ones. This may be also found rather often when
existential and\or universal quantifiers are involved; nevetheless, in such cases,
all possible scopings are standardly considered as autonomous readings.

Finally, it can be argued that although it seems difficult to interpret a sentence
taken in isolation via a BQ reading, there are many real cases in which the
speaker, wrt contextual information, intends to refer to fixed sets of entities.

For instance, consider sentences in (3)

(3) a. Two students of mine have seen three drug-dealers in front of the school.
b. Most men noticed that few children left the room.
c. The director suggested the failure of two students (of this class) to most

of the teachers.

Concerning sentence (3.a), world knowledge seems to render the reading fea-
turing a BQ between the quantifiers two and three the most salient; in fact, (3.a)
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appears to involve just two students and just three drug-dealers, i.e. there are
two students who have seen three same drug-dealers.

Analogously, (3.b) refers to a set of most men and a set of few children such
that each men in the former notices that each child in the latter left the room.

Finally, (3.c) is saying that the director has two specific persons in mind and
suggested their respective failure to any teacher he contacted in some way (such
that the sum of these teachers are “most teacher”). Again, a BQ between two
and most should be preferred.

To conclude, my opinion is that BQ readings must be licensed because what is
really important for a NL semantic formalism is the ability to restrict, as much
as possible, the set of models in which a sentence is true. Instead, it does not
matter if this set is also included in the set of models satisfying other readings. In
other words, since NL provides ways that allow the speaker to identify a restrict
meaning, it seems that there is no reason to set up a representation referring to
a more general one.

3 Easy Interface with a Dependency Grammar

As the name Dependency Tree Semantics suggests, DTS features a strong close-
ness with a Dependency Grammar (see [22] and [15]). The dependency structures
we refer to during the ongoing research on DTS are being used at the Univer-
sity of Torino in a number of projects, including the development of a Treebank
for Italian [4] and the implementation of a rule-based dependency parser [20].
More details on the labelling scheme can be found in [5]. It has also been ap-
plied to English and its relations with the Paninian scheme are currently under
study.

The DTS syntax-semantics interface just deals with predicate-argument rela-
tions, while the disambiguation task (see below) is completely devolved upon a
subsequent module. Since a Dependency Tree already provides a description of
the predicate-argument relations carried by the sentence, it is easy to see that, in
order to obtain the corresponding DTS representation, it is sufficient to associate
each determiner d with a discourse referent x, and insert x as argument of all
predicates denoted by the lemmas related to d via some grammatical functions
in the Dependency Tree. This process can be automatically accomplished via a
set of (monotinic) if-then rules as shown in [29], §3.

For instance, the two underspecified DTS structures in (1) and (2) can be
obtained starting from the Dependencies Trees shown in fig.2.

Starting from the Dependency Tree in fig.2 on the right, we associate y to the
quantifier ‘a’ and insert y as argument of the predicates ate′, portion′ and of ′.
In fact, these predicates are respectively denoted by the lemmas ‘ate’, ‘portion’
and ‘of ’ that, in the Dependency Tree, are related to ‘a’: the object of ‘ate’ is
the subtree having ‘a’ as root, ‘portion’ is the only complement of ‘a’, and ‘of ’
is an adjunct of this complement.

The last ingredient needed to build the DTS underspecified representation is
a criterion to set the value of the function restr(x), for each discourse referent
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DET-ARG DET-ARG
boys portion

every

DET-ARG
course

PREP-RMOD
of

PREP-ARG

study
VERB-SUBJ VERB-OBJ

two three

DET-ARG DET-ARG
students theorems

ate

atwo

VERB-SUBJ VERB-OBJ

Fig. 2. Dependency Trees for (1) and (2)

x in the graph. restr(x) is simply set to the subgraph of all predicate-argument
relations R(x1, . . . , xn) such that:

– R(x1, . . . , xn) arises from the subtree having the determiner associated with
x as root.

– x is one of the x1, . . . , xn

This seems to be consistent with the ideas lying behind the architecture of a
Dependency Tree; in fact, in a dependency relation between a word head and
a word dependent, the latter plays a role of “completion” of the former, in the
sense that it circumscribes\restricts the head meaning by acting as its parameter.
However, it has been pointed out that not only the dependent is involved in this
completion, but the whole subtree having the dependent as root.

With respect to the syntax-semantic interface, DTS is rather close to ap-
proches as QLF [1]. For instance, consider the fully underspecified QLF formula
shown in (4). This formula contains terms in the form <q v r>, where q is a
quantifier, v the variable on which q ranges on and r, i.e. the restriction, another
QLF formula. These terms are called qterms and enclose quantifier scope ambi-
guities. The QLF disambiguation mechanism (described in details in [23]) acts
on these complex terms to enumerate all readings.

(4) ate′(<Most x boy′(x) >, <∃ y portion′(y)∧ of ′(y, <∀ z course′(z) >)>)

A fully underspecified QLF formula reflects the architecture of a Dependency
Tree as DTS does. For instance, in order to obtain (4) from the Dependency
Tree in fig.2 on the right, it is sufficient to start from the root and, when a
determiner is met, create a qterm <q v r> where q is the involved quantifier,
and v a new variable. Finally, the value of r is obtained by recursively applying
this procedure on the subtree having the quantifier as root.

On the contrary, building a UDRT or a MRS fully underspecified represen-
tation starting from the syntactic stucture is basically harder in that it is nec-
essary to manage, besides the predicate-argument relations, also initial scope
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constraints. For example, consider the MRS fully underspecified representation
built via the syntax-semantic interface proposed in [18]2, i.e.

(5)
{ l1:Mostx(h11, h12), l2:∃y(h21, h22), l3:∀z(h31, h32), l6:course′(z), l4:boy′(x),

l51:portion′(y), l52:of ′(y, z), l7:ate′(x, y)}, { l4 ≤ h11, l6 ≤ h31, l51 ≤ h21,
l7≤h12, l7≤h22, l7≤h32, l52≤h32, l52≤h21 }

This representation is made up by two sets: a set of labelled pieces of formula
containing particular variables named holes (e.g. h11, h12, etc.) and a set of
dominance constraints between holes and labels. The latter imposes constraints
on how the labels can be plugged into the holes to trigger the final available
readings. A dominance constraint is in the form l ≤ h and specifies that the
piece of formula labelled by l will fill h either direcly or transitively, i.e. h will
be filled either by it or by a larger fragment containing it.

Six of these initial dominance relations (marked in boldface) constrain the
membership of some predicates to the bodies of the three quantifiers, rather
than to their restrictions. The syntax-semantic interface also has to manage
these constraints besides the ones that, together with the labelled formulae,
describe the predicate-argument relations carried by the sentence.

Furthermore, as pointed out in [19], in order to avoid unexpected interpre-
tations when the sentence contains a syntactic Nested Quantification, as in the
phrase [a portion of [every course]], the basic constraint-based mechanisms have
to be augmented with additional ad-hoc constructs, whose management is again
devolved upon the syntax-semantics interface. For example, [19] introduces fur-
ther constructs and constraints in the syntax-semantics interface from LTAG to
MRS, previously proposed in [18]. In particular, MRS basic formulae are aug-
mented with an ad-hoc mechanism based on quantifier sets, and a particular
LTAG derivation, called ‘flexible composition’, is imposed.

In QLF there is no need to assert similar initial scope constraints, because
the order imposed on the resolution of the complex terms already provides a
proper treatment of Nested Quantification and prevents the occurrence of free
variables in the final representation. In other words, in QLF the prevention of
unavailable readings of this kind is up to the disambiguation process rather than
to the syntax-semantic interface. Consequently, the latter turns out to be simpler.
Although it may seem that this simply delays work that must be done in any
case, it has been observed by [25] that formal constraints on binding at a level of
logical form, as those implemented in [14], can be expressed as constraints on the
derivation of possible meanings. Therefore, it seems that the correct strategy to
block the generation of such unavailable readings is the one adopted in the QLF
and related approaches. This has been adopted in DTS too, where an account
of Nested Quantification has been proposed in terms of constraints on possible
disambiguations, based on logical grounds.
2 This interface is defined with respect to LTAG [17]. A syntax-semantic interface that

allows to obtain a formula in a constraint-based underspecified formalism (CLLS)
starting from a Dependency Grammar has been defined in [8].
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4 DTS Partial and Full Disambiguations

Constraint-based formalisms like UDRT, HS o MRS feature an important advan-
tage with respect to QLF: they naturally achieve partial disambiguations, and
allow for a suitable management of partial knowledge. This is very important
for an underspecified formalism, because, in real-life scenarios, the knowledge
needed to disambiguate normally does not become available simultaneously.

A constraint-based framework allows to incrementally perform disambigua-
tion, in that dominance relations can be asserted one by one, independently of
each other3. Instead, formalisms like QLF intrinsically prevent partial disam-
biguations. This has been claimed by [28] in the light of examples as

(6) Everyxbody believed that many ay problem about the environment preoc-
cupied mostz politicians.

As is well known, quantifiers are (with some exceptions) clause bounded; con-
cerning sentence (6), this amounts to saying that both Many ay and Mostz must
have narrow scope with respect to Everyx (in symbols, Many ay ≤ Everyx and
Mostz ≤ Everyx). In QLF, it is impossible to specify this partial scoping. In
fact, once we fix the relative scope between two quantifiers, for instance Many
ay ≤ Everyx, it is only possible to specify the scope of Mostz wrt them both,
whereas we cannot independently assert a weaker constraint Mostz ≤ Everyx.

On the contrary, this may be easily done in HS or UDRT, since each dominance
constraint indicates that a certain piece of formula must be inserted into another
one, but still it leaves underpecified whether this insertion is achieved directly
or rather transitively, via other pieces.

It should be clear, then, that in order to perform monotonic disambiguation,
the underspecified logic must enable partial scope orderings. However, it is not
clear how this could be achieved in terms of semantic dependencies. For instance,
consider again sentence (6); in DTS, in order to represent that Many ay and
Mostz have narrow scope wrt Everyx, it seems that the dotted arcs should be
instantiated as in fig.3.a. Nevertheless, fig.3.a already describes a final ordering
for (6): it specifies that Many ay and Mostz must be in BQ between them.

In other words, each of the three representations in fig.3 is a possible fi-
nal configurations having Many ay and Mostz with narrow scope wrt Everyz .

x

zy

x

zy

x

zy

a) b) c)

Fig. 3. Three readings for (6)

3 It must be pointed out that some translation processes from QLF and QLF-like
approaches to constraint-based ones have been proposed. Their aim is to combine the
advantages of both by obtaining a QLF formula from the syntactic representation,
then translating it into a constraint based one. See [33] and [21]
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Therefore, as in MRS, it is necessary to distinguish between partial and fully
specified representations. In order to get this result, I distinguish between two
types of arc, respectively called SkDep and SemDep arcs. The former denotes
partial dependencies, while the latter denotes the final ones. The discourse refer-
ents {x1, x2, ..., xn} reachable from the discourse referent x via the SkDep arcs
are always a subset of those reachable from x via SemDep arcs.

In other words, the SkDep arcs express all known dependencies, so that the
absence of an arc from y to z implies that it is not known whether y depends on
z, or viceversa, or no dependence does exist (unless a dependence can be inferred
from the existing ones via transitivity). Conversely, SemDep arcs are such that
the absence of an arc implies that neither of the two nodes precedes the other.

With this distinction, we can now use the SkDep in fig.4 to underspecify
the three SemDep in fig.3 (SkDep arcs are shown by means of thinner dotted
arcs). It should now be clear that, even if SemDep and SkDep may have the

x

zy

Fig. 4. Underspecified reading for (6)

same values, they describe different things. SkDep in fig.4 just asserts that,
for each person in the set X (i.e. the set of all “believers”), there is both a
set Y of problems about the environment and a set Z of politicians. There are
three choices for these sets: either Y may be a set of many a problems about
the environment and Z a set of most politicians, as in fig.3.a, or Y may be a
set of many a problems about the environment and Z the union of |Y | sets
of most politicians (one for each y ∈ Y ), as in fig.3.b, or Z may be a set of
most politicians and Y the union of |Z| sets of many a problems about the
environment (one for each z ∈ Z), as in fig.3.c. Now, the interpretation process
proceeds as follows: we add SkDep arcs in the representation according to the
constraints coming from the context; each new SkDep arc provides a new piece
of information, that further constrains the scope of the quantifiers and the set of
possible models satisfying the graph. When the disambiguation is complete, the
set of SkDep arcs is “frozen” and converted into a set of SemDep arcs. Now,
the model-theoretic interpretation of the SDG can be given, according to the
semantics provided in [29].

5 Formalisation: Syntax of DTS

This section formally defines DTS well-formed structures in the light of what has
been discussed so far. There are two kinds of well-formed structures: Scoped De-
pendency Graph (SDG) and Underspecified Scoped Dependency Graph (USDG).
The former is a model-theoretically interpretable representation referring to a
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non-ambiguous reading of the sentence, while the latter is an underspecified
representation describing a partial disambiguation.

Both structures refer to a third common structure, called Flat Dependency
Graph, which conveys all predicate-argument relations carried by the sentence.

As in standard semantics, the definitions below are stated in terms of three
sets: a set of predicates pred, a set of constants name and a set of variables D
called discourse referents as in DRT [16]. Moreover, I write P 1⊆pred for the
unary predicates, P 2⊆pred for the binary ones and ιname⊆P 1 for those obtained
by applying the ι-operator to a constant in name4.

Definition 1. [Flat Dependency Graphs (FDG)]
A FDG is a tuple 〈N,L,A,Dom, f〉 s.t.:

- N is a set of nodes {n1, . . . , nk}.
- L is a set of labels; in fig.1, L≡{1, 2}.
- Dom ≡ pred∪D is a set domain objects: predicates and discourse referents.
- f is a function f : N �→ Dom, specifying the domain object with which the

node is associated. If f(n) ∈ pred, we will say that node n is of type pred,
else we say it is of type D.

- A is a set of arcs. An arc is a triple 〈ns, nd, l〉, where ns, nd ∈ N , ns is of
type pred, nd is of type D and l ∈ L.

Definition 2.[Underspecified Scoped Dependency Graph (USDG)]
A USDG is a tuple 〈Gf ,Ctx,Q, quant, restr, SkDep〉 s.t.:

- Gf = 〈N,L,A,Dom, f〉 is an FDG.
- Ctx is a special element called “the context”.
- Q is a set of standard Generalized Quantifiers as every, most, two, . . ..
- quant is a total function ND �→ Q, where ND ⊆ N are the nodes of type D.
- restr is a total function assigning to each d ∈ ND a subgraph of Gf .
- SkDep is a total function ND �→ ℘(ND) ∪ {Ctx}, where ℘(ND) is the power

set of ND, satisfying constraints in def.4.

Definition 3.[Scoped Dependency Graph (SDG)]
A SDG is a tuple 〈Gf ,Ctx,Q, quant, restr, SemDep〉 s.t.:

- Gf , Ctx, Q, quant and restr are defined as in def.2
- SemDep is a total function ND �→ ℘(ND) ∪ {Ctx} satisfying def.4

Without going into further details, I stipulate that an FDG is a connected acyclic
graph s.t. each node of type pred has one exiting arc for each of its argument
place. Note that there can be two nodes nu and nv s.t. f(nu)=f(nv), i.e. the
nodes in N can be seen as occurrences of symbols from Dom. The constraints
mentioned in the two definitions above are defined as in def.4. These constraints
exclude certain dependency relations that are ‘logically impossible’, and make
sure that, for example, sentence (2) does not get a reading in which ‘a’ depends
on ‘every’ and ‘every’ depends on ‘most’.
4 The ι-operator has the standard semantics: if α is a constant, ια is a unary predicate

which is true only for α.
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Definition 4.[Constraints on SkDep\SemDep]

- SkDep\SemDep implements a partial order on discourse referents and Ctx,
with Ctx as its maximal element.

- Let d be a discourse referent, and let R(d) be the smallest set that contains
d, and for which it holds that if d′ is in R(d) and d′′ occurs in the restriction
of d′, then also d′′ ∈ D. Then
• If d1∈R(d), d2 
∈R(d), and d1 depends on d2, then also d depends on d2.
• If d1∈R(d), d2 
∈R(d), and d2 depends on d1, then also d depends on d1.

The SkDep\SemDep arc introduced is just a compact graphical representation
of the SkDep\SemDep function. If we take into account the transitive closure of
SkDep, i.e. SkDep∗, we have that n1 SkDep∗ n2 iff n2 ∈ SkDep (n1).

Finally, the last definition allows to transform a USDG into a SDG, after the
disambiguation is complete. The SDG in which a USDG is “frozen” features a
SemDep function having the same values of the SkDep function of the latter.

Definition 5.[Freezing]
A SDG 〈SGf ,Ctx1,Q1, quant1, restr1, SemDep〉 is a freezing of the USDG 〈USGf ,
Ctx2, Q2, quant2, restr2, SkDep〉 iff:

- SGf = USGf , Ctx1 = Ctx2, Q1 = Q2, quant1 = quant2, restr1 = restr2
- ∀(n)SemDep(n) = SkDep(n).

6 Conclusion

In this paper, a new approach to NL semantic underspecification has been pro-
posed and implemented into a formalism called Dependency Tree Semantics
(DTS). In this approach, disambiguation of quantifier scope is achieved by ex-
plicitly asserting dependencies between involved quantifiers, as is done by the
well-known Skolem theorem in First Order Logics. To my knowledge, no other
attempt to import in Underspecification the ideas lying behind the Skolem the-
ory has been proposed in the literature.

DTS then represents an intermediate solution between the proposals based on
referential interpretation of NPs and the current literature on Underspecification.
It seems that this solution is able to combine the advantages of both approaches
to the problem of quantifier scope ambiguities.

As the former, it is possible to represent the so-called Branching Quantifier
readings. In contrast, current underspecified formalisms do not take them into
account because they consider BQ as a special case of standard linear quantifi-
cation. The motivations for considering them as autonomous readings, worth an
explicit representation, have been investigated in section 2.

As the latter, DTS provides some computational benefits that seem hard to
reconcile in the former.

- In underspecification, the logical form is, by definition, language-independent,
as certain intuitions also seem to suggest. This feature clearly leads to a uni-
form account for the semantics of all languages, in which the Underspecified
representation acts as a reasonable interlingua.
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- An underspecified formula allows to store all available readings in a compact
way, and to achieve disambiguation as the contextual knowledge becomes
available.

- It is possible to incorporate weak inference rules in order to enable partial
reasoning even on ambiguous knowledge, as is done in [27], and [28]. This
is very important for NLP\NLU real systems, in that often the choice of a
particular scope ordering on quantifiers is either non-relevant or marginal
with respect to what the speaker actually intends to communicate.

Finally, DTS features an easy syntax-semantic interface and allows for incre-
mental disambiguation. These two features are usually in trade-off in other ap-
proaches to Underspecification, while DTS appears to be immune from it.
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Abstract. In this paper, we address the problem of personalization in
question answering (QA). We describe the personalization component of
YourQA, our web-based QA system, which creates individual models of
users based on their reading level and interests.

First, we explain how user models are dynamically created, saved and
updated to filter and re-rank the answers. Then, we focus on how the
user’s interests are used in YourQA. Finally, we introduce a methodol-
ogy for user-centered evaluation of personalized QA. Our results show a
significant improvement in the user’s satisfaction when their profiles are
used to personalize answers.

1 Introduction

Question answering (QA) can be seen as a form of information retrieval (IR)
where the aim is to respond to queries in natural language with actual answers
rather than relevant documents. A common problem in QA and IR (especially
when web-based) is information overload and consequently the low relevance
of results with respect to the user’s needs [1]. While the need for personalized
(or profile-based) IR has been addressed by the IR community for a long time
[1,2], no extensive effort has yet been carried out in the QA community in this
direction. Indeed, personalization has been advocated in the main QA evaluation
campaign, TREC-QA (http://trec.nist.gov), but expeditiously solved by
assuming a fixed “average news reader” profile [3].

In this paper, we explain how the user’s characteristics can be represented
in a QA system via a user model. We argue that personalization is a key issue
to make QA closer to the user’s actual information requirements, and plays an
important role among the current directions for improving QA technology.

Sections 2 – 4 discuss how our QA system, YourQA [8], dynamically creates,
saves and updates user models. Sections 5 – 6 focus on how the user’s interests
are used to achieve personalization. Sections 7 – 8 introduce and report the
results of an evaluation methodology for personalized QA. Section 9 concludes
on the application of user modelling to QA and discusses further work.

2 A Personalized Question Answering System

YourQA [8] is a web-based question answering system designed with the purpose
of supporting web search. As in the majority of QA systems [4,3], question
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answering in YourQA is organized into three main phases: 1) question processing,
where the user’s question is analyzed to estimate the expected answer type;
2) document retrieval, where an IR engine is used to retrieve web documents
relevant to the query; 3) answer extraction, where such documents are analyzed
to extract answers which are eventually returned to the user in a ranked list.

However, YourQA aims at moving beyond traditional approaches to QA by
targeting the answers to individual users based on their information needs. For
this purpose, YourQA applies a user model to filter the documents during the
retrieval phase and to re-rank its candidate answers during answer extraction.

2.1 The User Model

The user model (UM) in YourQA is designed to represent students searching for
information on the web. The model is composed of three modules:

– age range, a ∈ {7− 10, 11− 16, adult};
– reading level, r ∈ {basic,medium, advanced};
– profile, p, a set of documents and/or web pages of interest.

The user’s age range corresponds to the primary school, secondary school and
adult age range in Britain. Although the reading level can be modelled separately
from the age range, for simplicity we here assume that these are paired.

Although currently basic, such model may be extended in the future with
additional modules encompassing different aspects of the user.

Analogous UM components can be found in the SeAn [5] and SiteIF [6] news
recommender systems, where information such as age and browsing history, re-
spectively are part of the user model. More generally, our approach is similar
to that of personalized search systems such as [7], which constructs user models
based on the user’s documents and web pages of interest.

In previous work [8], we assumed a fixed user model with an empty profile
component to illustrate how the reading level parameter is applied to answer
filtering, efficiently contributing to improving the users’ perceived readability of
answers. In this paper, we focus on how user profiles can be dynamically created,
saved and updated in YourQA. Section 3 reports how YourQA creates the user
profile and how the latter is used to achieve personalization.

3 A Dynamic User Profile

This section illustrates the life cycle of the UM profile parameter in YourQA.

3.1 Profile Creation

When accessing YourQA, the user has three options (see Figure 1.(a)):

A) Create a new profile from documents of interest and/or browser bookmarks;
in this case, keyphrase extraction is used to obtain a list of keyphrases from the
text documents or bookmarked web pages;
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B) Load a previously saved profile; in this case, the list of keyphrases contained
in the loaded user profile are obtained;
C) Decide not to use a profile; in this case, no keyphrases are extracted.

(a) (b)

(c)

Fig. 1. Profile creation/reload (a), profile modification and save, query submission (b),
first answer to the question: “What is Ginger and Fred?” (c)

Keyphrase extraction plays an important role in the representation of the
user’s profile: for this, we use the Näıve Bayes based Kea extractor [9]. Kea
takes two attributes to classify a phrase p as a keyphrase or a non-keyphrase: its
TF × IDF score within the set of retrieved documents1 (in short, T ), and the
index of p’s first appearance in the document. Based on these, Kea outputs for
each document a list of phrases, ordered by decreasing relevance, among which
the top k (currently k=6) are selected as keyphrases.

3.2 Profile Confirmation, Update and Save

In cases A) and B), the keyphrases corresponding to the user’s profile are shown
to him/her, who can then exclude those he/she finds unsuitable or incorrect (see
Figure 1.(b)). The profile resulting from the remaining keyphrases is the base
for all the subsequent QA activity: any question the user will submit to YourQA
will be answered by taking such profile into account.

Providing documents of interest is a way to solve the cold start problem of
creating a profile from a previously unseen user [10]. While defining a complete
1 Given a document d in a corpus C, the salience of p to d can be measured as:

TF × IDF (p, d) = P (p ∈ d) · −logP (p ∈ [C/d])
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profile can be time consuming for the user, simply asking for web pages of inter-
est or mining his/her bookmarks folder appears to be a fairly unobtrusive and
effortless way to collect initial information.

The user can click on the “Save as...” button (see Figure 1.(b)) in order to
remember a newly created profile or the current updates (i.e. selected/deselected
keyphrases) and reload the profile in the future. Enabling the user to modify and
save a profile, in addition to the implicit updates consisting in the user’s evolving
bookmarks and documents of interest, makes the UM component dynamic.

3.3 From the Query to Answers

Once a profile has been chosen, the QA session can start. The user enters a
question and optionally chooses to filter the answers based on one of the reading
levels specified in the UM (or each one separately, see Figure 1.(b)). By default,
YourQA performs no filtering based on reading levels.

Section 4 illustrates the core question answering phases; the effects of the
user’s profile on the results are described in Section 5.

4 Core Question Answering Phase

The core question answering phaseis organized as follows in YourQA:

1. The query’s expected answer type is estimated using SNoW [11] according
to a coarse-grained 11-class taxonomy.

2. The 20 top documents retrieved for the query using Google2 are obtained;
3. Their reading levels are estimated using unigram language models (see [8]);
4. Keyphrases are extracted from these documents using Kea (see Section 3.1);
5. Documents having an incompatible reading level with the user are discarded;
6. On the remaining documents, different lexical, syntactic and semantic crite-

ria (based on the query’s expected answer type) are applied to compute the
similarity between each sentence in the document and the query (see [8]);

7. One passage is created for each document, containing the most similar sen-
tence to the query, preceded and followed by up to 2 adjacent sentences
(depending on the structure of the original text);

8. Passages are ranked based on the similarity of their top sentence to the query.
In case of a tie, passages from documents having a higher Google rank are
given priority in the YourQA ranking.

Figure 1.(c) shows the format of a sample answer in YourQA: this consists of
a header containing information about the original document (title, URL, . . . ),
followed by a short passage where the most similar sentence to the query is in
boldface. Useful terms such as the question keywords are highlighted.

Up to this point, the system’s behaviour is completely independent of the
profile parameter of the user model. Section 5 explains how the profile is used
to determine the final answer ranking.
2 http://www.google.com

http://www.google.com
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5 Profile-Based Answer Re-ranking

As illustrated in Step 8 of the algorithm above, in the standard version of
YourQA the primary answer ranking criterion is the similarity to the question
(Step 6), and the secondary criterion is the Google rank of the document from
which the passage has been extracted. The personalized version of YourQA ap-
plies an additional answer ranking criterion giving priority to answers from doc-
uments having common keyphrases with the user’s profile documents, as shown
below.

5.1 Document Relevance Computation

For each document composing the UM profile set and the retrieved document set,
a ranked list of keyphrases is available from the previous steps. Both keyphrase
sets are represented by the user modelling component of YourQA as arrays,
where each row corresponds to one document and each column corresponds to
the rank within such document of the keyphrase in the corresponding cell.

A basic example profile, created from two documents about Italian cuisine
and a the animation picture “Akira”, respectively, might result in the array:
P ={{pizza, lasagne, tiramisu},{akira, anime, film}}.

We name P and Retr the arrays of UM profile keyphrases and of retrieved
document keyphrases, respectively. We call Retri the document represented in
the i-th row in Retr and Pn the one represented in the n-th row of P 3.

We define w(kij , Pn), i.e. the relevance of kij (the j-th keyphrase extracted
from Retri) with respect to Pn (the n-th document in P ), as:

w(kij , Pn) =

{
|Retri|−j
|Retri| , kij ∈ Pn

0, otherwise
(1)

The total relevance of Retri with respect to P , wP (Retri), is defined as the
maximal sum of the relevance of its keyphrases, obtained for all the rows in P 4:

wP (Retri) = maxn∈P

∑
kij∈Retri

w(kij , Pn). (2)

5.2 Final Answer Ranking

Having computed a relevance score for each document retrieved for the query,
the personalized version of YourQA uses the following answer ranking criteria:
1. Similarity of the answer passage to the question;
3 While column index reflects a ranking based on the relevance of a keyphrase to its

source document, row index only depends on the name of such document.
4 Keeping the relevance computation separated across the single documents (rows) in

the profile prevents errors: we want to avoid a profile about programming and Greek
islands to result in a high weight for a document about the Java island.
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2. Relevance of the passage’s source document with respect to the UM profile;
3. Google rank of the source document.

In Figure 1.(c) for instance, the answer is targeted at a user interested in
architecture, hence the high relevance of a result about a building.

Table 1 compares the results of the query: “UM conference” when no profile is
used and when a profile containing the keyphrase “user modelling” is active. In
the second case, the profile keyphrases disambiguate the query and contribute
to a higher ranking of answers related to user modelling (potentially more in-
teresting to the user). Considering that in a QA system the list of answers is
rarely supposed to include more than five results, filtering based on the UM can
dramatically improve the relatedness of answers to the user profile.

Table 1. Meaning of “UM” in the 10 top answers to: “UM conference”

Rank Profile OFF Profile ON Rank Profile OFF Profile ON
1 Uni. Miami User Modelling 6 Uni. Michigan Utd Methodism
2 Uni. Montana User Modelling 7 Uni. Michigan Uni. Michigan
3 undetermined Uni. Miami 8 Uni. Michigan Uni. Miami
4 Utd Methodism Uni. Montana 9 User Modelling Uni. Michigan
5 Uni. Miami undetermined 10 User Modelling Uni. Michigan

6 Discussion and Related Work

Although as explained in Section 1, the intuition behind the above approach is
not new [12], this paper describes to our knowledge the first fully implemented
and evaluated application of user modelling for QA.

As in standard IR, a key issue in pursuing personalization is that this must
not be at the cost of objectivity. We believe that this is the case in our approach
for two main reasons: first, due to the limited number of keyphrases extracted
from documents, when common keyphrases are found between one document in
the UM set and one in the Retr set, it appears worthwile to point out to the
user that such document is very relevant to his/her profile.

Second, the compatibility of a given document with respect to a given user
model is always a secondary ranking criterion to the semantic similarity to the
query; profile match is only considered in case of a tie between candidate answers.

6.1 User Modelling as a Form of Implicit Relevance Feedback

Our approach to user modelling can be seen as a form of implicit (or quasi-
implicit) relevance feedback, i.e. feedback not explicitly obtained from the user
but inferred from latent information in the user’s documents.

Indeed, we take inspiration from Teevan et al.’s approach for personalized
search [7], computing the relevance of unseen documents (such as those retrieved
for a query) as a function of the presence and frequency of the same terms in a
second set of documents on whose relevance the user has provided feedback.
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More specifically, for each of the N documents retrieved for a query, and
for each term ti ∈ N , the number of documents ∈ N containing ti, ni, is
computed. The relevance of term ti with respect to the current user is then:
w(ti) = log (ri+1/2)(N−ni+1/2)

(ni+1/2)(R−ri+1/2) , where R is the number of documents for which
relevance feedback has been provided (i.e. documents which have been indexed),
and ri is the number of documents which contain ti among the R examined.

We interpret R as the set of documents composing the user model profile, while
N evidently corresponds to the set of documents retrieved by YourQA during
document retrieval. Moreover, instead of handling all the terms contained in the
user’s documents (which can be costly and introduce noise), we use the informa-
tion deriving from keyphrase extraction and only analyse the terms contained
in the keyphrase arrays P and Retr.

Relevance based on profile keyphrases. Teevan’s relevance formula ac-
counts for the frequency of a term within the document it is contained in and
across the documents in the set, computing the log product between ρi =

(ri+1/2)
(R−ri+1/2) and νi = (N−ni+1/2)

(ni+1/2) . This product can be seen as a TF × IDF

measure, as ρi accounts for term frequency in documents for which relevance
feedback has been given, and νi accounts for inverse document frequency.

In YourQA, this frequency-related information is already available from key-
phrase extraction: Kea classifies a term as a keyphrase for a document if it
occurs frequently in such document (high TF) and not too frequently in the
other documents under exam (low DF). We can assume that if a term ti is a
keyphrase for some document in P , then ρi ≈ 1

R . Similarly, νi ≈ N if ti is a
keyphrase for some document in Retr. Hence, when ti ∈ P , w(ti) ≈ ω = log N

R ,

i.e. we can approach w(ti) by a constant. This yields: w(ti) =
{

ω, ti ∈ P
0, otherwise

.

The final relevance formula in (1) is a refined version of the former where the
relevance is normalized and sensitive to keyphrase rank.

7 Evaluating Personalized Question Answering

In designing an evaluation method for personalized QA, our aim was to assess
whether user-adaptive answer filtering would be positive in terms of answer
usefulness and, in any case, whether it would be perceived at all.

Since to our knowledge there is no published work on the evaluation of user-
adaptive QA, we drew our evaluation guidelines from general work on user-
adaptive system evaluation [13] and from the closest domain to QA for which
this exists: personalized search [12].

As personalized search is a form of IR, its typical evaluation metrics are
precision and recall, where precision is measured in terms of user satisfaction.
An example of such evaluation is the one for UCAIR [14], a search engine plugin
which re-orders the list of results with respect to the user’s information need
model (this is based on his/her browsing actions). Here, the baseline system for
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evaluation is the underlying search engine, and the application’s performance
metric is result precision at different recall levels.

In our evaluation, we tested the impact of the YourQA user modelling compo-
nent by using as a baseline the default version of YourQA where such component
is inactive, as exposed in Section 7.1.

7.1 Evaluation Methodology

Our evaluation experiment was taken by twelve adult participants from different
backgrounds and occupations. The experiment involved the following two phases.

First phase: profile design. In the first phase, participants were invited to
explore the Yahoo! Directory (http://dir.yahoo.com) and provide 2-3 cat-
egories of their interest. Moreover, they were invited to brainstorm as many
keyphrases as they wanted relating to each of their chosen categories.

Keyphrases were used to create offline individual profiles to be loaded into
memory in the following phase. For each profile domain, related queries were
elaborated in such a way that the system’s answers would be different when
the UM-based filtering component was active (to ensure that the final answer
ranking would be affected by the use of the profile), and entered in one set.

Second phase: QA. Participants were then assigned an instruction sheet with
three tasks. Each task started with one of three fixed queries to be typed in
YourQA, chosen from the previously compiled query set with specific criteria:

QA: related to one of his/her interest domains, answered using his/her profile;
QB: related to a different interest domain of the same user, answered using a
baseline QA (i.e. YourQA without user modelling);
QC: related to another user’s profile, with no overlap with the current user’s
profile; answered using the baseline QA system5.

QA tests YourQA’s personalization abilities; hence it was chosen for each user
so that the final list of answers would be affected by the UM component.

QB represents the baseline QA system: its role is to compare YourQA to a
state-of-the art system under the same experimental conditions.

QC is an additional, “control” baseline query whose role is to check if there
is a bias in the user towards questions relevant to his/her profile. Also, since the
same queries were used as QA and QC for different users, we could compare the
answers given to each query when the UM profile was active and when not.

For each query, the top five answers were computed in real time by the QA
system by switching off reading level filtering to minimize biases.

Questionnaire. As soon as each query’s results were available, the users had to
answer the following four questions on the instruction sheet. First, for each of
the five results separately:

TEST1: This result is useful in answering the question: Yes / No
5 Since by construction there is no common keyphrase between the current profile and

the retrieved documents, by (1) the output is the same as if the profile was used.

http://dir.yahoo.com
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TEST2: This result is related to my profile: Yes / No

Finally, for the five results taken as a whole:

TEST3: Finding the information I wanted in the result page took :
(1) Too long, (2) Quite long, (3) Not too long, (4) Quite little, (5) Very little

TEST4: For this query, the system results were sensitive to my profile:
Yes / No / Don’t know

The questionnaire provides a qualitative assessment of the effects of user mod-
elling, which are tested at user level to eliminate the nuisance introduced by
cross-user evaluation [13]. Each question relates to a separate factor:

TEST1 measures the perceived usefulness of each result in answering the cor-
responding query. This measurement corresponds to the standard user-centered
precision metric applied by other personalized IR applications, such as [14].
TEST2 measures the perceived relatedness of the answer content with respect
to the profile. TEST3 measures the user’s satisfaction with respect to the time
taken browsing results, while TEST4 measures the perceived profile sensitivity
in answering the query overall (i.e. not with respect to the individual answers).

Interaction logs. Users interacted with YourQA on a workstation equipped with
MORAETM (www.techsmith.com/morae), a commercial, non-intrusive soft-
ware able to record the user’s activity while carrying on a task. Interaction logs
were recorded to measure the time taken to find information and to complete
and understand user comments and questionnaire answers.

8 Evaluation Results

Answer usefulness (TEST1). Table 2 reports the average and standard devi-
ation of the number of answers judged useful for each query (answers to TEST1).
These were compared by carrying out a one-way analysis of variance (ANOVA)
and performing the Fischer test using the usefulness as factor (with the three
queries as levels) at a 95% level of confidence. This revealed a significant dif-
ference in the specific contrast between QA and QC (linear F= 5.86, degrees of
freedom = 1,11, p = 0.034), suggesting that users are positively biased towards
questions related to their own profile when it comes to perceived utility.

However, we did not find a significant difference overall, hence not between
QA and QB, therefore we cannot prove that there is a significant impact in utility
when the UM is active. We believe that this may be due to the fact that our
study involved a limited number of users and that their judgments may have
been “distracted” by other aspects of the system, such as the response time.

To further investigate perceived utility, we counted for each query q the num-
ber of answers judged useful by the user to which q had role QA (i.e. was ad-
dressed by the personalized QA system). We counted the occurrences of the
same answers in the list of results to the user for which q had role QC (i.e.
when results were not affected by personalization). The paired t-test showed a

www.techsmith.com/morae
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statistically significant difference (p = 0.006), so we can say that for the same
questions, useful answers are more likely to occur when profile filtering is active.

As a final remark, the number of users finding each single answer to QA useful
started high for the first result and tended to decrease with the answer rank,
as visible in Figure 2.(a). In contrast, the usefulness of answers to QB and QC

exhibited a more random allure. However, when we performed the Friedman test
on these values, we did not find a significant difference, probably because the
data came from five measurements (i.e. ranks) only. In the future, we will elicit
Likert scale answers instead of Yes/No answers for a more fine-grained analysis.

Answer relatedness (TEST2). To analyze the answers to TEST2, which
measured the perceived relatedness of each answer to the current profile, we
computed the ANOVA table on the data in Table 2, row 2. We used the number
of answers judged as related as the independent variable and the three queries
as factors. This time, the results showed an overall significant difference (F=
11.9, d.f. = 1,11, p < 0.001). These results confirm that answers obtained with-
out using the users’ profile were perceived as significantly less related to those
obtained using their own profile, i.e. there is a significant difference between QA

and QB. As expected, the difference between QA and QC (where the question
is unrelated to the profile) is even more significant.

Once again, we observed that the perceived relatedness of the results to QA

tended to be higher for the first ranked answers and to slightly decrease with
the answer rank (see Figure 2.(b)). For QB, the result relatedness was generally
lower and seemed to follow a more irregular pattern; this makes sense as the
profile ranking was not active. For QC , the result relatedness was much lower
and again did not exhibit a descending pattern across the rank as the relatedness
for QA did. However, from Friedman’s ANOVA we can only call QA’s descending
pattern a trend, as 0.05 < p = .098 < 0.1 (F=8.2, d.f.=4).

Time spent looking for answers (TEST3). In formulating TEST3, we
assumed that profile-based QA would help users find interesting information
more quickly. However, the time question proved problematic: we noticed from
user comments and MORAE logs that such time was often mistaken with the
perceived duration of the document retrieval phase. Another factor making time
difficult to interpret is the fact that the system was previously unknown, hence
examining the results to the first query took longer than the following ones.

Furthermore, several users mistook the time spent looking for information
with the time spent actively browsing the result page and clicking on the result
links to read interesting information; to these users, a longer browsing time
probably meant better fitness of the answers to the profile. Hence, we decided
to discard time as a source of information in the current study and plan to
re-formulate the TEST3 in the future.

Profile sensitivity (TEST4). One surprising result from the questionnaire
was that although for each user QC was selected to be as unrelated as possible
to his/her categories, the latter did not always realize that their profile had no
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(a) (b)

Fig. 2. Answer usefulness (a) and relatedness to profile (b): number of users vs rank

Table 2. Perceived answer usefulness and relatedness to the user profile

Measurement QA QB QC

Perceived usefulness 0.6±1.42 0.5±1.57 0.45±0.29
Perceived relatedness 0.7±1.38 0.5±1.98 0.22±1.88

role in answering such query (perhaps the wording “the system’s answers were
sensitive to my profile” was ambiguous).

In any case, the perceived relatedness to the user’s profile of the answers as
a whole, i.e. the profile sensitivity of the system in answering the query alto-
gether, was sensibly higher for QA (0.92±0.27) than for QB (0.5±0.52) and QC

(0.28±0.47). We computed the ANOVA table using as a variable the number
of users agreeing that the system had been sensitive to their profile in answer-
ing the current query and the three queries as factors. This gave a significant
difference between each query (F= 22, d.f.=1,11, p < 0.001), confirming that
users perceived the sensitivity of the system to their own profile when the UM
component was active.

9 Conclusions and Further Work

We present an efficient and light-weight method to personalize the results of
a web-based question answering system based on a user model. We show how
individual users’ interests can be extracted automatically from their documents
and how they can be used to filter and re-rank the answers to their queries.

We introduce a user-centered evaluation methodology for personalized QA
and report the results of an actual evaluation, where we found a statistically
significant improvement when filtering answers based on the users’ profile in
terms of both perceived answer usefulness and profile relatedness.

Our future work will further integrate the user modelling component and the
core QA component of YourQA to allow dynamic updates of the UM based on
previous information-seeking history.



User Modelling for Personalized Question Answering 397

Acknowledgements. We are indebted to Prof. Helen Petrie for her advice on user
model evaluation, as well as for contributing resources to our user experiments.

References

1. Belkin, N.J., Croft, W.: Information filtering and information retrieval: Two sides
of the same coin? Communications of the ACM 35, 29–38 (1992)

2. Kobsa, A.: Generic user modeling systems. User Modeling and User-Adapted In-
teraction 11, 49–63 (2001)

3. Voorhees, E.M.: Overview of the TREC 2003 Question Answering Track. In: Pro-
ceedings of TREC (2003)

4. Kwok, C.T., Etzioni, O., Weld, D.S.: Scaling question answering to the web. In:
Proceedings of WWW (2001)

5. Ardissono, L., Console, L., Torre, I.: An adaptive system for the personalized access
to news. AI Commun. 14, 129–147 (2001)

6. Magnini, B., Strapparava, C.: Improving user modelling with content-based tech-
niques. In: Bauer, M., Gmytrasiewicz, P.J., Vassileva, J. (eds.) UM 2001. LNCS
(LNAI), vol. 2109, Springer, Heidelberg (2001)

7. Teevan, J., Dumais, S.T., Horvitz, E.: Personalizing search via automated analysis
of interests and activities. In: Proceedings of SIGIR ’05, pp. 449–456. ACM Press,
New York, NY, USA (2005)

8. Quarteroni, S., Manandhar, S.: Incorporating user models in question answering
to improve readability. In: Proceedings of KRAQ’06 (2006)

9. Witten, I.H., Paynter, G.W., Frank, E., Gutwin, C., Nevill-Manning, C.G.: KEA:
Practical automatic keyphrase extraction. In: ACM DL, pp. 254–255. ACM Press,
New York (1999)

10. Lashkari, Y., Metral, M., Maes, P.: Collaborative interface agents. In: Proceedings
of AAAI’94 (1994)

11. Li, X., Roth, D.: Learning question classifiers. In: Proceedings of ACL’02 (2002)
12. Brusilovsky, P., Tasso, C.: User modeling for web information retrieval. Special

issue of User Modeling and User-Adapted Interaction 14 (2004)
13. Chin, D.N.: Empirical evaluation of user models and user-adapted systems. User

Modeling and User-Adapted Interaction 11, 181–194 (2001)
14. Shen, X., Tan, B., Zhai, C.: Implicit user modeling for personalized search. In:

Proceedings of CIKM ’05, pp. 824–831. ACM Press, New York, NY, USA (2005)



A Comparison of Genetic Algorithms for

Optimizing Linguistically Informed IR in
Question Answering

Jörg Tiedemann

University of Groningen, Alfa Informatica,
P.O. Box 716, 9700 AS Groningen, The Netherlands

j.tiedemann@rug.nl

Abstract. In this paper we compare four selection strategies in
evolutionary optimization of information retrieval (IR) in a question
answering setting. The IR index has been augmented by linguistic fea-
tures to improve the retrieval performance of potential answer passages
using queries generated from natural language questions. We use a ge-
netic algorithm to optimize the selection of features and their weights
when querying the IR database. With our experiments, we can show
that the genetic algorithm applied is robust to strategy changes used
for selecting individuals. All experiments yield query settings with im-
proved retrieval performance when applied to unseen data. However, we
can observe significant runtime differences when applying the various
selection approaches which should be considered when choosing one of
these approaches.

1 Introduction

Information retrieval (IR) techniques are used in question answering (QA) to
select relevant passages from large document collections that may contain an-
swers to a given natural language question. Spotting answers in large collections
is expensive and the purpose of IR is to reduce the search space for the an-
swer selection modules. There are two main strategies: (1) a two-step strategy
with a retrieval of documents first and a passage selection thereafter (see for
instance [1], and, (2) a one-step strategy of directly retrieving passages instead
of documents (see [2] for a comparison of different approaches). Our approach
implements the second strategy and we will refer to it as passage retrieval in
remaining parts of the paper.

Passage retrieval in QA is different to common IR in at least two points: First
of all, the segmentation size of the document collection is different (passages
instead of documents). However, we assume that standard IR techniques work
well also on units smaller than documents which is also supported by our exper-
iments. A passage in our case is a well-defined paragraph marked as such in the
document collection. Secondly, passage retrieval relies on queries generated from
a natural language question instead of a user-defined keyword query as it is in
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ordinary IR. Today’s users of IR engines (such as Google) are trained to tune
their keyword queries to get close to the desired result whereas a QA system
does not get more information than a well-formed natural language question.
The consequence of this is that the passage retrieval module in a QA system
has to maximize the use of all linguistic clues in the given question not only
the lexical ones. In our approach we apply robust syntactic parsing to obtain
additional linguistic features to facilitate the retrieval component in matching
questions with relevant paragraphs. More details will be discussed in section 2.

Important for the success of passage retrieval extended with linguistic features
is a careful selection and combination of clues that help to improve retrieval per-
formance [3]. A brute-force selection of all features would make a query too spe-
cific in many cases. Hence, retrieval performance may even go below the baseline.
However, selecting and weighting appropriate features is far from straightforward
considering the enormous feature space defined in our module (see section 2).
Hence, an automatic optimization process is needed to fit query parameters in
such a way that they produce an optimal retrieval performance. For this, we ap-
ply a genetic algorithm (GA) that runs the passage retrieval for a given training
set of questions (and their answers) with various settings. The success (fitness)
is measured in terms of mean reciprocal ranks which is taken to be the objective
function to be optimized. Genetic algorithms can be seen as an umbrella term
for several stochastic optimization procedures. A lot of variants have been pro-
posed with various parameters to be specified. One of the important operations
in GAs is the selection of individuals to be considered in producing the next
generation. In this paper we focus on the comparison of four different selection
strategies applied to our task. Section 3 provides details about the implemen-
tation of our GA. Section 4 describes our experiments and, finally, section 5
includes discussion and conclusions.

2 Linguistically Informed IR for QA

Our work is focused on Dutch open-domain question answering. There are two
strategies implemented in our QA system [4], one using previously extracted
fact databases and a look-up strategy and the other using passage retrieval and
“on-line” answer extraction from unrestricted text. We are only interested in
the latter where passage retrieval is crucial. All our experiments are carried with
data from the QA tasks at the Cross-Language Evaluation Forum (CLEF).

In our QA system we make heavy use of deep syntactic analysis in all mod-
ules of the system. The entire Dutch document collection used in CLEF (about
80 million words) has been parsed off-line using the wide-coverage dependency
parser Alpino [5]. This enables us to use various linguistic features provided
by the parser when building the IR index. Alpino produces not only syntac-
tic dependency relations but also adds part-of-speech tags, named entity labels
and lexical roots. It also detects certain multi-word units and splits compounds.
From this we extract various features and feature combinations to be included in
the IR index. Each feature type is stored in a separate index field using Lucene
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as our IR engine [6]. In the current settings we define the following 14 feature
types: text (plain text tokens as used in standard IR including a Dutch stem-
mer and stop word filtering), root (lexical root forms), RootPos (root forms
together with their part-of-speech labels), RootHead (root form bigrams of syn-
tactic head-dependent pairs), RootRelHead (the same as RootHead but together
with the name of the relation between head and dependent), RootRel (the root
form of a word and the relation type to its head), compound (compounds in
concatenated and split form), mwu (multi-word units), ne (words labeled as
any named entity), nePER (words labeled as person name), neLOC (location
names), neORG (organization names) and neTypes (named entity labels occur-
ring in the paragraph). All paragraphs from the CLEF corpus are indexed along
these dimensions.

Querying such an extended IR index can now be done in various ways. Each
index field can be queried independently but also combined in a boolean or dis-
junctive way. Naturally, each question has to be analyzed first in the same way
as the corpus in order to obtain the same features to be matched with the in-
dex. Using an analyzed questions we can define further constraints to make a
fine-grained selection of keywords to generate a query that will be passed on to
the IR engine. For example, we may restrict RootHead keywords taken from a
question to such words only that have been labeled as nouns. Such restrictions
give us a wide variety of query parameters in terms of feature type selection
and feature constraints. Furthermore, each keyword in a query can be weighted
individually using Lucene’s query language. In this way, they can be balanced ac-
cording to their importance. They can also be marked as required. In our module
we define one weight per feature type and feature constraint. Furthermore, the
Lucene query language includes proximity restrictions as well. Queries can be
constructed where certain keywords have to appear in a given window of items
in matching documents. Here, the window size can be variated. In our module
we include one window size parameter per constrained feature type for which
proximity queries are feasible1. In order to reduce the number of parameters we
define a small sub-set of constraints to be used in keyword selection. Finally, we
also define another parameter with regards to the question type. The QA system
analyses the question before running IR and, hence, we know its question type
which can be mapped to an expected answer type. In many cases, this corre-
sponds to a named entity of a certain type. In such cases we can include a named
entity label corresponding to the question type as additional keyword querying
the neTypes field. Obviously, this keyword can also be weighted in the same way
as other keywords. The following list summarizes the query parameters in our
system:

feature type: one of 14 fields in the IR index + question type keywords
selection constraint: keyword selection constraints: part-of-speech (name,

noun, verb, adjective); relation type (direct object, modifier, apposition,
1 Feature type fields such as compounds, MWUs and named entities contain only se-

lected tokens from each paragraph without position information. Therefore it makes
no sense to query these fields with token window restrictions.
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subject); all combinations of constraints and feature types are considered
discarding only those that do not produce any keyword in the entire train-
ing set of questions

keyword weights: one weight per feature type + keyword constraint (for in-
stance the weight for root keywords restricted to nouns in a question is a
different parameter to root keywords restricted to words in an object rela-
tion)

window sizes: one size per feature type + keyword constraint (in the same
way as for keyword weights)

Queries are constructed by disjunction of sub-queries corresponding to one of
the index fields. Proximity queries are separate sub-queries. Some query para-
meters will refer to the same keywords corresponding to the same index field.
We apply simple preference rules in these cases in order to create sub-queries
with such overlaps. We define that more specific parameters overwrite less spe-
cific ones. More specific parameters refer to the ones with stronger constraints.
Here, we define that relation type constraints are stronger than part-of-speech
constraints.

3 A Genetic Algorithm for Query Optimization

As described in the previous section, there is a large variety of possible queries
that can be constructed from a given question using the features provided by
the parser. There are 292 open parameters (weights and window sizes) to be
considered using our limited set of part-of-speech and relation type constraints
and after filtering out keyword constraints which are not instantiated in the
training data. Thus, the search space is huge and interactions between the vari-
ous parameters are unknown. A brute-force search is not feasible and individual
optimization of the various parameters cannot be successful because of the de-
pendencies between them. Genetic algorithms on the other hand provide efficient
stochastic search strategies for optimizing a target in large spaces with unknown
landscapes. They have been applied before in information retrieval for rank-
ing optimization and relevance feedback among others [7,8,9,10,11,12,13,14,15].
In GAs, the optimization criterion can be rather indirect in form of a fitness
function defined over individuals in a population representing settings in the
application under consideration.

In our implementation we use the following general setup:

Representation of individuals: Parameters settings are directly encoded in
individuals without mapping them into binary genetic sequences. Each query
parameter can be seen as a gene. Not all parameters have to be present
(which corresponds to a weight of 0)

Fitness: We use mean reciprocal ranks of paragraphs returned by the IR en-
gine for questions in a given training corpus. We retrieve 20 paragraphs per
question and use simple string matching to check if an accepted answer is
included in a paragraph.
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Population size: 100 individuals
Initialization: The initial population consists of 100 unique individuals cre-

ated from scratch by mutation operations.
Mutation: Several mutation operations with fixed probabilities have been de-

fined: adding a parameter to the current settings (probability of 0.2), re-
move a parameter (probability 0.1), change the weight/window size of one
randomly selected parameter (probability 0.2) and set the required marker
(probability of 0.01).

Crossover: Select 20% of the current population to survive. The remaining
part will be replaced by new offspring created using crossover. Individuals
are selected from the current population to be parents of new offspring to fill
the next generation. Crossover in our setup works as follows: One offspring is
created by merging parameter settings of two parents. Here, we compute the
arithmetic mean of weights and window sizes. Required markers overwrite
weights. Mutation operations are applied to each new offspring with the
probabilities specified above.

Termination: The genetic algorithm is stopped after 5 generations without
any improvements observed.

The settings above are fixed. There is still one important operation missing
in defining the genetic algorithm: The selection strategy. Several strategies have
been proposed and the following are implemented in our module:

Roulette: Probabilistically select individuals according to their fitness. The
likelihood to be selected is defined as follows:

P (Ii) =
fitness(Ii)∑p

j=1 fitness(Ij)

Unique Roulette: Same as roulette selection but with the additional con-
straint that selected individuals have to be unique (do not select one indi-
vidual twice).

Tournament: Uniformly select 2 individuals from the current population and
select the one with the higher fitness.

Top-N/uniform: (deterministically) select N individuals from the current
population with the highest fitness scores. From this selection uniformly
select parents to create new offspring.

In the first three strategies pairs of parents are taken in the same order they
are selected. The crucial difference in the last strategy is that individuals below
a certain threshold are never selected whereas in the other strategies all indi-
viduals have a chance to produce new offspring. Another difference of the top-N
selection strategy is that it is not necessary to wait for an entire new generation
to perform the selection because it is probabilistic among all living individuals.
Hence, new offspring can be produced at any time by randomly selecting parents
from the top N individuals. Our implementation makes use of this feature by
adding a new offspring at each time a fitness score for another individual in the
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current population is computed. In other words, we always fill empty slots as
soon as an IR run is finished. This also implies a slight change in the termination
criterion. The optimization process stops now after a sequence of 500 individuals
(corresponding 5 generations) for which no improvement has been found with
regards to the currently highest fitness score.

The impact of the four selection strategy on the optimization procedure is
described in the next section using experiments with the CLEF data.

4 Experiments

4.1 Comparing Selection Strategies

In our experiments we used data from the Dutch question answering track at
CLEF from the previous years. The CLEF corpus has been indexed using the
techniques described earlier. For training (measuring fitness in the genetic al-
gorithm) we used 577 questions from the QA tasks in 2003 and 2005 and for
evaluation we used 200 questions from 2004. All the data is annotated with the
correct answer strings which we use to judge retrieved paragraphs.

One of the advantages of genetic algorithms is that they can easily be paral-
lelized, i.e. new offspring can “develop” in parallel to build up a new generation.
Taking advantage of this feature we made use of the HPC cluster with its 200
nodes provided by the High Performance Computing Center of the University
of Groningen. The jobs running IR with various settings are distributed among
the nodes and a server process collects the results in terms of fitness scores and
creates new generations.

In order to illustrate the differences in using various selection strategies we
collected the intermediate results after each 10 individuals tested. We ran the
optimization process four times for each selection strategy in order to compare
their runtime behavior and their impact on the final result. Figure 1 shows the
plots of the top fitness scores2 on training data for the four strategies imple-
mented.

The evolutionary algorithm optimizes the IR settings in all cases with fitness
scores significantly above the baseline scores (standard plain text IR, see table 1).
Due to the randomized search each run is unique and produces a different output
after termination. However, the development of the fitness scores is rather simi-
lar for all experiments. Top-N optimizations seem to be a bit smoother than the
other approaches due to a larger number of improvement steps. It also reaches
the highest overall score (0.628) and produces the “fittest” individual on average
(see table 1). Despite their strict selection strategy top-N optimization processes
run on average longer than the others exploring the search space well. An excep-
tion is one experiment which terminates extremely early indicating the strong
impact of the initial population on this approach. The other experiments using

2 The overall highest scores are used disregarding whether the corresponding individ-
ual is still part of the current population or not. However, in top-N it is always part
of the population by definition.
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Fig. 1. Training with different selection strategies

probabilistic selection strategies on the other hand seem to develop a bit slower
than the top-N approach which often causes an early termination.

Let us now look at the corresponding fitness scores measured on unseen eval-
uation data. In figure 2 top fitness scores are plotted in the same way as above
using the optimized settings found on training data but applied to our test set.

Obviously, the picture on evaluation data is much more blurred. The fitness
scores do not improve monotonically but nevertheless the main tendency is an
iterative increase even on unseen data. All experiments using the four different
selection strategies produce improved settings for the passage retrieval compo-
nent in our question answering task with MRR scores above the baseline in all
runs.

There are several differences between the individual experiments that can
be observed. First of all, the development of the fitness scores in the top-N
selection strategy is much more consistent than for the other approaches and
improves in a rather similar way in all four experiments we ran. This is due to
the strict selection method dismissing all individuals below a certain threshold.
In the top-N strategy only the best individuals are used and new offspring are
based on their settings which makes the optimization process more deterministic.
The other probabilistic selection strategies give individuals with lower fitness
scores a chance to survive. This results in a larger variation and, usually, a
slower optimization process. To illustrate these differences, the fitness scores of
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Fig. 2. Different selection strategies on evaluation data

all individuals tested during two experiments are plotted in figure 3, one using
the roulette selection strategy and the other one using top-N/uniform selection.

As we can see in figure 3, the development of the population is less monotonic
when applying the roulette selection strategy than for the top-N strategy because
of the larger influence of individuals with lower fitness on the creation of new
generations.

Despite the fact that the selection of individuals in top-N is very strict its
parent selection is very liberal. All “living” individuals have the same chance
to be selected which reduces the effect of crowding, in which certain individuals
dominate a population because of their superior fitness. Crowding often has
a negative effect on a genetic algorithm causing the process to get stuck in a
local maximum early. The liberal parent selection might be the reason why this
effect does not seem to appear as much in the top-N selection approach as it
would be expected considering the deterministic selection of individuals. In fact,
top-N optimization processes run on average longer than the other experiments
we carried out. Furthermore, the overall best setting according to MRR scores
on evaluation data is again found by the top-N approach (0.585). It can also
be noticed that the probabilistic selection approaches seem to struggle more
with overfitting problems compared to the top-N approach. Especially in the
tournament and in the unique roulette approach we can observe dramatical
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Fig. 3. Individual fitness scores on evaluation data

drops in fitness during the optimization process when measured on evaluation
data. The selectional restrictions in top-N seem to prevent this to a large extent.

It also has to be noted that all experiments yield different settings and do
not clearly converge to a global optimum. In fact, final settings might differ
very much from each other even though their scores are rather similar. This
is partly due to the nature of our IR parameters which often have very little
impact on the overall retrieval performance. Many of them overlap with each
other and have little influence on the construction of the actual queries. Hence,
various parameters can be selected without changing the retrieval performance
significantly.

4.2 Further Experiments

Family Check. As we discussed in the previous section, crowding can be a
serious problem in genetic algorithms. Certain individuals may dominate the
population so much that new generations are not diverse enough to enable fur-
ther development. The tournament selection provides a solution by uniformly
selecting pairs among all individuals and keeping the winner of each pair. How-
ever, in our experiments no improvement could be observed. On the contrary,
experiments using this approach terminated on average even earlier than the
other experiments which came as a surprise.

Another possibility to avoid crowding is to integrate another restriction to the
selection of parents which we call a family check: Crossover is only allowed for
parents who are not “related”, i.e. they do not share any parents and they are
not children nor grand children of each other. In that way, we expect to produce
a larger variety of settings within each population when performing crossover
with probabilistically selected parents. In contrast to this, we do not expect an
improvement in the top-N strategy using the additional family constraint. On
the contrary, it might even decrease the variety within a population because we
restrict the uniform parent selection which should produce the largest variation
possible. In order to validate our expectations we applied the family check to
two selection strategies: the unique roulette and the top-N/uniform selection.
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Due to time constraints we could only run one experiment for each setting. The
final results are shown in table 1. Unfortunately, it is not possible to draw general
conclusions from a single experiment. However, there seems to be only little
effect of the family check on the unique roulette approach. The final scores are
comparable to the ones without it. However, we could observe less problems with
overfitting in this particular run. Surprisingly, the impact of the family check on
the top-N approach seems to be stronger. Our experiment runs significantly
longer than the average of the other runs without the additional constraints. It
also jumps to a high fitness already at the beginning (above 0.59 on training
data after only 630 individuals) probably due to a “lucky guess”.

Changing Environment. Another (general) problem in optimization is the
effect of overfitting: improvements on training data may lead to decreasing per-
formance on evaluation data as we could see in our previous experiments. One
way to address this problem is to stop early before overfitting starts to happen.
The main difficulty is to determine the right moment. Validation data could be
used for that purpose. Another strategy that can be used in genetic algorithms is
to slightly change the environment in order to prefer individuals with a flexible
nature (assuming that this corresponds to a stronger generalization). We did
an experiment with random environment changes in terms of a variable fitness
function: For each individual 80% of the training data is randomly selected to
determine fitness. This means that individuals with identical settings may score
differently depending on the current training data selected. Table 1 lists the final
scores of our experiments again using unique roulette and top-N as the basic se-
lection strategies. Unfortunately, the results are very disappointing. We expected
to see less overfitting and, hence, better scores on evaluation data for the final
settings when applying variable environments. However, the scores are actually
decreased in both experiment. Fitness measured on training data is comparable
to our experiments with fixed fitness scores but on evaluation data it is much
below their scores. This actually suggests that the new approach overfits even
more which is indeed very unexpected. Further experiments have to be carried
out to verify these observations.

Combination and Summary. Finally, we also combined family check and
variable environments to see their overall effect. The outcome is given in table
1. Again, the results are disappointing which was to be expected considering the
experiments described above. No improvement can be seen, neither in terms of
overfitting nor retrieval performance.

To sum up, table 1 lists all results obtained in our experiments. All of them
yield results that are above the two baselines. Baseline 1 refers to the best-
performing single index field (which also corresponds to standard IR) and base-
line 2 refers to queries that use all index fields with identical weights. The results
compared to the second baseline show that careful selection and weighting is im-
portant to improve passage retrieval results. Simply taking all keyword types
and weighting them uniformly does not yield any considerable improvement as
we can see in the scores on evaluation data.
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Table 1. Summary of all experiments (MRR scores * 100)

training evaluation #individuals

baseline 1 (text) 52.02 49.77 n.a.
baseline 2 (all) 55.64 49.80 n.a.

roulette 59.94±0.37 56.55±0.92 2478±600

unique roulette 59.45±0.99 54.18±1.36 2618±924

tournament 60.38±0.41 56.26±1.17 2215±397

top N/uniform 60.55±1.60 55.89±1.68 2825±918

unique roulette
+ family check 59.16 55.17 3040
+ variable fitness 58.56 50.72 2480
+ family check, variable fitness 61.01 52.63 2640

top N/uniform
+ family check 60.22 54.43 4240
+ variable fitness 61.66 53.58 4070
+ family check, variable fitness 60.93 54.81 3040

5 Discussion and Conclusions

In this paper we compared four selection strategies for a genetic algorithm ap-
plied to the optimization of passage retrieval in question answering. All ap-
proaches yield performance improvements compared to a baseline of standard
plain text retrieval. We could also show that the appropriate weighting and se-
lection of keywords is important to improve retrieval with linguistic features.
Simply using all features does not immediately produce any improvements in
passage retrieval.

According to our experiments changing the selection strategy does not result
in significantly different results in terms of retrieval performance of the final set-
tings. However, we could observe several interesting runtime differences between
the four approaches tested. Selection strategies based on probabilistic selection
tend to converge early whereas a deterministic top-N selection with uniform par-
ent selection runs longer on average resulting in an increased fitness score. We also
investigated the impact of family checking and environment changes (in terms of
variable fitness scores) on the optimization procedure in order to reduce the effect
of crowding and overfitting. However, we could not see any improvements using
these techniques. This has to be investigated further in future work.
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Abstract. Rapid classification of documents is of high-importance in
many multilingual settings (such as international institutions or Internet
search engines). This has been, for years, a well-known problem, ad-
dressed by different techniques, with excellent results. We address this
problem by a simple n-grams based technique, a variation of techniques
of this family. Our n-grams-based classification is very robust and suc-
cessful, even for 20-fold classification, and even for short text strings. We
give a detailed study for different lengths of strings and size of n-grams
and we explore what classification parameters give the best performance.
There is no requirement for vocabularies, but only for a few training
documents. As a main corpus, we used a EU set of documents in 20 lan-
guages. Experimental comparison shows that our approach gives better
results than four other popular approaches.

1 Introduction

The problems of similarities and dissimilarities between different languages and
classification of multi-language documents have many everyday applications.
One of them is automated classification of web pages, required, for instance,
for restricting search only to documents written in a given language. Multi-
lingual institutions, like EU, handle documents in more than twenty languages
and rapid processing of such data is absolutely vital1. Automated classification
of multi-language text has been studied for years and a variety of techniques
give very good results.

In this paper we present a new variant of classification of multi-language doc-
uments based on n-grams. N-grams have been successfully used for a long time
in a wide variety of problems and domains, including text compression, spelling

1 There are 3400 people employed on translation and publications tasks in the Euro-
pean Commission. The annual budget for translations (between 23 languages) tasks
is one billion Euros.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 410–421, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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error detection and correction, information retrieval, automatic text categoriza-
tion, authorship attribution, finding topical similarity between documents, but
also in domains not related to language processing such as music representa-
tion, computational immunology, analysis of whole-genome protein sequences,
protein classification and phylogenetic tree reconstruction (for more details and
references see [14]).There are n-gram based techniques for distinguishing be-
tween documents written in different languages related to the work presented
in this paper [3, 11]. Experimental comparison shows that our variation of n-
grams-based classification is better than four other successful approaches to the
language classification.

Overview of the paper. In Section 2 we give some basic definition and preliminary
information. In Section 3 we describe our methodology for classification of multi-
language documents, and the data we used for our analyses. In Section 4 we
present and discuss our experimental results. In Section 5 we briefly discuss
related work, and in Section 6 we present experimental comparison between our
system and four other language classification tools. In Section 7 we draw final
conclusions.

2 Preliminaries

In this section we give a brief overview of the notion of n-grams, of classification,
and some algorithms for addressing this problem.

N-grams
Given a sequence of tokens S = (s1, s2, ..., sN+(n−1)) over the token alphabet A,
where N and n are positive integers, an n-gram of the sequence S is any n-
long subsequence of consecutive tokens. The ith n-gram of S is the sequence
(si, si+1, ..., si+n−1) [13]. Note that there are N such n-grams in S. There are
|A|n different n-grams over the alphabet A (where |A| is the size of A).

For example, if A is the English alphabet, and l a string over the alphabet A,
l = life_is_a_miracle, then 1-grams are: l, i, f, e, _, i, s, a, m, r, c; 2-grams
are: li, if, fe, e_, _i, is, s_, _a, . . .; 3-grams are: lif, ife, fe_, e_i, . . . ;
4-grams are: life, ife_, fe_i, . . . and so on.

When used in processing natural-language documents, n-grams show some of
its good features:

– robustness: relatively insensitive to spelling variations/errors;
– completeness: token alphabet known in advance;
– domain independence: language and topic independent;
– efficiency: one pass processing;
– simplicity: no linguistic knowledge is required.

The problem with using n-grams is exponential combinatorial explosion. If A
is the Latin alphabet with the space delimiter, then |A| = 27. If one distinguishes
between upper and lower case letters, and also uses numerical digits, then |A| =
63. It is clear that many of algorithms with n-grams are computationally too
expensive even for n = 5 or n = 6 (for instance, 635 ≈ 109).
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Dissimilarity measures
Dissimilarity measure d is a function on two sets of texts P1 and P2 (defining
specific profiles) and it should reflect the dissimilarity between these two. In the
following text, by (dis)similarity of texts we denote a measure of (dis)similarity
of two n-gram distributions.

In [2], some pioneer methods for the authorship attribution problem2 and dis-
similarity measures were discussed. For a range of language processing problems
there were proposed techniques based on n-grams. For the authorship attribu-
tion problem, the bigram letter statistic was used: two texts are compared for
the same authorship, using the dissimilarity formula:

d(M,N) =
∑
I,J

[M(I, J)− E(I, J)] · [N(I, J)− E(I, J)] (1)

where I and J are indices over the range {1, 2, . . . , 26}, i.e., all letters of the En-
glish alphabet; M and N are two texts written in the English alphabet; M(I, J)
and N(I, J) are normalized character bigram frequencies for these texts and
E(I, J) is the same normalized frequency for “standard English”. The technique
is based on the following idea: the smaller d(M,N), the more likely is that the
author of the text N is the same as the author of the text M . As the bigram
frequencies of “standard English” are obviously language-dependent parameters,
another dissimilarity measure is given:

d(M,N) =
∑
I,J

[M(I, J)−N(I, J)]2 . (2)

Following the ideas from [2, 8], a wide range of new dissimilarity functions
were introduced and tested in [14]. The following functions performed best on
different sets of problems:

d′(P1,P2) =
∑

n∈profile

|f1(n)− f2(n)|√
f1(n) · f2(n) + 1

(3)

d′′(P1,P2) =
√ ∑

n∈profile

(f1(n)− f2(n))2 (4)

where profile is a set of all n-grams appearing in P1 or P2 and fi(n) is a normal-
ized frequency for n-gram n in the set Pi. While the function d′′ is widely used,
as far as we know, the dissimilarity function d′′ was introduced recently in [14].

Classification
Given a set of objects, which is partitioned into a finite set of classes, classifica-
tion is the task of automatically determining the class of an unseen object, based

2 The authorship attribution problem is as follows: given texts written by authors A1,
A2, . . . An, and one additional piece of text, guess who of the given authors wrote
that piece of text.
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typically on a model trained on a set of objects with known class memberships.
Classification is a supervised process, in a sense that it typically requires labelled
training data to train a classifier.

We use the following simple classification method based on n-grams [14]: for
a given set of families Pi, i = 1, 2, . . . , k and the given object e, compute the
dissimilarity measures d({e},Pi), i = 1, 2, . . . , k. If the value d({e},Ps) is the
smallest one, then the guess is that e belongs to the family Ps. Thus, the classifi-
cation algorithm is simple and its quality completely relies on the appropriateness
of the dissimilarity measure used. This is essentially the well-known k Nearest
Neighbours (kNN) classification method, with k = 1 [6].

3 Methodology and Data

For classification, we use the algorithm described in Section 2. For dissimilarity
measure, we use the functions d′ and d′′ (as given by the equations (3) and (4)).

Our corpus is made out of documents in 20 European languages available from
the EU web site3. For each language we took 20 documents for the corpus4. These
are not necessarily translations of the same texts. Table 1 shows the list of these
20 languages and their codes.5

Table 1. Language codes

code language code language

cs Czech lt Lithuanian
da Danish hu Hungarian
de German mt Maltese
et Estonian nl Dutch
el Greek pl Polish
en English pt Portuguese
es Spanish sk Slovakian
fr French sl Slovenian
it Italian fi Finish
lv Latvian sv Swedish

We consider the classification in the following way: for each language we ran-
domly take 15 (out of 20) documents as a training corpus, for building n-gram
language profiles. Then we classify the remaining 20×5 documents6 and count a
percentage of correct guesses. The variant of this classification task is as follows:
3 http://europa.eu/
4 The whole corpus is available from:
http://www.fmi.ch/members/andrija.tomovic/corpus-all.zip.

5 Complete Unicode table of language codes can be found at:
http://unicode.org/onlinedat/languages.html

6 Test documents are available from:
http://www.fmi.ch/members/andrija.tomovic/test.zip.
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from the test documents (20× 5 of them) we produce all subsequences of length
L (L=10, 20, 30, . . .) and apply the classification algorithm to these sequences.
The motivation for this experiment is exploring the lower limits in length of
documents for reliable classification.

The algorithm is implemented using Visual C# (Visual Studio 2003) within
a wider application7. The application offers a range of functionalities concern-
ing classification and clustering algorithms and the user can choose between a
number of dissimilarity functions [14].

4 Experimental Results

The basic classification task (classification of 20 × 5 documents) is performed
in the way described in Section 3. Table 2 shows success rates for dissimilarity
functions d′ and d′′.8 It can be seen that the success rate for both functions
is perfect 100% for small values of n. The quality of the results is very high,
especially taking into account that the classification is 20-fold (i.e., each test
document was supposed to be classified into one of 20 categories). As expected,
the success rate decreases as n increases (after some value). Indeed, long (e.g.,
10 characters long) n-grams do not have high frequencies, so the classification
results cannot be very stable. Despite that, success rate for d′ remain 99% for
n = 8, 9, 10, with only one error (one document in the Slovakian language clas-
sified as being in the Czech language). As observed for different domains in [14],
the function d′ performed better than d′′, proving its quality in classification
problems.

Table 2. Success rates for dissimilarity functions d′ and d′′ in classification of multi-
language documents

n 1 2 3 4 5 6 7 8 9 10

d′ 100% 100% 100% 100% 100% 100% 100% 99% 99% 99%
d′′ 100% 100% 100% 100% 100% 99% 92% 88% 84% 28%

The above results show excellent success rate for classification of whole docu-
ments. The question is whether shorter texts would also be successfully classified.
Of course, very short strings (e.g., up to 20 characters) are very unlikely to be
classified with high success rate (since n-gram frequencies in one short string can
be very different than frequencies in the whole of the language). It is interesting
to explore what string length is sufficient for obtaining high (say, more than
99%) success rate in classification. The following experiment is aimed at answer-
ing this question. As in the previous experiment, for each language we take 15
7 The application is available from:
http://www.fmi.ch/members/andrija.tomovic/NgramsApplication.zip

8 All training data and the detailed experimental results can be obtained upon request
from the first author.



A Variant of N-Gram Based Language Classification 415

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340

10

20

30

40

50

60

70

80

90

100

n = 1

n = 5

n = 10

L

success rate (%)

Fig. 1. Success rate for classification of strings of length L, by using n-grams with
different values of n

(out of 20) documents as a training corpus, for building the n-gram language
profile. Then we construct all L-substrings (L-grams) from the remaining 20× 5
documents and count a percentage of correct guesses for these L-grams, as for
strings to be classified. For classification of these strings, we used n-grams for
different values of n. Figure 1 shows the results for n=1, 5, 10, for L=10, 30, . . .
For all values of n, almost perfect success rate is reached for L as small as 300.
For all values of L the success rate was best for n= 5. For n=5, 93% success rate
is reached for L as small as 50, and 99% success rate is reached for L equal 150.
The value n=5 gives the best results because:

– Short n-grams cannot distinguish different languages easily. Namely, different
languages with similar alphabets can have similar frequencies for some n-
grams, and hence, a short test text, with non-representative distribution
of n-grams (non-representative w.r.t. the language it belongs to), can be
wrongly classified.

– Long n-grams have lower and lower frequencies and become more and more
language- and string-specific. Table 3 and Table 4 show the first 10 most
frequent n-grams in training data set for Italian and English. It can be seen
that with higher n, n-grams become highly dependent on the training set.
Long n-grams make better distinguishing between different languages, but
on the other hand, text from the same language which is not from the same
domain as the training data set is difficult to be recognized (this is well-
known over-fitting problem).
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Table 3. The most frequent n-grams (top 10) in training data for the Italian language

n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10

e de di ione zione azione zione de ommission ommissione
i i di ione azion azione zione d azione d mmissione Commissio
e a ion zion zione ione d ione de ione del Commissi Commission
a d re one ation e dell della missione Commissio a Commissi
o o di del dell mento europe mmission zione del mmissione
t on one azio che one de amento ommissio a Commiss la Commiss
r re ne che e del amento delle Commissi missione zione dell
n ti to dell e di sione one del Commiss ione dell azione del
l c zio con del della ssione deputat azione de terrorismo
s er co la del della issione a Commis terroris terrorism

Table 4. The most frequent n-grams (top 10) in training data for the English language

n=1 n=2 n=3 n=4 n=5 n=6 n=7 n=8 n=9 n=10

e th the the n the of the of the European European
e t the of and of th of the European European Parliament
t th he to tion of the Europe uropean arliament Commission
o a ion and ation that uropean on the Parliamen arliament
a he on and n the f the Europea Europea terroris Commissio
i s to tion of t ation on the rliament ommission e European
n n to ing for Europe ropean arliamen Commissio e Commissi
r d of ion of th Europ on the in the rliament he Commiss
s in of ment f the the E in the Parliame Commissi Parliamen
h on an in that uropea in the terroris e Europea he Europea

The results shown in Figure 1 also suggest a general classification strategy:
if the string that is to be classified is shorter than 350, apply the classification
procedure with n=5, otherwise apply the classification procedure with n=1 (be-
cause the success rates are almost equal for n=5 and n=1, and the classification
for larger n is more time-consuming).

In order to make a system more efficient, the option is to take into account only
a certain number of most frequent n-grams (instead of considering all occurring
n-grams). However, in that case, classification with the functions d′ and d′′ is
not perfect for all values of n. The results of classification performed using the
first 100 most frequent n-grams are given in Table 5. For 1-grams results are the
same (perfect 100%) like in Table 2 because there are no more than 100 1-grams.
For 2-grams, 3-grams, 4-grams results are good, because first 100 most frequent
n-grams (n=2,3,4) represents a significant portion of the set of all 2,3,4-grams. In
these cases, the result of the training phase is a set of only 20×100×n characters,
yielding a knowledge sufficient for perfect identification of 20 languages.

We can conclude that our n-grams based technique gives excellent results,
even for 20-fold classification of documents in different languages, and even for
short strings. For this sort of classification, there is no need for vocabularies,
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Table 5. Success rates for dissimilarity functions d′ and d′′ in classification of multi-
language documents using only the first 100 most frequent n-grams

n 1 2 3 4 5 6 7 8 9 10

d′ 100% 100% 100% 100% 90% 68% 54% 35% 35% 27%
d′′ 100% 100% 100% 100% 94% 76% 69% 59% 54% 51%

but only for a very small amount of training data. For training data we used
only 15, rather short documents for each of 20 languages. For instance, training
data for English had a total size of only 52Kb and around 2000 different words
(including different forms).

It is interesting to report on the dissimilarities (based on the given functions)
between profiles for different languages. To a somewhat surprise, these dissimi-
larities are not in accordance with the traditional clustering of languages — for
instance, the English language is closer to the Italic languages than to the Ger-
manic languages (this is true for both dissimilarity functions, for all values of n,
and for the variant with 100 most frequent n-grams used). A possible explana-
tion for this could be that written languages and distributions of their n-grams
do not reflect deeper relationships between spoken languages.

5 Related Work

Automated classification has been studied for years and there is a number of
methods for these problem. Also, there are many techniques for classification
of documents in different languages and many of them give excellent results.
However, some of them use some language-specific knowledge, some are applied
to specific corpora, some are applied over specific sets of languages, and so it
is not easy to make a direct, relevant comparison between different approaches.
In [12] there is a good overview of different approaches to this problem, includ-
ing approaches based on the presence of specific characters, on the presence of
specific letter combinations, on the presence of specific words, on distribution of
n-grams, etc.

The technique presented in [3] is based on using an ad hoc rank order statis-
tic to compare the prevalence of n-grams. The test and training texts are first
tokenized in order to avoid sequences which straddle two words. Comparison
between test and training profiles was based on comparing rankings of the most
frequent n-grams. There are results for 8-fold classification (over 8 languages),
and for test strings long 300 characters or more.

A n-gram-based Bayesian classifier is described in [7]. The technique is domain
independent and does not require tokenization. There are results only for 2-fold
classification (over English and Spanish). As expected, classification success rate
is higher with longer training data and longer test data, and generally better
results are obtained for bigrams and trigrams. For 50Kb of training sets and for
20 bytes of input string, the success rate was 92%, while for 500 bytes of input
string, the success rate was even 99.9%.
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Approach based on n-grams, described in [10], uses simple information theo-
retic principles (perplexity and entropy) in combination with Bayesian decision
theory. That technique has been evaluated on four different languages and four
different text categorization problems.

The technique presented in this paper is similar to the one from [12], but
based on different dissimilarity functions. The technique from [12] is applied to
18-fold language classification and it performs well even with short training and
test data, it is simple and easy to implement. The success rate goes from 78.2%
for 1-grams, for 200 lines of training data, and 1 line of test data, up to 100%
for 2-grams, 2000 lines of training data, and 20 lines of test data.

In a recent paper [9], the problem of identifying language in web documents
is addressed, for which the authors claim that it is more difficult variant of the
problem. The authors use n-grams and several dissimilarity measures and reach
around 91% success rates for 12-fold language classification.

There is another recent paper [4], addressing the problem of language identifi-
cation and some of its hard variants: including distinguishing between European
and Brazilian variants of Portuguese and identifying small tourists advertise-
ments. The proposed, n-gram based, approach was also used for the standard
language identification problem: the system was trained by 235 documents writ-
ten in 19 European languages, and tested by 290 new test samples — once of
size at least 6 lines (with 100% success rate) and once of size 4 lines (with 98.9%
success rate). The system was also tested for identifying European and Brazilian
variants of Portuguese (with 200 training documents and 369 test documents),
reaching 98.37% success rate.

6 Experimental Comparison to Other Tools

We performed the experimental comparison between our system and several
well-known tools:

Xerox language identifier is based on [1]. The algorithm performs the clas-
sification by calculating probabilities, based on n-gram probabilities for each
language from a training data set. It has support for 47 languages.

Unknown language identification 9 is based on the algorithm described in
[5]. The method uses a vector with frequencies of all n-grams for training
profiles. The distance function is defined as cosine function of the angle
between the sample text vector and each of text vector from the library. It
has support for 66 languages.

TextCat is an implementation of the text categorization method described in
[3]. This algorithm is similar to the algorithm proposed here. A preprocessing
of the input text is performed, and digits and punctation are discarded. In
order to generate a profile, the method uses all n-grams for n=1,2,3,4,5
on preprocessed text. Then the first 300 most frequent n-grams are used
by different methods for comparing n-gram profiles. It has support for 77
languages.

9 http://complingone.georgetown.edu/~langid/
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SILC 10 uses Bayesian decision theory and classic Noisy Channel statical ap-
proach. This approach is different from our method and uses only 1-grams
and 3-grams. It has support for 39 languages.

Table 6. Experimental results of four language classification tools

Tool success rate comment

XEROX 99.00% (99/100)
ULI 98.75% (79/80) no support for el,mt,sl,sk
TextCat 97.89% (93/95) no support for mt
SILC 97.33% (73/75) no support for lt,lv,mt,sk,sl

We used the corpus and the test data described in Section 3.11 For testing the
above tools, we used the set of 100 documents that we used as a test set for our
system, so — all systems were ran on the same documents. Some of the above four
tools do not have support for some languages, so the total of available tests was
lower for some tools. Table 6 shows the experimental results. As it can be seen,
all the tools performed in an excellent way, however none of them reached perfect
success, unlike our approach (see the results in Table 2 and Table 5). Despite the
fact that the above tools have support for more languages than our system, the
given results are still relevant and fair. Namely, almost all wrong (5 out of 6) clas-
sifications made by the tested tools pointed to the languages that our system also
has support for(with one exception for SCI). The most frequent error (4 out of 6)
was wrongly classifying czech documents as slovakian and vice versa.

For further evaluation of our method we also used one chapter of the Bible
like in work [10]. In that work authors used translation of one chapter into 6
different languages and achieved 100% accuracy. We used one chapter (Ruth) in
10 different languages. We have used fist two subchapter for the training data
set and the rest for test data. Our approach has achieved 100% accuracy for all
size n-grams.

7 Conclusions

We presented a new variant of a language classification algorithm based on
n-grams (using the dissimilarity function recently introduced in [14]). We
10 http://rali.iro.umontreal.ca/
11 Unfortunately, for most of approaches described in Section 5, data sets and software

which authors used are not publicly, freely available. This makes it difficult to
perform a fair comparison between different existing tools and further evaluation
of the presented method. Trying to promote another practice, we provide all data
and tools which we used publicly availably. A good practice is also using rich sources
of freely available multilingual corpora (and specifying used subsets), such as the
one we use in this paper (http://europa.eu/, http://eur-lex.europa.eu/),
or collections of translations of the Bible (http://bibledatabase.net/,
http://www.biblegateway.com/).
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analyzed its performance on the test documents written in 20 languages. The
results are very good, and they reach perfect 100% success rate for our corpus
of integral documents (for small size of n-grams). There is also high success
rate for very short fragments of test text, reaching 99%, while longer frag-
ments were classified with 100% success rate. These are very good results,
especially taking into account that the classification is 20-fold. This sort of
classification does not require massive vocabularies, but only very few train-
ing documents in different languages. We made an experimental comparison
of our tool with four other language classification tools, and it gave the best
performance. Our classification mechanism is fast, robust, and does not re-
quire any knowledge of the different languages. We believe it can be used in
different contexts, like in multi-lingual institutions, and in Internet search
engines.
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Abstract. Planning as Satisfiability (SAT) is the best approach for op-
timally solving classical planning problems. The SAT-based planner sat-

plan has been the winner in the deterministic track for optimal planners
in the 4th International Planning Competition (IPC-4) and the co-winner
in the last 5th IPC (together with another SAT-based planner). Given
a planning problem Π , satplan works by (i) generating a SAT formula
Πn with a fixed “makespan” n, and (ii) checking Πn for satisfiability.
The algorithm stops if Πn is satisfiable, and thus a plan has been found,
otherwise n is increased.

Despite its efficiency, and the optimality of the makespan, satplan

has significant deficiency related in particular to “plan quality”, e.g., the
number of actions in the returned plan, and the possibility to express
and reason on “soft” goals.

In this paper, we present satplan
≺, a system, modification of sat-

plan, which makes a significant step towards the elimination of sat-

plan’s limitations. Given the optimal makespan, satplan
≺ returns plans

with minimal number of actions and maximal number of satisfied “soft”
goals, with respect to both cardinality and subset inclusions. We selected
several benchmarks from different domains from all the IPCs: on these
benchmarks we show that the plan quality returned by satplan

≺ is often
significantly higher than the one returned by satplan.

Quite surprisingly, this is often achieved without sacrificing efficiency
while obtaining results that are competitive with the winning system of
the ”SimplePreferences” domain in the satisfying track of the last IPC.

1 Introduction

Planning as Satisfiability (SAT) [1] is the best approach for optimally solving
classical planning problems. The SAT-based planner satplan [2,3] has been
the winner in the deterministic track for optimal planners in the 4th Interna-
tional Planning Competition (IPC-4) [4] and the co-winner in the recent IPC-5
(together with another SAT-based planner, MaxPlan [5]). Given a planning
problem Π , satplan works by (i) generating a SAT formula Πn with a fixed
“makespan” n, and (ii) checking Πn for satisfiability. The algorithm stops if Πn

is satisfiable, and thus the plan has been found, otherwise n is increased.
Despite its efficiency, and the optimality of the makespan, satplan has sig-

nificant deficiency related in particular to “plan quality”, e.g., the number of

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 422–433, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



SAT-Based Planning with Minimal-#actions Plans and “soft” Goals 423

actions in the returned plan, and the possibility to express and reason on “soft”
goals. The issues are related with the following facts: in satplan, when solving
the propositional formula Πn, there is no indication of what propositional vari-
ables correspond to actions, and the SAT solver does not perform any kind of
optimization on the number of actions in the plan, treating each propositional
variable in the same way, independently from what it indicates. The makespan
is fixed, but multiple, mutually exclusive (mutex) actions can take place simul-
taneously, even if often not all actions are relevant to reach the goal. On the
other hand, “soft” goals arise in planning problems when there is no possibility
to satisfy simultaneously all the goals, and/or when it is sufficient (from the view
point of the user) that only some of them are satisfied.

In this paper, we present satplan
≺, a system, modification of satplan [3],

which makes a significant step towards the elimination of satplan’s limitations.
Given the optimal makespan, satplan

≺ returns plans with the minimal num-
ber of actions and maximal number of the satisfied “soft” goals, with respect
to both cardinality and subset inclusions. This is achieved by integrating the
optsat solver in satplan. optsat [6,7] is a tool for solving SAT related op-
timization problems based on the state-of-the-art SAT solver minisat. Besides
other features, given a SAT formula Πn and a subset S of the variables in Πn,
optsat returns an “optimal” solution, i.e., a satisfying assignment that mini-
mize/maximize the atom in S assigned to true.

We selected several domains of benchmarks from all the IPCs: on these bench-
marks we show that the plan quality returned by satplan

≺ is often significantly
higher than the one of satplan using both siege and minisat. In particular

– satplan
≺ is usually able to satisfy a number of soft goals which is much

higher than the one of satplan, e.g., there are instances with several soft
goals where satplan

≺ satisfy all (or almost all) soft goals while satplan is
able to satisfy just a few of them.

– satplan
≺ usually returns plans with fewer number of actions than satplan.

Quite surprisingly, this results are often achieved without sacrificing efficiency
while the obtained results are competitive with the winning system of the ”Sim-
plePreferences” domain in the satisfying track of the last IPC, i.e., SGPlan [8],
as shown in [11]. Moreover, a closer look at the performance in terms of metrics
for which satplan

≺ is optimized, i.e., makespan and number of actions in the
plan, in comparison to both satplan and SGPlan, on benchmarks where each
of the solvers satisfies all the soft goals, reveals that (i) satplan and satplan

≺

often return plans with a much better makespan than SGPlan; (ii) on some
benchmarks the reduction in terms of number of actions in the plan returned by
satplan

≺ is very significant; but also that (iii) there are particular instances
in which SGPlan returns plans with fewer actions. Because this is due to the
non-optimal makespan returned, (iii) suggests that is could be useful, in order
to further improve satplan

≺’s performance, to “trade-off” between optimality
of the makespan and optimality of the plan quality.

The paper is structured as follows. In Sec 2 some basic preliminaries about
planning (as satisfiability) are presented. Sec. 3 is devoted to the details on how
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the new features of satplan
≺ are implemented. In Sec. 4 is then shown how to

use satplan
≺, its command line and options. Sec. 5 shows the results we have

obtained with satplan
≺, and finally Sec. 6 draws some conclusions and possible

topics for future research.

2 Preliminaries

Let F and A be the set of fluents and actions, respectively. A state is an interpre-
tation of the fluent signature. A complex action is an interpretation of the action
signature. Intuitively, a complex action α models the concurrent execution of the
actions satisfied by α.

A planning problem is a triple 〈I, tr,G〉 where
– I is a Boolean formula over F and represents the set of initial states ;
– tr is a Boolean formula over F ∪A∪F ′ where F ′ = {f ′ : f ∈ F} is a copy of

the fluent signature and represents the transition relation of the automaton
describing how (complex) actions affect states (we assume F ∩ F ′ = ∅);

– G is a Boolean formula over F and represents the set of goal states.

The above definition of planning problem differs from the traditional ones in
which the description of actions’ effects on a state is described in an high-level
action language like STRIPS or PDDL. We preferred this formulation because
the techniques we are going to describe are largely independent of the action
language used, at least from a theoretical point of view. The only assumption
that we make is that the description is deterministic: there is only one state
satisfying I and the execution of a (complex) action α in a state s can lead to at
most one state s′. More formally, for each state s and complex action α there is
at most one interpretation extending s∪α and satisfying tr. Consider a planning
problem Π = 〈I, tr,G〉. In the following, for any integer i
– if F is a formula in the fluent signature, Fi is obtained from F by substituting

each f ∈ F with fi,
– tri is the formula obtained from tr by substituting each symbol p ∈ F ∪ A

with pi−1 and each f ∈ F ′ with fi.

If n is an integer, the planning problem Π with makespan n is the Boolean
formula Πn defined as

I0 ∧ ∧n
i=1tri ∧Gn (n ≥ 0) (1)

and a plan for Πn is an interpretation satisfying (1). For example, considering
the planning problem of going to work from home. Assuming that we can use
the car or the bus or the bike, this scenario can be easily formalized using a
single fluent variable AtWork and three action variables Car, Bus and Bike with
the obvious meaning. The problem with makespan 1 can be expressed by the
conjunction of the formulas:

¬AtWork0,
AtWork1 ≡ ¬AtWork0 ≡ (Car0 ∨ Bus0 ∨ Bike0),

AtWork1,
(2)
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in which the first formula corresponds to the initial state, the second to the tran-
sition relation, and the third to the goal state. (2) has 7 plans (i.e., satisfying in-
terpretations), each corresponding to a non-empty subset of {Car0,Bus0,Bike0}.
For instance, in the plan corresponding to {Car0,Bus0} both the car and the bike
are used to get to work. If we want to avoid any two actions in {Car0,Bus0,Bike0}
to occur in parallel, the following mutex axioms are to be added as part of the
formulas encoding the transition relation

¬(Car0 ∧ Bus0),¬(Car0 ∧ Bike0),¬(Bus0 ∧ Bike0).

3 satplan
≺ Implementation

satplan
≺ is a modification of the satplan system. When constructing the

SAT formula Πn, a number of information are added to the formula (which in
satplan is specified in CNF format), in order to cope with the specific problem.
If minimization on the number of actions in the Π is considered, the total number
of actions and the list of the propositional variables corresponding to actions are
specified in the comment lines of (the CNF file related to) Πn. The comment
lines also specify if the minimization has to be computed under cardinality or
subset inclusion.

Otherwise, if we are dealing with maximization of the number of “soft” goals
to be satisfied, some of the clauses in Πn have to be modified, resulting in a new
formula Π ′

n. Each clause C ∈ Πn that represents the i-th goal is modified by
adding a “goal selectors” si, i.e., by substituting C with C′ := si∪C. Intuitively,
the clause selectors tell us how many soft goals are satisfied, i.e., assuming C′ is
satisfied, if si is assigned by true this means that clause C′ is satisfied by C,
thus the related soft goal holds; otherwise, if si is assigned by false, this means
that it could be the case that C′ is only satisfied by the clause selector. For the
soft goals, in the command line it is only needed to specify the problem, and the
type of minimality.

Now we explain how optimality is obtained. Consider the set of atoms S to
be the set that should be optimized, i.e., the set of actions in Πn or the set of
the goal selectors. If the optimality is to be performed under subset inclusion, it
suffices to “preferentially” splits on the atom in S, and assign it to false (resp.
true). The resulting satisfying assignment μ of Πn (resp. Π ′

n) is guaranteed
to contain the minimal number of atoms assigned by true (resp. the maximal
number of goal selectors assigned by true), thus resulting in a plan with the
minimal number of actions (resp. the maximal number of soft goals satisfied).

On the other hand, if the minimality is by cardinality, we have to compute
an auxiliary boolean encoding Bool(S) of S whose implementation depends on
whether we rely on (a) a binary or (b) a unary encoding. For any satisfying
assignment μ of Πn, there exists a unique interpretation μ′ to the variables in
Πn∧Bool(S) such that μ′ extends μ and satisfies Πn∧Bool(S). Given an atom p,
consider that μ(p) is 1 if μ assigns p to true, and is 0 otherwise. Bool(S) contains
k new variables bk−1, . . . , b0 such that



426 E. Giunchiglia and M. Maratea

(a) if k = �log2(|S|+ 1)�,
∑

p∈S μ(p) =
∑k−1

i=0 μ(bi)× 2i, or
(b) if k = |S|,

∑
p∈S μ(p) =

∑k−1
i=0 μ(bi).

Intuitively, the goal of points (a) and (b) is to encode an optimization function
(in our case related to the cardinality |S| of the atoms p in S assigned to true)
as a boolean formula Bool(S) which contains a set of atoms bk−1, . . . , b0 that
“characterize” the optimization function.

We considered Warners’ [9] and Bailleux and Boufkhad’s [10] encodings of
Bool(S), denoted with W-encoding and B-encoding respectively, as representa-
tive encodings for (a) and (b), respectively.

1. Warners. It uses a binary representation of integers. This is a linear time
and space encoding, that relies on sums via adder circuits and works directly
with objective functions with weights. In optsat, and thus in satplan

≺,
the encoding is optimized for the non-weighted case, and the size of the
encoding is approximately halved.

Example 1. Consider S = {p1, p2, p3}. Bool(S) is the set of clauses corre-
sponding to the sum of three variables, i.e., {{p7, p4,¬p1}, {p7,¬p4, p1},
{¬p7,¬p4,¬p1},{¬p7, p4, p1},{p6,¬p4,¬p1},{¬p6, p4}, {¬p6, p1}, {p8, p5,¬p6},
{p8,¬p5, p6}, {¬p8,¬p5,¬p6}, {¬p8, p5, p6}, {p4, p2,¬p3}, {p4,¬p2, p3},
{¬p4,¬p2,¬p3}, {¬p4, p2, p3}, {p5,¬p2,¬p3}, {¬p5, p2}, {¬p5, p3}}.

The bi variables are p7 and p8, and this corresponds to
∑3

i=1 μ(pi)=21μ(p8)+
20μ(p7), while p4, p5 and p6 are added by the encoding.

2. Bailleux/Boufkhad (B). In this encoding a unary representation of integers
is used: an integer x s.t. 0 ≤ x ≤ z is represented using z propositional
variables {p1, . . . , pz} with (the first) “x” variables assigned to 1 (true),
and the others to 0 (false). This representation has the property that when
a variable pj has value true, all the variables pw with 1 ≤ w < j, are true

as well; and similarly if pk has value false. The encoding is efficient with
respect to unit-propagation but it adds a quadratic number of new clauses.

Example 2. Consider the same Example used in 1, Bool(S) is now{{¬p6,p1,p4},
{p6,¬p4},{¬p7, p1, p5},{p7,¬p5},{¬p8,p1},{p6,¬p1}, {¬p7, p4}, {p7,¬p1,¬p4},
{¬p8,p5},{p8,¬p1,¬p5},{¬p4,p2,p3},{p4,¬p3}, {¬p5, p2}, {p4,¬p2}, {¬p5, p3},
{p5,¬p2,¬p3}}, in which the bi variables are p6, p7 and p8,

∑3
i=1 μ(pi) =

μ(p6) + μ(p7) + μ(p8), with p8 being the most significant variable (i.e., b2),
while p4 and p5 are introduced by the encoding.

We also exploited a further alternative, modification of the B-encoding, leverag-
ing on its representation. We noticed that the encoding does not take into full
account the relations among the resulting bi variables, e.g., it is safe to enforce
that when bi is assigned to false (resp. true), also bi+1 (resp. bi−1) is as-
signed to false (resp. true) by unit propagation. This is easily done by adding
the clauses {bi,¬bi+1}, i = 0, . . . , v − 1 to the above encoding. Given that this
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modification did not show significant enhancement over B-encoding, we will not
consider it in the design of satplan

≺ and in the experimental evaluation.
Despite the difference in the size of the encodings, the B-encoding has better

computational properties and it has been consistently reported in the literature
to lead to good results [10,12].

Given bk−1, . . . , b0, preferentially and in-order splitting from bk−1 to b0 and
assign it with the “needed” value (i.e., the one resulting from the combination
of optimization and minimality, following the schema of assignment we used
when dealing with a subset inclusion minimality) leads to an “optimal” solution
(see [7] for more details).

As we noticed before, this is achieved by using the optsat system, instead of
invoking a basic SAT solver, like minisat or siege.

A final, important consideration has to be made. We have seen that in the
last IPC-5 satplan was the winner together with MaxPlan. The question
is whether the new features we have proposed can be simply integrated into
MaxPlan. MaxPlan works by firstly estimating an upper bound n of the
optimal makespan, and than (i) generating a SAT formula Πn for the fixed
makespan n, and (ii) checking Πn for satisfiability, by using a modified version
of minisat. The algorithm stops if Πn is unsatisfiable, otherwise n is decreased.
Given this, it should be relatively easy to integrate the new features of satplan

≺

into MaxPlan.

4 satplan
≺ Command Line and Options

satplan
≺ has to be invoked as follows:

./satplan
≺ -solver <> -opt <> -minimality <> -enc <> -problem <> -domain <>

The command line of satplan
≺ is thus very similar to the one of satplan.

Indeed, satplan
≺ accepts all the options of satplan (here we report only the

mandatories “-problem” and “-domain”), and adds new options in order to deal
with the new features of satplan

≺.

Going in more details,
-solver: indicates the solver to be used for solving the SAT problem. Among
others, the most important are optsat, minisat and siege (“optsat1.0”,
“minisat1.14” and “siege”are the specific strings to be specified in place of
<>). If the goal is to use the new features of satplan

≺, it is mandatory
to rely on optsat, otherwise all the modifications explained in the Section
above are ignored, and satplan

≺ behaves like the standard satplan.
-opt: specifies if the optimization is related to the number of actions, or to
“soft” goals (“action” or “goal”).
-minimality: specifies the type of optimization, i.e., if the optimization is
subject to cardinality or subset inclusion (“card” or “subset”).
-enc: if minimality is by cardinality, this option specifies what encoding has
to be used (“w” or “b”)
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-problem: is the planning problem in (propositional) STRIPS format
-domain: is the domain specification in (propositional) STRIPS format

It should be noted that only the last two options are mandatory, i.e., if only
the problem and domain parameters are specified the other options are set by
default to their first choice (“optsat1.0”, “action”, “card”, and “w” respectively).
Otherwise, a command line like the following:

./satplan
≺ -opt goal -minimality subset -problem log.pddl -domain domain-log.pddl

specifies that a logistic planning problem is subject to a maximization (under
subset inclusion) of the “soft” goals to be satisfied. Given that no encoding is
involved, the related specification (i.e., “-enc”) is in this case useless. The optsat

system is used as a back-end solver for satplan
≺.

5 Experimental Evaluation

We remind that satplan can only handle propositional STRIPS domains, and,
among them, we considered the pipesworld, satellite, airport, promela philoso-
phers and optical, psr, depots, driverLog, zenoTravel, freeCell, logistic, blocks,
mprime and mistery domains from the first 4 IPCs, and pathway, storage, tpp
and trucks from IPC-5 (notice that we do not consider the domains in the “simple
preferences” track in IPC-5 because they are not handled by satplan). These are
standard planning problems in which the goal corresponds to a set G of goals and
without soft goals. We modified these problems in order to interpret all the goals
in G as soft goals, following what is explained in Section 3 for satplan

≺ about
goal selectors, and by encoding the problems in the language PDDL3 [13] for SG-

Plan. Note that our proposed modification exactly encodes the fact that the goals
in G are now “soft” in the sense that it is desirable but not necessary to achieve
them. Since there are no “hard” goals, the various versions of satplan/satplan

≺

would always find a valid plan, even when the makespan n is 0 (in which case the
returned plan would be the empty one). In order to avoid this situation, we added
a constraint stating that at time n at least one of the soft goals has to be satisfied.
Because of this, we discarded the problems whose original version has only one
goal because they would have no soft goal.1 In the following, we use satplan

≺(s),
satplan

≺(w) and satplan
≺(b) to denote satplan

≺ when is subject to subset
inclusion optimality, and to cardinality (with W-encoding and B-encoding, respec-
tively). We also use satplan and satplan(m) to denote basic satplan employ-
ing siege and minisat respectively. We considered both SAT solvers because (i)
siege is the default solver for satplan, but (ii) minisat is used in satplan

≺ and
optsat because siege’s code is not available, and, most importantly, minisat is
the winner of the last SAT Competition, in 2005,2 together with the SAT/CNF
minimizer SatElite, and the winner of the SAT race 2006.3 In any case, in our
1 Note that also SGPlan does not accept problems with only one goal.
2 http://www.satcompetition.org/2005/
3 http://fmv.jku.at/sat-race-2006/

http://www.satcompetition.org/2005/
http://fmv.jku.at/sat-race-2006/
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experiments, we have seen no significant differences in satplan’s performances
when employing the two solvers.

In [11] we showed that satplan
≺ is competitive with respect to SGPlan

in terms of both metric (in this case the number of soft goals satisfied), and
number of problem solved, i.e., with respect to the first two parameters used to
evaluate planning systems in the “SimplePreferences”-track of the last IPC-5.
Moreover, in the same paper, it is shown that this is achieved without sacrificing
efficiency, i.e., that only in a small fraction of the hundreds of problems analyzed
satplan

≺ (with the W-encoding in case of optimality by cardinality) can have
performances significantly worse than satplan when minimizing the number of
actions in the plan.

On the contrary, in this paper we focus on:
– the reduction in the number of actions in the plan returned by satplan

≺

over satplan (and SGPlan);
– the number of soft goals satisfied in the plan of satplan

≺ over satplan;
– a comparison between satplan

≺, satplan and SGPlan on the makespan
returned, on problem instances in which all the systems satisfy all soft goals.

Even if the real contribution of the analysis we will be showing is over sat-

plan, we decided also to include SGPlan as a reference, taking into account
that it uses a different approach, and that it is not targeted for optimizing the
number of actions and makespan in the returned plan. All the tests have been
run on a Linux box equipped with a Pentium IV 2.4GHz processor and 512MB
of RAM. The timeout has been set to 300s for each problem instance. In the
plots, a point is missed if a system runs out of time or memory in the given
problem instance.

The first results are shown in Figure 1. The left plot shows the performances of
satplan, satplan(m), satplan

≺(w) and satplan
≺(s) on the problems consid-

ered, ordered according to satplan’s performances. The plot shows the number
of soft goals each planner does not satisfy. This way of presenting the data has
the feature that results about the same problem are not lost, i.e., the results for
all the systems at a given x-coordinate refer to the same problem.

As expected satplan does not satisfy many of the soft goals, in particu-
lar when using minisat, while satplan

≺(w)/(s) manage to satisfy all of them
in many cases. Interestingly, the number of soft goals not satisfied by sat-

plan(w)/(s) are in most cases equal, while in theory this is not necessary the
case. In the plot, for sake of readability, we have not included satplan

≺(b):
its plot would be exactly the same to the one of satplan

≺(w), given that they
manage to solve all the benchmarks presented, and with similar performances.
Moreover, the performances of satplan

≺(w)/(b) are very similar to the ones of
satplan

≺(s), satplan and satplan(m). The explanation for the CPU perfor-
mances of satplan

≺(w)/(b) is that all the problems considered have at most 30
soft goals and the burden introduced by the Boolean encodings is negligible. We
will see that, when considering minimal #actions-plan, this is no longer the case.
Another interesting observation can be drawn from the use of the SAT solvers in
satplan: minisat manages to always satisfy very few soft goals (almost always



430 E. Giunchiglia and M. Maratea

 0

 5

 10

 15

 20

 25

 30

 0  20  40  60  80  100  120  140  160  180

#u
ns

at
go

al
s

#benchmarks

SATPLAN
SATPLAN(m)

SATPLANP(w)
SATPLANP(s)

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 0  10  20  30  40  50  60  70  80  90  100

#a
ct

io
ns

#benchmarks

SATPLAN
SATPLAN(m)

SATPLANP(w)
SATPLANP(s)

Fig. 1. Left: Number of unsatisfied soft goals by satplan, satplan(m), and
satplan

≺(w)/(s). Right: Number of actions in the returned plan for satplan, sat-

plan(m), and satplan
≺(w)/(s).

one). Given this, and given that satplan
≺ is based on minisat, the results on

satplan
≺ are made even stronger by this point.

Considering the “quality” of the plan returned in terms of number of actions,
the results are in Figure 1, right plot. The results are again ordered according
to satplan’s performances.

In the plot, for sake of readability, we do not show the results for the airport,
promela philosophers and optical, and psr domains: for each problem in these
domains satplan, satplan(m) and satplan

≺/(w)/(b)/(s) return plans with
the same length. Similarly to the case of soft goals, the quality of the plan
returned by satplan(s) is in most cases equal to that of satplan(w), and in
many cases both return plans of better quality than satplan. Again, in the
plot we do not include results for satplan

≺(b): when it manages to solve a
problem, it obviously returns a plan of the same quality of satplan

≺(w), but
in several cases it runs out of time or memory when problems are big. Thus,
its representative line would be exactly the same of satplan

≺(w), but with a
significant portion of the line missing.

We remind that in [11] we showed that satplan
≺ is competitive with re-

spect to SGPlan in terms of both number of soft goals satisfied and number of
problem solved, i.e., with respect to the first two parameters used to evaluate
planning systems in the “SimplePreferences”-track of the last IPC-5, without
sacrificing efficiency.

Now, we want to evaluate what is the behavior, and the relative performance,
of SGPlan with respect to satplan

≺ on the metrics for which satplan
≺ is

optimized, i.e., number of actions and makespan of the returned plan.
This analysis is performed on those instances in which all the systems sat-

isfy all the soft goals (when greater than one),4 i.e., we posed SGPlan and all
the versions of satplan/satplan

≺ on the same conditions. Table 1 shows the

4 We also could not consider some domains, e.g., promela philosophers, because SG-

Plan time outs or returns segmentation faults on all instances, the latter due to
the high number of grounded operators in the problems. The last information is a
personal communication with the authors.
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Table 1. Number of actions and makespan for satplan, satplan
≺ and SGPlan

#actions Makespan

PB satplan satplan(m) satplan
≺(w) satplan

≺(s) SGPlan satplan[≺] SGPlan

log4-0 24 24 20 20 20 9 20
log4-1 24 26 19 21 19 9 19
log4-2 24 19 15 15 15 9 15
log5-0 31 32 27 27 31 9 31
log5-1 29 26 17 19 17 9 17
log6-0 33 30 25 25 26 9 26
log6-1 28 21 14 16 15 9 15
log6-9 41 39 24 28 28 11 28

block4-2 6 6 6 6 6 6 6
block5-2 16 16 16 16 26 16 26
block6-0 12 12 12 12 12 12 12
block6-1 10 10 10 10 16 10 16
block6-2 20 20 – 20 32 20 32

stor5 11 9 9 9 8 6 8
stor6 11 9 9 9 10 6 10
stor7 14 14 14 14 14 14 14
stor8 16 14 12 12 13 8 13
stor9 14 14 12 12 11 7 11
stor10 − − − 18 18 18 18
stor11 − − − 18 17 11 17
stor12 22 25 − 20 17 9 17

sat1 9 9 9 9 9 8 9
sat2 13 – – 13 13 12 13

psr15 10 10 10 10 10 8 10
psr19 25 25 25 25 31 15 31
psr25 9 9 – 9 9 9 9
psr33 21 21 21 21 21 16 21
psr40 20 20 20 – 20 15 20
psr42 30 30 30 30 30 16 30

driv1 14 18 8 8 7 6 7

zeno2 6 7 6 6 8 5 8
zeno3 13 11 6 6 6 5 6
zeno4 11 11 11 11 13 5 13
zeno5 15 14 14 14 11 5 11
zeno6 14 13 12 12 13 5 13
zeno8 16 17 15 15 12 5 12
zeno9 29 29 – – 23 6 23

free1 9 11 9 11 10 5 10
free2 18 18 – 18 14 8 14
free3 21 21 21 21 19 7 19

tpp4 14 14 14 14 14 5 14
tpp5 19 21 19 19 19 7 19

air7 41 41 41 41 41 21 41
air9 71 71 – 71 73 27 73
air12 39 39 39 39 39 21 39

results obtained and is structured as follows: the first column contains the spe-
cific instance (where sat, air, driv, zeno, free, log, block, and stor stay for satel-
lite, airport, driverLog, zenoTravel, freeCell, logistics, blocks-world and storage
domain, respectively); columns 2-6 contain the number of actions in the re-
turned plan for satplan, satplan(m), satplan

≺(w), satplan
≺(s) and SG-

Plan, respectively, while the last two columns contain the makespan for all
the modification of satplan/satplan

≺ and SGPlan, respectively. An “−”
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indicates that the corresponding instance has not been solved in the given time
limit of memory limit. The results suggest the following considerations:
– The makespan returned by SGPlan if often significantly higher than the

one returned by the various versions of satplan and satplan
≺, up to a

factor of 4 (zeno9 instance). Nonetheless, there are also (even if just a few)
cases in which SGPlan returns the same, optimal makespan (namely psr25,
block4-2, block6-0, stor4 and stor10).

– When a reduction on the number of action is possible (i.e., given the fixed
makespan and the “structure” of the planning instance) satplan

≺ can re-
turn plans with a significant lower number of actions, with respect to both
satplan and SGPlan: many of the logistics and blocks-world instances bet-
ter underline this behavior. Interestingly, there are also instances where SG-

Plan returns plans with fewer actions than satplan/satplan
≺, e.g., driv1,

zeno5, free2, and stor11). This is due to the usual non-optimal makespan
returned by SGPlan, and from the intuitive consideration that on some in-
stances, with a longer makespan actions can be easily better “serialazable”,
thus producing a plan with fewer actions. In fact, finally note how in the in-
stances where this happen, SGPlan returns a much higher makespan than
satplan/satplan

≺ (but driv1).

The last point opens the way to an interesting research issue, suggesting a pos-
sible extension of satplan

≺ in order to further improve its plan quality. The idea
would be to “trade-off”between optimality of the makespan and number of actions
in the plan. We have seen that, on some instances, it is possible to compute plans
of better quality by do not stop the search when the (first) plan is found, but going
ahead and increase the makespan. It is interesting to note how the same trade-off
could also help when trying to maximize the number of soft goals satisfied.

6 Conclusions

In this paper we have presented a system, satplan
≺, which makes a signifi-

cant step toward the elimination of same deficiency of satplan related to plan
quality, i.e., the number of actions and the satisfied soft goals in the returned
plan. We have considered a wide number of benchmarks from all previous IPCs,
and experimentally shown that significant gain can be obtained with satplan

≺.
Interestingly, this is often achieved without sacrificing efficiency, and being com-
petitive with SGPlan, the winner of the “SimplePreferences”-track of the last
IPC-5. As a future work, we plan to analyze if the results reported in this paper
can be further strengthened by not considering a bounded horizon, and what is
the corresponding lost in the efficiency of the system.

7 Availability of the System and SGPlan Benchmarks

The binary executable of satplan
≺, together with the benchmarks used adapted

to the PDDL3 format in order to be processed by SGPlan, are available at
http://www.star.dist.unige.it/∼marco/SATPLANP/.

http://www.star.dist.unige.it/~marco/SATPLANP/


SAT-Based Planning with Minimal-#actions Plans and “soft” Goals 433

References

1. Kautz, H., Selman, B.: Planning as satisfiability. In: Proc. ECAI-92, pp. 359–363
(1992)

2. Kautz, H., Selman, B.: Unifying SAT-based and graph-based planning. In:
Proc. IJCAI-99, pp. 318–325. Morgan-Kaufmann, San Francisco (1999)

3. Kautz, H., Selman, B.: SATPLAN04: Planning as satisfiability. In: ICAPS-06. Proc.
of 5th International Planning Competition, Internation Conference on Automated
Planning and Scheduling, pp. 45–47 (2006)

4. Hoffmann, J., Edelkamp, S.: The deterministic part of IPC-4: An overview. Journal
of Artificial Intelligence Research (JAIR) 24, 519–579 (2005)

5. Xing, Z., Chen, Y., Zhang, W.: MaxPlan: Optimal planning by decomposed satisfi-
ability and backward reduction. In: ICAPS-06. Proc. of 5th International Planning
Competition, Internation Conference on Automated Planning and Scheduling, pp.
53–55 (2006)

6. Giunchiglia, E., Maratea, M.: OPTSAT: A Tool for Solving SAT related optimiza-
tion problems. In: Fisher, M., van der Hoek, W., Konev, B., Lisitsa, A. (eds.)
JELIA 2006. LNCS (LNAI), vol. 4160, pp. 485–489. Springer, Heidelberg (2006)

7. Giunchiglia, E., Maratea, M.: Solving Optimization Problems with DLL. In: ECAI.
Proc. of the 17th European Conference on Artificial Intelligence, pp. 377–381. IOS
Press, Amsterdam (2006)

8. Hsu, C., Wah, B., Huang, R., Chen, Y.: Constraint Partitioning for Solving Plan-
ning Problems with Trajectory Constraints and Goal Preferences. In: Proc. IJCAI,
pp. 1924–1929 (2007)

9. Warners, J.P.: A linear-time transformation of linear inequalities into CNF. Infor-
mation Processing Letters 68(2), 63–69 (1998)

10. Bailleux, O., Boufkhad, Y.: Efficient CNF Encoding of Boolean Cardinality Con-
straints. In: Rossi, F. (ed.) CP 2003. LNCS, vol. 2833, Springer, Heidelberg (2003)

11. Giunchiglia, E., Maratea, M.: Planning as Satisfiability with Preferences. In: AAAI.
Proc. of 22th National Conference of the American Association for Artificial Intel-
ligence (2007) (to appear)
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Abstract. The paper discusses a distributed approach for monitoring
and diagnosing the execution of a plan where concurrent actions are
performed by a team of cooperating agents.

The paper extends the notion of plan diagnosis(introduced by Roos
et al. for the execution of a multi-agent plan) with the notion of agent
diagnosis. While plan diagnosis is able to capture the distinction between
primary and secondary failures, the agent diagnosis makes apparent the
actual health status of the agents.

The paper presents a mechanism of failure propagation which captures
the interplay between agent diagnosis and plan diagnosis; this mechanism
plays a critical role in the understanding at what extent a fault affecting
the functionalities of an agent affects the global plan too. A relational
formalism is adopted for modeling both the nominal and the abnormal
execution of the actions.

1 Introduction

While the problem of cooperation in multi-agent systems has received a lot of
attention in the last years, not so much attention has been paid to the problem
of supervising the execution of multi-agent plans, i.e., plans where actions are
executed concurrently by a team of cooperating agents. In this scenario, one of
the problems we have to consider is that the actual execution of a (multi-agent)
plan can be threatened [1] by the occurrence of unexpected events such as faults
in the agents functionalities or harmful interactions, which arise when many
agents try to use the same resources. The occurrence of plan threats does not
necessarily imply that the plan goal can no longer be achieved. In many cases,
in fact, the plan goal can still be achieved but the plan may need to be adjusted
(i.e. a recovery process is required). In order to repair a multi-agent plan, one
has to know not only which actions are failed (primary failures), but also how
the rest of the plan has been affected by these failures (secondary failures). In
other words, the execution of a multi-agent plan needs to be on-line monitored
and diagnosed to take into account possible anomalous evolutions during the
execution of the plan.

While monitoring and diagnosis of dynamic component-based systems have
received a significant amount of attention (see e.g., [2,3]), only recently some
works have addressed the issues of monitoring and diagnosing the execution of
a multi-agent plan (see e.g., [4,5]).

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 434–446, 2007.
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In particular, Roos et al. [6] have introduced the notion of plan diagnosis as the
minimal set of actions which have to be assumed failed to explain the anomalous
behavior of the system. Moreover, by exploiting a set of (precompiled) causal
rules, this notion of plan diagnosis is used to determine how the failure of an
action propagates in the plan and causes the failure of other actions even assigned
to different agents.

In this paper we discuss and formalize a novel model-based methodology to
solve the problems of monitoring and diagnosing the execution of a multi-agent
plan. In particular, we propose a distributed approach, where the global multi-
agent plan is decomposed into sub-plans, each of which is assigned to a specific
agent of the team. Every agent is responsible for monitoring and diagnosing the
sub-plan it executes. We assume that actions are atomic and we model them
as relations, for capturing their non deterministic effects due to the possible
occurrence of faults.

A first contribution of the paper consists in extending the Roos’s framework
by complementing the notion of plan diagnosis (which highlights primary and
secondary failures) with the notion of agent diagnosis which makes apparent the
actual health status of the agents. It is worth noting that the agent diagnosis is
an important piece of information which can be exploited for determining the set
of recovery actions an agent is able to execute. A second relevant contribution of
the paper is represented by a mechanism of failure propagation which captures
the interplay between agent diagnosis and plan diagnosis; this mechanism plays
a critical role in the understanding at what extent a fault affecting the function-
alities of an agent affects the global plan.

The paper is organized as follows. The basic concepts of the proposed ap-
proach are introduced in sections 2 and 3; while the former describes the dis-
tributed framework, the latter addresses the notions of global and local plans
to be supervised. In section 4 we present two important concepts, namely, the
agent status and the action outcome; these concepts will result to be essential
for the formalization of the supervision process, in section 5, which includes the
definitions of plan and agent diagnosis. The paper closes with some remarks on
the use of plan and agent diagnosis for the plan recovery purpose.

2 Setting the Framework

In the present paper we propose a distributed approach to the problem of su-
pervising the execution of a given multi-agent plan P . While a formal definition
of the multi-agent plan is reported in the next section, for the time being it
is sufficient to consider that P is a completely instantiated partial-order plan
(POP), where each action a is assigned to a specific agent i of the team T , and
where a is modeled in a STRIPS-like language, i.e., in terms of preconditions
and direct effects.

The class of systems we deal with is referred to as synchronous transition
systems [3]. In these systems the time is a discrete sequence of instants, the ac-
tions are executed synchronously by the agents in the team and each action in
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Table 1. The preconditions and the effects of the actions in the plan of Figure 1

MOVE(A, P1, P2) LOAD S(A, OBJ, P) LOAD L(A, OBJ, P)

ASMT: MOBILITY(OK) ASMT: HANDLING(OK) ASMT: HANDLING(OK)

PWR(HIGH) PWR(HIGH)

PRE: AT(A, P1) PRE: AT(A, P), AT(OBJ,P) PRE: AT(A, P), AT(OBJ,P)

FREE(P2) SMALL(OBJ), EMPTY(A) LARGE(OBJ, EMPTY(A))

EFF: ∼AT(A, P1) EFF: ∼EMPTY(A) EFF: ∼EMPTY(A)

∼FREE(P2), AT(A,P2) ∼AT(OBJ,P), LOADED(A,OBJ) ∼AT(OBJ,P), LOADED(A,OBJ)

FREE(P1) HALF-LOADED(A) FULL-LOADED(A)

P takes a time unit to be executed (this is a common assumption, see e. g. [6]);
finally, at each instant some observations are available (typically the system is
just partially observable).

The problem of supervising the execution of P is decomposed into a set of sub-
problems: the global plan P is decomposed in as many sub-plans as the agents
in the team T ; each sub-plan Pi is assigned to agent i, which is responsible for
executing and supervising the actions in Pi.

At each time instant t, an agent i receives a set of observations obsi
t rele-

vant for the status of agent i itself. Although in general the observations obsi
t

are not sufficient for precisely inferring the status of agent i, we assume that
they are sufficient to evaluate: 1) the effects of action ai

t agent i has executed
at time t; 2) the preconditions of the next action ai

t+1 the agent i has to exe-
cute.

The partitioning of activities among agents described above does not guaran-
tee that the sub-problems are completely independent of one another. In fact,
we deal with the case where the agents in T cooperate to achieve a common
global goal G. The cooperation among agents consists in the exchange of ser-
vices, as will be formalized in the next section. Such a cooperative behavior
among agents introduces causal dependencies among the actions the agents have
to execute; therefore, when an action failure occurs in the sub-plan Pi (i.e., a
primary failure occurs), the failure may affect the sub-plans of other agents,
namely, the failure may propagate not only in Pi, but even in the global plan
P . According to the traditional terminology (see e.g., [2]), the actions which
fail as a direct or indirect consequence of a primary failure are called secondary
failures.

Albeit the supervision of the execution of plan P is decomposed into a set of
sub-problems, these sub-problems can not be solved independently of one an-
other. In fact, the agents need to communicate during the supervision process,
in order to determine, in a distributed way, a plan diagnosis which highlights
the distinction between primary and secondary failures. In the following of the
paper we point out when the agents have to communicate and which sort of
data they exchange one another. Moreover, we formalize the relation between
primary failures and agent diagnoses and show the critical role played by the
agent diagnosis to determine the set of primary failures.
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3 The Global Plan and the Local Plans

In this section we introduce a formal definition of the multi-agent plan P we
have to monitor.

Atomic actions. As mentioned above, we assume that each action a in P is an
atomic action, modeled in a STRIPS-like language by means of PRE(a) (which
denotes the set of atoms encoding the preconditions of action a) and EFF(a)
(the set of atoms representing the effects of the execution of a). The action
model is supplemented by ASMT(a): a set of assumptions on the health status
of the functionalities required to complete a. In other words, the assumptions in
ASMT(a) indicates under which health conditions an agent is able to execute
the action a. To exemplify this concept consider the action models showed in
Table 1. These action models have been defined assuming that a team of agents
have to operate in a blocks world domain; for example the action MOVE(A,P1,P2),
requires that agent A moves from its current position P1 to the target position P2.
To this end, the preconditions of the action requires that A is located in P1 and P2
must be free (i.e., no agent is located in P2). The effects of the action state that,
after the execution of the MOVE, A is located in P2, which is no longer free, and
P1 is now free. The set of assumptions state that the MOVE action is successfully
executed by A when both the power and the mobility functionalities of A are in
their nominal mode, i.e. high and ok respectively. These conditions of the health
status are assumptions since in general there is no way of directly observing
the actual health status of an agent. Conversely, the anomalous behavior of the
action, when either mobility or power (or even both) are not nominal, is not
modeled. Observe that the action model showed in Table 1 can be used by a
planner to synthesize the global plan P .

Multi-agent plan. A partial order plan is traditionally defined (see e.g., [7]) as
a directed acyclic graph POP=〈ACTS , E, C〉, where ACTS is the set of nodes
representing the action instances the agents have to execute; E is a set of prece-
dence links between actions, a precedence link a ≺ a′ in E indicates that the
action a must precede the execution of the action a′; C is a set of causal links
of the form l : a

q→ a′; the link l indicates that the action a provides the action
a′ with the service q, where q is an atom occurring in the preconditions of a′.
The class of multi-agent plans we deal with in the present paper is a subclass of
the POP defined above. In fact, as in the POP case, we define P as the DAG
〈ACTS , E, C〉, where ACTS , E and C have the same meanings, but we intro-
duce the following requirements:

- Every action instance a ∈ ACTS is assigned to a specific agent i ∈ T .
- All the actions assigned to the same agent i are totally ordered, i.e., for any

pair of actions a and a′ assigned to i, either a precedes a′ or a′ precedes a.
- The access to the resources is ruled by causal links, where the offered service

consists in relinquishing the resources.
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sub-plan P1

l4: AT(B3,T1)

MOVE(A2,S2,T1)

sub-plan P2

MOVE(A1,S1,T1)

1

AT(A1,T1)

3

PUT_DOWN_S(A1,B1,T1) PUT_DOWN_S(A1,B2,T1)

4

MOVE(A1,T1,S2)

2

LOAD_L(A1, B5, S2)

5

MOVE(A1,S2,T1)

6 7

PUT_DOWN_S(A2,B3,T1) PUT_ON_S(A2,B4,B1,T1)
8 9 10

MOVE(A2,T1,S1) LOAD_S(A2,B6,S1) MOVE(A2,S1,T1) PUT_ON_S(A2,B6,B5,T1)

PUT_ON_L(A1,B5,(B2,B3),T1)

T1

B5

B1 B3

B4

B6

B2

AT(A1,T1)

11 12 13 14

HALF-UNLOADED(A1)
LOADED(A1,B5)

l1: FREE(S2)

EMPTY(A1)

AT(A1,S2) AT(A1,S2) AT(A1,T1)

l5: AT(B5, T1)

l2: FREE(S1)

AT(A2,T1)

AT(A2,T1)

AT(A2,S1)

AT(A2,S1) LOADED(A2,B6))

AT(A2,T1)
l3: AT(B1, T1)

Fig. 1. The plan built by a POMP-like planner

A plan instance P , satisfying the above characteristics, can be synthesized by
exploiting a planner similar to the POMP proposed by Boutilier et al. in [8].

Local Plans. The decomposition of the plan instance P is an easy task, which
involves just the selection from P of all the actions an agent has to execute;
formally, the sub-plan for agent i is the tuple Pi=〈 ACTS i, <i, Ci, X

in
i , Xout

i 〉
where: ACTS i is the subset of actions in ACTS that agent i has to execute; <i

is a total order relation defined over the actions in ACTS i; Ci is a set of causal
links a

q→ a′ where both a and a′ belong to ACTS i; X in
i is a set of incoming

causal links where a′ ∈ ACTS i and a ∈ ACTS j (i.e., a is assigned to another
agent j); finally, Xout

i is a set of outgoing causal links (i.e., a belongs to ACTS i

and a′ to ACTS j).
It is worth noting that the communication between two agents i and j is

ruled by the presence of causal links defined between actions in Pi and Pj .
More precisely, for each causal link l ∈ Xout

i , l : a
q→ a′ (where a ∈ ACTS i

and a′ ∈ ACTS j), the agent i must communicate to j whether the service q
has been achieved or not. Conversely, for every incoming causal link l′ ∈ X in

i ,
l′ : a′ q→ a, the agent i has to wait a message from j conveying the successful (or
unsuccessful) execution of a′, and agent i is able to execute action a only when
all the incoming services have been provided.

Therefore, although the supervision task is distributed among the agents, we
limit the amount of communication by exploiting the structure of the global plan
P . In fact the amount of messages the agents have to exchange is limited by the
number of causal links; moreover, the agents need to inform one another just
about the achievement or the failure of a service.

Running Example. In the paper we will use the following, simple example
from the blocks world. Let us consider two agents A1 and A2, which have to
cooperate to build a “wall” in a target position T1 (see right part of Figure 1;
to this end the two agents can move a number of blocks initially located in two
source positions S1 and S2 . We distinguish between two type of blocks: small
and large. In its nominal behavior each agent can carry at most two small blocks
or a large one. The access to the source locations is constrained since just one
agent at a time can load (unload) a block within them, on the contrary the
access to the target T1 is not constrained, hence the two agents can be located
simultaneously in T1 . Table 1 reports the STRIPS-like definition of a sub-set
of actions the agents can execute (for lack of space the definitions of the other
actions are omitted).
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Let us assume that at the initial time instant agent A1, located in S1 , is loaded
with B1 and B2; and agent A2, located in S2 , is loaded with B3 and B4. Figure
1 shows the global plan produced by a POMP-like planner for achieving the
goal (introduced above) of building the wall. The plan is a DAG where nodes
correspond to actions and edges correspond to precedence (dashed) or causal
(solid) links. The causal links are labeled with the services an action provides to
another one, for example the causal link between actions a5 and a7 is labeled
with the service LOADED(A1,B5), which is both one of the effects of the action
a5 and one of the preconditions for the execution of action a7. The information
associated with the causal link play a critical role in evaluating the effect of a
failure: in fact, when the action a5 fails the action a7 fails too since one of its
preconditions is not satisfied.

The dashed rectangles highlight the sub-plans assigned to the agents. It is
easy to see that the sub-plans P1 and P2 have causal dependent actions; thereby
a failure in P1 (P2) may have harmful effects in P2 (P1). To point out this fact
let’s assume that action a1 fails (primary failure) as a consequence of a fault. It
is easy to see that this failure affects the whole plan since many actions, even
assigned to agent A2, can no longer be executed (secondary failures).

4 Agent Status and Action Outcome

Since each agent i has to supervise the actions it is responsible for, agent i has to
determine, at each time t, the outcome of the action ai

t (i.e the action executed
by i at time t), and its own health status after the execution of ai

t.

Agent Status. The status of agent i is expressed in terms of a set of status
variables VARi; in particular, this set of variables is partitioned into two subsets:
OBSi denotes the set of observable status variables (e.g., the agent position)
and NOBSi represents the set of not observable status variables; to keep the
discussion simple, we consider that a not observable status variable concerns
the health status of an agent functionality (e.g., mobility or power), therefore in
following the set NOBSi will be referred to as HEALTH i.

Since agent i receives just partial observations about the changes occurring in
the system, it is in general unable to precisely determine its own status; rather
i can determine just a set of states after the execution of ai

t, this set is known
in literature as belief state and will be denoted as Bi

t.

Extended Action Model. As mentioned above, the synthesis of the plan P
can be performed by exploiting STRIPS-like action models, which consider only
the nominal behavior of the actions. However, in order to supervise the execution
of the actions in Pi, the agent i must have at disposal extended action templates,
which model not only the nominal behavior of the actions, but also the actions
behavior when faults occur. For such a modeling task we adopt a relational
representation, which has been proved to be useful for the on-line monitoring
and diagnosis of multi-agent systems (see [9]). In particular, this formalism is
able to capture non deterministic effects of the action execution.
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The extended model of an action ai
t is a transition relation Δ(ai

t), where
every tuple d ∈ Δ(ai

t) models a possible change in the status of agent i, which
may occur while i is executing ai

t. More precisely, each tuple d has the form
d = 〈st−1, fault, st〉; where st−1 and st represent two agent states at time t− 1
and t respectively, each state is a complete assignment of values to the status
variables VARi of agent i; f ault denotes the fault which occurs to cause a change
of status from st−1 to st (of course, in the transitions which model the nominal
behavior fault is empty). As commonly assumed in approaches to the diagnosis
of Discrete Events Systems (see e.g. [2]), we assume that two faults can not
occur simultaneously on the functionalities of the same agent. It follows, that
an agent i can be struck by only one fault per time instant, however it can be
affected by more than one faults over the time; moreover, the assumption allows
the simultaneous occurrence of faults on different agents.

Table 2 shows the extended model of a MOVE action from a location P1 to
a location P2; due to space reasons we show just a subsets of tuples of the
transition relation Δ(MOVE). Moreover, for sake of readability, the agent states
are expressed just in the subset of status variables directly affected by the MOVE
action, in particular they are: position, the position of the agent; carried the
amount of load carried by the agent, this variable assumes values in the set
empty, half-loaded and full-loaded; pwr, the power of the agent’s battery, which
can be high (the nominal mode) or low (a degraded mode) and mobility, the
health status of the agent’s mobility functionality which can be ok (nominal) or
bk (i.e., broken, a faulty mode). Observe that, while the STRIPS model of the
MOVE action just represents the nominal behavior of the MOVE action, assuming
that both power and mobility are in their nominal mode; the corresponding
extended model represents also how the MOVE action behaves in any combination
of power and mobility modes, included the faulty ones.

The nominal behavior of the MOVE action is modeled by transition 1, the
∗ symbol (don’t care) indicates that, when the agent’s functionalities behave
nominally, the actual carried load does not impact the outcome of the action.
In our example the MOVE action can fail as a consequence of two types of faults:
f-BRY and f-MOB. f-BRY affects the battery by reducing the level of power from
the nominal high to the degraded low. An agent can complete a move action
with battery power low iff the agent is not carrying any block or the agent is
carrying a small block, the action fails otherwise (see transitions 2, 3 and 4).
f-MOB affects the health status of the mobility functionality, which changes from
the nominal ok to the anomalous bk (broken); under this health status there is
no way to complete the move action (see transition 5).

Action Outcome. Since the actual execution of an action is threatened by the
occurrence of unexpected events (e.g., faults), the outcome of an action may
be not nominal. To keep the discussion simple we assume that each agent i
observes, at each time instant t, the status variables in OBS i ; relying on these
observations, the agent i can always determine the outcome of the last executed
action ai

t. This assumption can be relaxed, as we have shown in [10], by dealing
with cases where the outcome of some actions cannot be univocally determined.
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Table 2. The extended model of action MOVE(A,P1,P2)

st−1 fault st

observables health variables observables health variables
position carried power mobility position carried power mobility

1 P1 * High OK null P2 * High OK
2 P1 EMPTY High OK f-BRY P2 EMPTY Low OK
3 P1 HALF High OK f-BRY P2 HALF Low OK
4 P1 FULL High OK f-BRY P1 FULL Low OK
5 P1 * High OK f-MOB P1 * High BK

The outcome of an action is succeeded when all the effects of the action have
been achieved, or failed otherwise. Since at each time instant t we may have to
deal with an ambiguous belief states Bi

t, we consider the action ai
t as succeeded

only when all the expected effects of action ai
t hold in every state s included in

Bi
t; more formally.

Definition 1. The outcome of the action ai
t, executed by i at time t, is succeeded

iff ∀q ∈ EFF (ai
t), ∀s ∈ Bi

t, s |= q; i.e., iff all the atoms q in EFF (ai
t) are satisfied

in every state s in Bi
t.

Of course, when we can not assert that action ai
t is succeeded we assume that

the action is failed.

5 On-Line Supervision of Plan Execution

Belief State estimation. In order to determine the outcome of action ai
t, the

agent i has to infer its own belief state Bi
t. Essentially, inferring Bi

t corresponds to
a prediction process, which can be formalized in terms of the Relational Algebra
operators. In fact, besides the action model Δ(ai

t), also the belief state Bi
t can be

viewed as a relation where each tuple of Bi
t is a complete assignment of values

to the status variables in VARi.

Definition 2. Let Bi
t−1 be the belief state of agent i at time t−1, and let Δ(ai

t)
be the action model of action ai

t executed by i at time t; the belief state of agent
i at time t is estimated as Bi

t=πVARi
t
(σobsi

t
(Bi

t−1 � Δ(ai
t)))

The join operator represents the prediction step: Bi
t−1 � Δ(ai

t) has the effect of
predicting all the possible states assumed by agent i after the execution of action
ai

t. This set of predictions is filtered out w.r.t. the observations agent i receives
at time t by means of the selection σobsi

t
. Finally, the belief state at time t is

obtained by means of the relational projection πVARi
t
, which captures all the

status variables labeled with the current time t. Of course, the belief state Bi
0

for agent i at time 0 is an input of the supervision task.

Agent Diagnosis. Once the agent belief state Bi
t has been estimated, agent i

can determine the outcome of action ai
t according to Definition 1. In case the

outcome of ai
t is failed, agent i has to infer a set of possible explanations for such
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an action failure; i.e., an agent diagnosis. Intuitively, the agent diagnosis for i is
an assignment of values to the status variables in HEALTH i. In the relational
framework we propose, the agent diagnosis Di

t for agent i, at time t, is defined
as follows:

Definition 3. Let Bi
t be the belief state of agent i at time t, the agent diagnosis

Di
t is πHEALTH i

t
(Bi

t).

Every tuple d ∈ Di
t is an assignment of values to the variables in HEALTH i,

moreover, according to Definition 2, every assignment d is consistent with the
observations obsi

t; hence, every tuple d is a possible explanation for the failure
of action ai

t.
Observe that the occurrence of at most one fault per agent at each time instant

does not imply that the agent diagnosis Di
t contains just one possible explana-

tion: in fact, Di
t includes in general more than one tuple since the variables in

HEALTH i can not be directly observed and, as a consequence, the actual fault
f occurred at time t may not be univocally determined.

In the following we denote as d the preferred explanation extracted from Di
t.

In this paper we assume that by exploiting the rank (see [11] for details on ranks)
associated with the occurrence of faults, d can be univocally determined.

Plan Diagnosis. So far we have discussed how an agent is able to supervise the
actions it executes and, in particular, how it can infer the health status of its own
functionalities. The agent diagnosis is an important piece of information which
can be exploited for anticipating the failure of other actions even if assigned
to other agents. In fact the presence of causal links between actions introduces
dependencies among sub-plans; therefore, the occurrence of a (primary) failure
may cause the occurrence of other (secondary) failures. In our framework the set
of primary failures is defined as:

Definition 4. Given the failure of action ai
t executed by agent i, we define the

primary failures as
primaryFailedActs i = {a ∈ ACTS i|(ai

t < a ∨ a = ai
t) ∧ASMT (a) ∪ d � ⊥}

where d is the preferred explanation extracted from Di
t, and ASMT (a) is the

set of (nominal) health status assumptions for the functionalities used by agent
i during the execution of action a.

Definition 4 states that the primary failures are, besides the failed action
ai

t, all those actions a that agent i has to execute in the future (ai
t < a), and

that can no longer be executed. In fact, in the preferred diagnosis d, at least one
functionality of agent i is not in the nominal health status required by ASMT(a).
Secondary failures are defined by taking into consideration the causal links in
the plan according to the following definition.

Definition 5. Given the global plan P=〈ACTS , E, C〉 and the set
primaryFailedActs i determined by agent i, the set of secondary failures
secondaryFailedActs i={a ∈ ACTS such that

∃ a causal link l′ : a′ q′

→ a, where l′ ∈ C and a′ ∈ primaryFailedActs i or

∃ a causal link l” : a”
q”→ a, where l” ∈ C and a” ∈ secondaryFailedActs i}
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Observe that, in order to single out the secondary failures in whole plan, the
agents in the team have to cooperate. In particular, the propagation of a failure
in the global plan is an iterative process during which the agents communicate
one another the set of services which can longer not be provided.

In definitions 4 and 5 we have introduced the notion of plan diagnosis w.r.t.
an agent i; however, these definitions can be extended to the more general case
where the plan diagnosis considers all the agents in the team T . More precisely,
given the global plan P , it is possible to demonstrate that the plan diagnosis for P
can be computed in distributed way as the pair
〈primaryFailedActs, secondaryFailedActs 〉 where:

- primaryFailedActs =
⋃

i∈T primaryFailedActs i

- secondaryFailedActs =
⋃

i∈T secondaryFailedActs i.

Algorithm. Figure 2 shows the high-level algorithm agent i performs for super-
vising the execution of its own sub-plan Pi. The algorithm consists of a while
cycle; at each iteration, which corresponds to a new time instant, agent i su-
pervises the execution of action ai

t, which is started only when the set PRE(ai
t)

are satisfied. The process for estimating Bi
t has been represented in relational

terms (line 07). The outcome of ai
t is determined according to Definition 1 by

the function EvaluateOutcome (line 09); to this end the conditions expressed
in EFF(ai

t) must be expressed as a relation by the function translate (line
08). If the action outcome is succeeded the agent propagates the positive effects
(line 11) by marking as succeeded all the causal links outgoing from ai

t. This
step may require that agent i notifies some other agents the successful com-
pletion of ai

t. Conversely, when ai
t fails, agent i infers the agent diagnosis Di

t

(line 11) and propagates the effects of the preferred diagnosis d to determine the
set primaryFailedActsi according to Definition 4 (line 13). The set of secondary
failures is determined by function PropagateNegativeEffects (line 14), which
marks as failed all the causal links outgoing from ai

t; possibly, during this step,
the agent i notifies other agents about the failure of action ai

t. Finally, the agent
i invokes a LocalRecovery module, which is has to recover (if possible) the
nominal execution of the local plan Pi from the failure of action ai

t (see [12] for
details on the local recovery process).

Concerning the correctness of the algorithm, the most critical point regards
the process for estimating the current belief state Bi

t. It is possible to demonstrate
that the following property holds.

Property 1. At each time t, the belief state Bi
t estimated according to Definition

2 satisfies the following characteristics:
- Bi

t is consistent with the observations obsi
t

- Bi
t is consistent with the belief state Bi

t−1 previously estimated and with the
extended model of action ai

t

- Bi
t always contains the actual status of agent i at time t even after the

occurrence of faults.

Due to space reasons the proof is omitted. Since Property 1 guarantees that the
actual status of the agent i is always included in Bi

t, we can conclude that the
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PlanExecutionSupervision(Bi
0, Pi) {

01 t = 0;
02 while (true){ t = t + 1;

03 ai
t = 〈get next action from Pi〉;

04 if ( PRE(ai
t) are not satisfied in Bi

t−1) 〈 execute WaitAction 〉;
05 else { 〈execute ai

t〉;
06 obsi

t = 〈get current observations for agent i〉;
07 Bi

t=πVARi
t
(σ

obsi
t
(Bt−1�Δ(ai

t)));

08 actionGoals=translate(EFF(ai
t));

09 outcome=EvaluateOutcome(Bi
t, actionGoals);

10 if (outcome is succeeded)PropagatePositiveEffects(Pi, ai
t);

11 else{ Di
t=πHEALTHi

t
(Bi

t);

12 d=ExtractPreferredDiagnosis(Di
t);

13 primaryFailedActsi=PropagateDiagnosis(Pi, d);
14 secondaryFailedActsi=PropagateNegativeEffects(Pi, primaryFailedActsi); } }
15 if (primaryFailedActsi �= ∅) ∨ (secondaryFailedActsi �= ∅)
16 LocalRecovery(Di

t , primaryFailedActsi , secondaryFailedActsi); } }

Fig. 2. The algorithm agent i performs for supervising the execution of sub-plan Pi

agent diagnosis, extracted from Bi
t according to Definition 3, always includes the

actual health status of agent i at time t: the algorithm does not lose solutions.
Regarding the computational analysis it is possible to demonstrate that, with-

out considering the sizes of the involved relations, the computational complexity
of a single iteration is polynomial in the number of operations (included the
functions for propagating the positive and negative effects of an action outcome
and the diagnoses). However, the complexity of some operations critically de-
pends on the sizes of the involved relations (see e.g., the belief estimation step
at line 07). In order to cope with this issue, in [9] we have shown that the moni-
toring and the diagnostic processes can be efficiently implemented by exploiting
the symbolic formalism of the Ordered Binary Decision Diagrams (OBDDs); the
experimental results reported in [9] show that the space and time complexities
of the approach actually allow to perform on-line the supervision task.

Running example. Now let’s go back to the blocks world example and let’s
assume that the action a1 (assigned to agent A1) fails. According to the for-
malization we have introduced, agent A1 infers, at time 1, the local diagnosis
DA1

1 ={mobility= bk ∨ power=low} (see Table 2). Let’s assume that the pre-
ferred explanation is d={power=low} by taking into account the qualitative
probabilities of faults encoded as ranks; in particular the occurrence of F-BRY is
qualitatively more probable than the occurrence of F-MOB (a severe fault block-
ing of the mobility). Given d, agent A1 determines the set of primary failures
primaryFailedActsA1={a1, a4, a5, a6, a7}, in fact all these actions are directly
affected by the preferred diagnosis d (in fact, the nominal behavior of these ac-
tions require that power = high, see the action models in Table 1). Finally, agent
A1 infers the set of secondary failures secondaryFailedActsA1={a2, a3, a11, a12,
a13, a14}. Observe that the set secondaryFailedActsA1 is computed by means of
a cooperation with agent A2.
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Exploiting Diagnosis for Recovery. It is worth noting that the agent di-
agnosis and plan diagnosis are important pieces of information, which can be
exploited for reducing the harmful effects of the failure of an action ai

t. For ex-
ample, the preferred explanation for the failure of action 1 is d={power=low};
i.e., the move action fails because agent A1 is full loaded and the power of its
battery is low. However, such a fault does not prevent completely agent A1 from
moving: in fact, the extended model of move states that agent A1 can move even
if power=low and carried is half loaded. Therefore agent A1 can synthesize a re-
covery sub-plan involving two different travels: first A1 moves the small block
B1 from S1 to T1 and then moves B2 in a subsequent step.

6 Discussion and Conclusion

While the supervision of dynamic component-based systems have been exten-
sively investigated and a number of solutions have been developed (see e.g.,
[2,3]), just a few approaches have been proposed in the multi-agent scenario.

Kalech et al. [5] address the task of explaining the disagreements emerging in a
team of cooperating agents in terms of social diagnosis. The approach presented
in this paper is similar to the one described in [6], where Roos et al. propose
a distributed approach for monitoring and diagnosing the execution of a multi-
agent plan.

The solutions discussed in [6] are interesting but they rely on some simplifying
assumptions. First of all, the actions are modeled as functions of their nominal
behavior only, whereas the faulty action behaviors are unknown. As a conse-
quence the monitoring of the plan execution is only partial: in fact, whenever
an action fails, the monitoring is unable to predict the status of a portion of the
system. Moreover, the notion of plan diagnosis, based just on the minimal set of
failed actions, does not make evident the actual health status of the agents, i.e.,
an agent diagnosis.

In this paper, we propose an extension of the works by Roos et al., by intro-
ducing an extended model of the actions for capturing both the nominal and
the anomalous action execution. Thereby the monitoring process we propose is
complete since the status of the system is estimated even after the occurrence
of a fault. Moreover, we have complemented the notion of plan diagnosis with
the notion of agent diagnosis and we have pointed how the notion of agent di-
agnosis plays an important role in predicting which actions in the plan won’t be
executable as a consequence of the detected fault.
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Abstract. Iterative Flattening search is a local search schema intro-
duced for solving scheduling problems with a makespan minimization
objective. It is an iterative two-step procedure, where on each cycle of
the search a subset of ordering decisions on the critical path in the cur-
rent solution are randomly retracted and then recomputed to produce a
new solution. Since its introduction, other variations have been explored
and shown to yield substantial performance improvement over the orig-
inal formulation. In this spirit, we propose and experimentally evaluate
further improvements to this basic local search schema. Specifically, we
examine the utility of operating with a more flexible solution representa-
tion, and of integrating iterative-flattening search with a complementary
tabu search procedure. We evaluate these extensions on large benchmark
instances of the Multi-Capacity Job-Shop Scheduling Problem (mcjssp)
which have been used in previous studies of iterative flattening search
procedures.

1 Introduction

The integration of local search and heuristic procedures has produced interesting
and efficient approaches to several complex scheduling problems. One such ex-
ample is the iterative flattening (or iFlat) algorithm proposed in [1] for solving
scheduling problems with a makespan minimization objective. iFlat consists of
an iterative, two-step local search schema. Within each cycle of the search, a
relaxation step is first applied to remove some search decisions from the current
solution and create a partial solution. In this context, search decisions corre-
spond to precedence constraints that must be added between pairs of activities
to resolve resource conflicts, and the relaxation step limits its attention to those
constraints residing on the solution’s critical path. Starting from this new partial
solution, the second flattening step then incrementally adds back new precedence
constraints to regain a feasible solution. In the original work, iFlat was shown
to produce high-quality solutions in reasonable time on a challenging set of large
Multi-Capacity Job-Shop Scheduling Problem mcjssp benchmarks.
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More recently two works [2,3] have extended the results of the original paper
through refinement of the basic iFlat search schema. [2] identified an anomaly in
iFlat search and proposed a simple extension, which dramatically improved the
quality of its schedules while preserving its computational efficiency. The key idea
was to iterate the relaxation step multiple times, hence the name iFlatRelax

used in what follows. Additional improvements were obtained by [3] with an
approach which follows the same schema of iFlat but using different engines
for both the flattening and the relaxation steps.

In the same spirit, this paper proposes and evaluates further extensions to
the iterative flattening search. We focus specifically on two potential shortcom-
ings of the basic approach: (1) the lack of temporal flexibility in the solutions
that are manipulated by iFlat and (2) the inability to perform a fine-grained
neighborhood search in the vicinity of near-optimal solutions. To cope with the
first issue, we explore the use of partial order schedules [4] as an underlying
solution representation. To address the second issue, we introduce a comple-
mentary tabu-seach procedure to refine solutions found by iFlat and propose
two meta-heuristic search schemas for integrating the two procedures to achieve
an appropriate interplay of diversification (exploration) and intensification (ex-
ploitation) in the overall search process. Eventually we evaluate these extensions
against well-known mcjssp benchmark sets and discuss further opportunities to
extend and enhance the basic iterative.

2 The Iterative Flattening Schema

Before describing the iterative flattening approach it is necessary to introduce
the modeling perspective on which this schema is based. In this a schedule S is
represented as a directed graph GS(A,E). A is the set of activities specified in
mcjssp, plus a fictitious asource activity temporally constrained to occur before
all others and a fictitious asink activity temporally constrained to occur after
all others. E is the set of precedence constraints defined between activities in
A. Following a Precedence Constraint Posting (PCP) approach, the set E can
be partitioned in two subsets, E = Eprob ∪ Epost, where Eprob is the set of
precedence constraints originating from the problem definition, and Epost is the
set of precedence constraints posted to resolve resource conflicts. In general the
directed graph GS(A,E) represents a set of temporal solutions. The set Epost

is added in order to guarantee that at least one of those temporal solutions is
also resource feasible. Given this description of the solution model, the Iterative
Flattening search procedure [1] iterates the following two steps:

Relaxation step: first, a feasible schedule is relaxed into a possibly resource in-
feasible, but precedence feasible, schedule by removing some search decisions
represented as precedence constraints between pair of activities;

Flattening step: second, a sufficient set of new precedence constraints is
posted to re-establish a feasible schedule.

These two steps are executed until a better solution is found or a maximal num-
ber of iterations is executed. Figure 1 shows the iterative flattening algorithm in
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iFlatRelax(S,pr, MaxFail,MaxRlxs)
1. Sbest ← S
2. counter ← 0
3. while (counter ≤ MaxFail) do
4. Relax(S, pr, MaxRlxs)
5. Sol ←Flatten(S)
6. if Mk(Sol) < Mk(Sbest) then
7. Sbest ← S
8. counter ← 0
9. else
10. counter ← counter + 1
11. return (Sbest)

Relax(S,pr, MaxRlxs)
1. for 1 to MaxRlxs
2. forall (ai, aj) ∈ CP(S) ∩ Epost

3. if random(0,1) < pr

4. S ← S \ (ai, aj)

Fig. 1. The iFlatRelax algorithm and the Relax procedure

detail. iFlatRelax takes as input four elements: (1) a starting solution S; (2) a
value pr ∈ [0, 1] designating the percentage of precedence constraints pci ∈ Epost

on the critical path to be removed; (3) a positive integer MaxFail which specifies
the maximum number of non-makespan-improving moves that the algorithm will
tolerate before terminating; and (4) a positive integer MaxRlxs which specifies
the maximum number of relax iterations to be performed in the relaxation step.
Note that it is the value of this last parameter that distinguishes between the ap-
proaches taken in [1] and [2] respectively (see below). Returning to the algorithm
iFlatRelax described in Figure 1, after initialization (Steps 1-2), a solution is
repeatedly modified within the while loop (Steps 3-10) by the application of the
Relax and Flatten procedures. In the case that a better makespan solution
is found (at Step 6), the new solution is stored in Sbest and the counter is reset
to 0. Otherwise, if no improvement is found in MaxFail moves, the algorithm
terminates and returns the best solution found. The rest of this section describes
the relaxation and the flattening steps in more detail.

Relaxation. The relaxation step is based on the concept of critical path. A path
in GS(A,E) is a sequence of activities a1, a2, . . . , ak, such that, (ai, ai+1) ∈ E
with i = 1, 2, . . . , (k − 1). The length of a path is the sum of the activities pro-
cessing times and a critical path is a path from asource to asink which determines
the solution’s makespan. Any improvement in makespan will necessarily require
change to some subset of precedence constraints situated on the critical path,
since these constraints collectively determine the solution’s current makespan.
Following this observation, the relaxation step introduced in [1] is designed to
retract some number of posted precedence constraints on the solution’s critical
path. Figure 1 shows also the Relax procedure. Steps 2-4 consider the set of
posted precedence constraints (pci ∈ Epost), which belong to the current critical
path CP (S). A subset of these constraints is randomly selected and then removed
from the current solution. Step 1 represents the crucial difference between the
approaches of [1] and [2]. In the former approach Steps 2-4 are performed only
once (i.e., MaxRlxs = 1), whereas in [2] these steps are iterated several times
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(from 2 to 6). In practice the new critical path of S is computed at each iter-
ation. Notice that this path can be completely different from the previous one.
This allows the relaxation step to also take into account those paths that have
a length very close to the critical path one.

Flattening. The flattening step used in [1] is inspired by prior work on the
Earliest Start Time Algorithm (esta) from [5]. esta was designed to address
more general, multi-capacity scheduling problems with generalized precedence
relations between activities (i.e., corresponding to metric separation constraints
with minimum and maximum time lags). This algorithm is a variant of a class of
PCP scheduling procedures, characterized by a two-phase, solution generation
process. First step is to construct an infinite capacity solution. The current prob-
lem is formulated as an STP [6] temporal constraint network1 where temporal
constraints are modeled and satisfied (via constraint propagation) but resource
constraints are ignored, yielding a time feasible solution that assumes infinite
resource capacity. The second phase consists instead in leveling resource demand
by posting precedence. Resource constraints are super-imposed by projecting “re-
source demand profiles” over time. Detected resource conflicts are then resolved
by iteratively posting simple precedence constraints between pairs of competing
activities. For further details on the flattening procedure the reader should refer
to the original references.

3 Extensions to Iterative Flattening Search

The concept of Iterative Flattening introduced in [1] is quite general and pro-
vided an interesting new basis for designing more sophisticated and effective local
search procedures for scheduling optimization. The iFlatRelax procedure pro-
posed in [2] is a nice example of an iFlat extension which obtains substantial
improvements over its original version. This section describes further extensions
to the iterative flattening search schema based on two possible drawbacks.

A first potential shortcoming is the lack of temporal flexibility in the initial
solution provided to seed iFlatRelax. Previous work has used esta as an ini-
tial solution generator and, as indicated earlier, esta only guarantees that the
earliest start time solution (ESS) is resource feasible. In fact, the effectiveness of
the iFlatRelax procedure relies on finding new orderings of activities such that
an increasingly more compact solution is found on each cycle. The greater the
flexibility, the higher the probability that new start times for relaxed activities
can be found on a given relax-and-flatten cycle that reduce the overall makespan.
A second possible drawback is the lack of an ability to conduct a fine-grained
search when a near-optimal solution is generated by iFlat. In fact, due to its

1 In a STP (Simple Temporal Problem) network we make the following representa-
tional assumptions: temporal variables (or time-points) represent the start and end
of each activity, and the beginning and end of the overall temporal horizon; dis-
tance constraints represent the duration of each activity and separation constraints
between activities including simple precedences.



Boosting the Performance of Iterative Flattening Search 451

random behavior, the procedure is unlikely to be able to explore close neigh-
bors of a near-optimal solution, in order to further improve it. In the following
subsections we propose two extensions to address each of these two potential
limitations.

3.1 Introducing Partial Order Schedules

The first extension of the search schema, aimed at increasing the temporal flex-
ibility of solutions generated during the flattening step, is to substitute the use
of Partial Order Schedules (POS) [5,4] for the solutions produced by esta. Both
types of the solutions are based on a graph representation. The difference is that
while esta solutions guarantee that at least one of the temporal solutions they
represent is also resource feasible, a POS guarantees that all delineated temporal
solutions are also resource feasible. The use of a POS in general increases the
possibilities for rearranging relaxed activities.

The common thread underlying a POS is the characteristic that activities
which require the same resource units are linked via precedence constraints into
precedence chains. Given this structure, each constraint becomes more than just
a simple precedence. It also represents a producer-consumer relation, allowing
each activity to know the precise set of predecessors that will supply the units
of resource it requires for execution. In this way, the resulting network of chains
can be interpreted as a flow of resource units through the schedule; each time an
activity terminates its execution, it passes its resource unit(s) on to its successors.
It is clear that this representation is flexible if and only if there is temporal slack
that allows chained activities to move “back and forth”. Polynomial methods
for producing a POS from an input solution represented as a precedence graph
(or equivalently as a set of start times) have been introduced in [5,4]. Given
an input solution, a transformation method, named chaining, is defined that
proceeds to create sets of chains of activities. This operation is accomplished
over three steps: (1) all the previously posted leveling constraints are removed
form the input partial order; (2) the activities are sorted by increasing activity
earliest start times; (3) for each resource and for each activity ai (according to
the increasing order of start times), one or more predecessors aj are chosen,
which supplies the units of resource required by ai – a precedence constraint
(ai, aj) is posted for each predecessor aj . The last step is iterated until all the
activities are linked by precedence chains.

Having a flexible solution is not the only benefit in considering the use of par-
tial order schedules. A second property that appears to be relevant is the reduc-
tion in the number of additional precedence constraints that must be posted to
obtain a solution: Given a problem with n activities to be scheduled, the number
of constraints appearing in the solution is always O(n). This because the chain-
ing procedure creates POSs with only the “necessary”precedence constraints, and
eliminates all “redundant” constraints. The removal of redundant precedence con-
straints tends to intensify the effect of the iFlat relaxation step in the iFlat pro-
cedure. More solutions are accessible at each flattening cycle, because the removal
of redundant constraints increases possibilities for rearranging relaxed activities.
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This intuition is confirmed in the experimental section of the paper, where we see
how the use of partial order schedules as input allows the iterative flattening search
to find better quality solutions in comparison to the procedure proposed in [2]. It
is worth noting that although [3] uses the concept of POS, it uses them solely to
overcome the natural lack of flexibility of fixed time solutions and to apply a large
neighborhood search schema.

3.2 Meta-heuristics for Fine-Grained Exploration

A second potential drawback of the basic iFlatRelax procedure is its lack of
an ability to conduct a fine-grained search when a near-optimal solution is gen-
erated. In fact, due to its random behavior, the procedure is actually unlikely to
explore close neighbors of a near-optimal solution, and hence will miss opportu-
nities to further improve it before moving on to another region of the space. In
this section we describe a complementary extension to designed to overcome this
structural drawback of iFlatRelax. Inspired by the well-known principle in lo-
cal search that advocates interleaved diversification and intensification of the
search over time (e.g., see [7]), we propose a meta-heuristic search strategy that
couples the iFlatRelax procedure with a complementary tabu-search proce-
dure. By its nature, iFlatRelax tends to promote diversification, emphasizing
exploration of different subspaces of the search on successive cycles. Introduction
of the tabu search procedure, alternatively, provides a mechanism for exploitation
of good solutions found by iFlatRelax, intensifying the search in the neigh-
borhood of such solutions and maximizing the chances of reaching local optima
in this particular subspace. To enable integration the tabu search procedure is
designed to operate, like iFlatRelax, with a POS solution representation. We
refer to this meta-heuristic search schema for coupling iFlatRelax and tabu
search as MetaFlat. In the subsections below, we first describe the tabu search
procedure that we have developed for this purpose and then summarize the ways
in which these two components have been integrated.

A Tabu Search Procedure on Partial Order Schedules. To comple-
ment iFlatRelax’s randomized search behavior, we combine it, in a larger
meta-schema, with a tabu search algorithm to enable fine-grained exploration in
the neighborhood of near-optimal solutions discovered by iFlat. In brief, tabu
search is a local search procedure that proceeds by iteratively moving from a
given current solution S to a new solution S′ in the neighborhood of S, until
some stopping criterion has been satisfied. For any current solution S, a set
of moves m are applied to S to define the neighborhood of S of interest, and
then the neighbor Si with the best objective value (in our case the Si with the
smallest makespan) is selected as the new solution S′. The move leading to the
best neighbor is then performed, and a new neighborhood is then calculated and
searched to find a new best neighbor Si+1. To hedge against getting trapped in
local optima, the procedure modifies its neighborhood structure as the search
progresses. This is accomplished by maintaining the set of most recently visited
solutions in a tabu list, and forbidding selection of a neighbor that has been vis-
ited within the past MaxSt moves (where MaxSt is the length of the tabu-list).
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The tabu search procedure we have developed can be seen as an extension of
the algorithm first proposed in [8] for Job Shop Scheduling Problems (JSSP).
The tabu search procedure is designed to operate on the directed graph G(A,E)
representation of a solution (schedule), with analogous definitions of path, length
of a path and critical path assumed in the previous sections. In particular, we
consider a POS form for the input solutions, such that for each resource rk with
capacity ck, we assume the activities partitioned in a set of ck different chains
chain1, chain2, . . . , chaink.

Critical Path

chainj

chaini

(a) Vertical move.

Critical Path

(b) Horizontal move.

Fig. 2. Tabu search moves

Our tabu search algorithm interleaves
two types of moves in searching for a min-
imum makespan solution: vertical moves
and horizontal moves (see Fig. 2). A ver-
tical move on a resource rk is defined
as the movement of an activity am on a
critical path from one chaini to another
chainj (Fig. 2(a)). We use a heuristic cri-
terion to determine where in chainj to in-
sert am. For each pair of consecutive ac-
tivities (ai, ai+1) in chainj, we compute a
penalty function which estimates the in-
crease in the solution’s makespan if am is
inserted between ai and ai+1, and the in-
sertion point with the minimum penalty
is chosen. Alternatively, a horizontal move on a resource rk is defined as the swap
of the execution order of a pair of consecutive activities (ai, aj) belonging to the
same chain and critical path (Fig. 2(b)). Our implementation of horizontal moves
directly exploits the results introduced in [8] concerning neighborhood definition
in the case of unit capacity problems. It is worth noting that by applying the
two types of move to a POS we still obtain a partial order schedule. Hence, the
POS-form for a solution is crucial to preserving solution feasibility after a move.

The tabu search algorithm takes as input the initial type of move from which
to start (init-move), the tabu-list length MaxSt and two integer parameters:
maxintrlv and maxiter . These parameters respectively designate the maximum
number of interleaving steps between moves of each type without makespan
improvements and the maximum number of move steps of a given move type
without further makespan improvement. In practice, the algorithm alternates
the use of the two types of moves and each time it changes type, restarts from
the best solution found with the previous type of move.

Interleaving Iterative Flattening and Tabu Search. We have defined two
possible alternatives for interleaving the iFlatRelax method and the tabu
search procedure . A first approach, called serial integration, simply executes
iFlatRelax and tabu search algorithms in sequence, submitting the best so-
lution found in the first step to a tabu-search session for further improvement.
In this case the tabu search procedure works as a classical intensification step
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within a meta-heuristic schema by focusing more intently on a region close to the
best solution found by the previous iFlatRelax step. A second approach, called
loop integration, iteratively applies the following two steps until a termination
condition is met:

1. the iFlatRelax procedure takes as input a solution S (the initial solution
or the output of the tabu search): with probability p it returns the last
solution found Slast; with probability (1 − p) the best solution found S∗;

2. the output of the previous step becomes the input of the tabu search proce-
dure: with probability p it returns the last solution found in the local search
procedure; with probability (1 − p) the best solution found.

The probability p works as a noise mechanism, to avoid the circumstance where
a near optimal solution circulates in the loop without any improvement. In
fact, it is possible that a solution S cannot be improved either by the iFlat

algorithm or by the tabu search algorithm. When we compose the two basic
strategies (iFlat and Tabu Search) in loop integration, by default each strategy
returns the best solution found. As the makespan decreases, the probability that
a component returns the input solution, as the best one, becomes increasingly
higher. The noise p promotes restarting from different solutions and thus controls
the interplay between search intensification and diversification. In fact, when
both component strategies return the best solution found, the search tends to
be more localized in a subregion of the search space (intensification). Whereas,
in the case one of the two components returns last solution found, the search
tends to move toward another region of the search space (diversification).

4 The MCJSSP Scheduling Problem and Test Sets

We consider the Multi-Capacity Job-Shop Scheduling Problem, mcjssp, as a
basis for evaluating the performance of our search procedures. This problem in-
volves synchronizing the use of a set of resources R = {r1 . . . rm} to perform
a set of jobs J = {j1 . . . jn} over time. The processing of a job ji requires the
execution of a sequence of m activities {ai1 . . . aim}, each aij has a constant pro-
cessing time pij and requires the use of a single unit of resource raij for its entire
duration. Each resource rj is required only once in a job and can process at most
cj activities at the same time (cj ≥ 1). A feasible solution to a mcjssp is any
temporally consistent assignment to the activities’ start times which does not
violate resource capacity constraints. An optimal solution is a feasible solution
with minimal overall duration or makespan. Generally speaking, mcjssp has the
same structure as JSSP but involves multi-capacitated resources instead of unit-
capacity resources. For our analysis, we use the benchmarks introduced in [9].
They consist of four sets of problems which are derived from the 40 Lawrence’s
job-shop scheduling problems LA1-LA40 [10] by increasing the number of activ-
ities and the capacity of the resources.
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Set A: LA1-10x2x3 (problems from LA1 to LA10, with resource capacity dupli-
cated and triplicated). 5 problems each of sizes2 20x5(2), 30x5(3), 30x5(2),
45x5(3).

Set B: LA11-20x2x3. 5 problems each of sizes 40x5(2), 60x5(3), 20x10(2),
30x10(3).

Set C: LA21-30x2x3. 5 problems each of sizes 30x10(2), 45x10(3), 40x10(2),
60x10(3).

Set D: LA31-40x2x3. 5 problems each of sizes 60x10(2), 90x10(3), 30x15(2),
45x15(3).

We observe that the proposed benchmark set still represents a challenging bench-
mark for comparing algorithms. In fact, (a) in relatively few instances they cover
a wide range of problem sizes; (b) they also provide a direct basis for comparative
evaluation. In fact, as noted in [9], one consequence of the problem generation
method is that the optimal makespan for the original JSSP is also a tight upper
bound for the corresponding mcjssp (Lawrence upper bounds). Hence, even if
for many instances there are known better solutions, distance from these upper-
bound solutions can provide a useful measure of solution quality.

5 Experimental Results

The evaluation has been performed in two phases. A first, explorative, phase
evaluates the effect of the components described in the previous sections. In this
phase we work only with the Set C benchmark. This set is a representative sub-
set of instances ranging from 300 to 600 activities. A second phase then compares
the best performing procedures from the first phase with current best mcjssp

benchmark results in a more CPU intensive test. All algorithms are implemented
in Allegro Common Lisp, and all experiments were run on a P4 processor 1.8
GHz under Windows XP.

Explorative comparison. We have defined a progression of extended strate-
gies with respect to the previous best iFlatRelax [2]. In particular they are
defined as follows:

1. iFlatRelax-pos: this variant augments iFlatRelax with a POS represen-
tation of the input solution;

2. MetaFlat-serial: in this configuration, the best solution found by iFla-

tRelax-pos is serialized with the tabu search algorithm;
3. MetaFlat-loop: this variant interleaves iFlatRelax-pos-tl with the tabu

search procedure in a loop integration mode.

In running the first phase experiments, the following settings were used for iFla-

tRelax: pr = 0.2, MaxFail = 400, MaxRlxs = 6. The Tabu Search param-
eters were set as follows: tabu-list’s length MaxSt = 9, init-move= ’vertical’,

2 Using the notation #jobs × #resources (resource capacity).
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maxintrlv = 1 and maxiter = 50. The noise value for the strategy MetaFlat-
loop was set to p = 0.2. We finally imposed a timeout of 1000 seconds for each
instance of the Set C and for each composite strategy. It is worth noting how
we have implemented the previous three strategies in order to met the imposed
CPU bounds. In the case of the strategy MetaFlat-loop, the procedure exe-
cutes the loop until the time bound is reached. For the other three strategies,
we adopt the same restarting schema used in previous works [1,2]. In the case a
first run finishes before the imposed time limit, the random procedure restarts
from the initial solution until the time bound is reached. At the end, the best
solution found is returned.

Table 1. Comparative performance on Set C

Algorithm ΔLWU% ΔiF lat%

iFlatRelax 4.01 0.0
iFlatRelax-pos 3.61 0.37
MetaFlat-serial 2.99 0.97
MetaFlat-loop 2.80 1.16

Table 1 compares on the
Set C the basic iFlatRe-

lax with the alternative
strategies described above.
The column Algorithm rep-
resents the algorithmic vari-
ant, the column ΔLWU%

represents the average per-
centage deviation from the
Lawrence upper bound [10], and finally, the column ΔiF lat%, represents the
percentage improvement over the original iFlatRelax algorithm. The results
shown in Table 1 give a first empirical evidence to the hypotheses described
in the previous sections. In fact, the results show that all methods improve on
the base iFlatRelax algorithm. In particular, the simple use of a partial or-
der schedule (POS) as input solution for iFlatRelax, improves the previous
approach described in [2] from 4.01% to 3.61%. This is because a partial order
schedule entails a reduced number of redundant precedence constraints in the
input precedence graph with respect to the one produced by esta. This different
shape of the solution tends to intensify the effect of the relaxation step within
the iFlatRelax procedure and increases the degrees of freedom in rearrang-
ing the relaxed activities. Note also that the introduction of the tabu search
procedure, also produces a rather interesting further improvement to 2.99%. Fi-
nally, as might be expected, the best performance (2.80%) is obtained with the
MetaFlat-loop. This result confirms the general principle adopted in meta-
heuristic search to interleave diversification and intensification. For this reason
this variant was selected for the intensive experiments of the next phase.

Intensive evaluation. In the second phase of the experiments, we compared
iFlatRelax-pos, MetaFlat-loop, and the STRand algorithm introduced in
[3], which has obtained the best current results on these benchmark problems. In
this phase, the following settings were adopted for the iFlatRelax procedure:
pr = 0.2, MaxFail = 1000, MaxRlxs = 6 and a timeout of 8000 seconds for each
instance. For the tabu search procedure we preserved the same parameters as
before. It is worth remarking that the selection of the values of these parameters
was not random, but rather the result of a set of preliminary exploratory runs.
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Table 2. ΔLWU% values on the complete benchmark

Algorithm Set A Set B Set C Set D All
iFlatRelax-pos -0.06 -1.38 1.19 0.52 0.07

MetaFlat-loop -0.07 -1.68 0.69 0.26 -0.2

STRand -0.28 -2.04 -0.71 -0.22 -0.81

Table 2 shows the figures of the intensive evaluation. For each algorithm we
present the ΔLUW% values obtained for all four benchmarks and the cumulative
results. The results in the table show that both extended methods introduced,
iFlatRelax-pos and MetaFlat-loop, outperform the original procedure. In
fact, although in [2] the authors use a more intensive search, the average ΔLWU%

is only about 1%, which is significantly higher than the −0.2% obtained with our
extensions. In comparison to the STRand procedure, neither iFlatRelax-pos
and MetaFlat-loop achieve the level of performance of the STRand procedure
[3], which currently maintains the best performance on the mcjssp benchmarks.
However in this case it is worth again noting that while this approach shares
the same search schema of iFlatRelax it uses different components to im-
plement the flattening and the relaxation steps. Additional analysis is needed
to assess the real difference between MetaFlat-loop and STRand, given that
the results of the latter are from the original paper and take advantage of an
implementation built on top of the ILOG suite. One of our next steps will be
to implement STRand algorithm within our algorithmic framework (written in
Common Lisp), in particular to compare the performance of the SetTimes al-
gorithm – a description of this algorithm can be found in [3] – used in place
of esta within STRrand. Moreover we expect that the STRand procedure may
benefit from one or more of the same extensions that we have introduced into
MetaFlat-loop.

6 Conclusions and Future Work

In this paper we have explored a set of extensions to the iFlat search procedure.
iFlat is a local search procedure for solving large-scale scheduling problems with
a makespan minimization objective criterion [1,2]. The extensions presented were
motivated by two potential limitations in the iFlat algorithm: (1) the lack of
flexibility in the initial seed solution, and (2) the inability of iFlat procedure
to explore the close neighborhood of a near-optimal solution for purposes of fur-
ther improvement. The proposed extensions were found to significantly improve
the performance of the reference strategies on mcjssp benchmark problems, and
these results give first experimental evidence of the effectiveness of coupling tabu
search concepts and procedures with iterative flattening search. Further study
will be necessary to clearly understand the effectiveness of the algorithms pro-
posed, especially with regard to the best results available in the current literature
and given by STRand [3]. However, we believe that the proposed extensions are
quite general and can be also usefully used within the STRand algorithm. There
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are further directions for future research. One particular interest will be the ex-
ploration of alternative approaches to integrating iterative flattening and tabu
search. In this regard, we believe a Back Jumping Tracking schema [8], where
search is restarted from promising solutions accumulated during the search, holds
particular promise.
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Abstract. This paper presents a computationally effective trajectory
generation algorithm for omni-directional mobile robots. This method
uses the Voronoi diagram to find a sketchy path that keeps away from
obstacles and then smooths this path with a novel use of Bezier curves.
This method determines velocity magnitude of a robot along the curved
path to meet optimality conditions and dynamic constrains using Newton
method. The proposed algorithm has been implemented on real robots,
and experimental results in different environments are presented.

1 Introduction

The path planning problem is as old as mobile robotics, but does not have a
universal solution yet. Path planning is the process of calculating a path for a
mobile robot which is usually required in real time applications. The problem
of fast generating a trajectory for a mobile robot is usually required in robotic
applications such as Robocup or other robot soccer games. In these applications
the generated trajectory should meet some dynamic constraints of the robot and
make the robot to reach the destination in the shortest possible time. The robot
should avoid obstacles as well as satisfying dynamic constraints.

Many theoretical researchers worked on this problem under different criteria
such as minimum Euclidean distance [2], Manhattan distance [3], link distance
(number of rotations) [5], and many other distance metrics. A variety of problems
such as path planning for pursuing a moving target (see [6] and [7]), parking a
car-like robot [2], and etc. were also examined.

Mobile robots could be built car-like, differential, omni-directional, and in
many other models. For each kind, many algorithms have been developed [2].
This paper solves the problem of motion planning for omni-directional mobile
robots. This kind of vehicles provides superior maneuvering capability compared
to the car-like or differential ones. They are able to move in any direction and
spin as they move. An omni-directional mobile robot usually consists of three
sets of wheel assemblies equally placed at 120 degrees from one another. Each
of these wheels transfers the motor force in one direction and move freely in the
orthogonal direction.

Practical motion planning usually deals with velocities, accelerations, and
dynamic constraints. Trajectory planning is the extension of path planning to
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consider velocity. The trajectory control builds a geometric path and then uses
feedback control to track the path. The two main goals in most robotic ap-
plications are time optimality and obstacle avoidance of generated trajectories.
Reaching to the goal without collisions is usually much more important than
time optimality. For this purpose dynamic capabilities of the robot must be
considered (see [1], [8], [9] and [10]).

Motion planning requires real-time algorithm in dynamic environments; there-
fore many real-time approaches developed in this field. The potential field method
is widely used for autonomous mobile robot path planning due to its elegant math-
ematical analysis and simplicity. The potential field is a function whose gradient
is used to calculate a torque applied to the robot motors, enforcing it to reach its
goal while avoiding obstacles. This function depends on the destination position
and the geometry of the obstacles around the robot (see [15], [16] and [17]).

Most researches have been focused on solving motion planning problems con-
sidering time optimality or obstacle avoidance, separately. This paper proposes
a new algorithm for motion planning of mobile robots which avoids obstacles
and also satisfies time optimality. The resulting trajectory keeps the robot as
far away from obstacles as possible to eliminate the probability of obstacle col-
lision. This algorithm is designed to work real-time in dynamic environments.
However most motion planning algorithms have time complexities as a function
of obstacles complexity (i.e. number of vertices of all obstacles), the proposed
algorithm runs in the time complexity of O(N log N) where N is the number
of obstacles. Apparently N is much less than complexity of obstacles. Section 2
describes dynamic constraints of an omni-directional vehicle. In section 3 a new
algorithm is presented to generate a near optimal trajectory. Some details in
implementation of the proposed algorithm are presented in section 4. Section 5
shows the experimental result in different environments. Finally conclusions are
reached in section 6.

2 Dynamic Constrains

Generally, the optimal control problem for vehicles is considered with either
velocity bound or acceleration bound, not both. Kalmar-Nagy et al. described an
accurate model that relates the amount of torque available for acceleration to the
speed of a three wheeled omni-directional vehicle in [1]. This section is based on
the results of [1]. Fig. 1 shows the bottom view of a three wheeled mobile robot.

Reference [1] shows that in such a vehicle the motor velocities are linear
functions of the velocity and the angular velocity of the robot.⎛⎝v1

v2

v3

⎞⎠ =

⎛⎝ − sin θ cos θ L
− sin (π/3− θ) − cos (π/3− θ) L
sin (π/3 + θ) − cos (π/3 + θ) L

⎞⎠⎛⎝ ẋ
ẏ

θ̇

⎞⎠ (1)

where L is the distance of the drive unit from the robot center of mass and θ
is the angle of rotation illustrated in Fig. 2. This model describes our vehicle
dynamic restriction as follows:
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Fig. 1. Bottom view of a three wheeled omni-directional vehicle

Fig. 2. Geometry of the omni-directional vehicle from [1]

qx(t)2 + qy(t)2 ≤ 1, (2)

where

qx(t) = ẋ + ẍ (3)
qy(t) = ẏ + ÿ. (4)

The x, y and t are normalized and non-dimensional quantities. we consider x
and y as functions of time, t. In fact these equations show the relation of robot’s
acceleration to its velocity.

It is shown in [4] that time optimality achieves when equality condition holds
in (2) for all possible quantities of t; therefore we can formulate optimality con-
dition in (5). Reference [1] solves the problem of time optimal motion trajectory
by ensuring the equality, but no obstacles are considered.

qx(t)2 + qy(t)2 = 1 (5)
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Normalized variables x, y, and t are determined as follow

x =
xr

Ψ
, y =

yr

Ψ
, t =

tr
T

. (6)

The length and time scales are

Ψ =
4αmUmax

9β2
, T =

2m
3β

. (7)

In these equations xr , yr, and tr are real quantities with their standard units.
Umax is the maximum voltage applied to the motors and the constants α and β
characterize the dc motors of the mobile robot. Finally m shows the mass of the
robot.

3 Proposed Algorithm

The proposed algorithm constructs a curve that satisfies obstacle avoidance and
then adjusts velocity of the robot to meet the dynamic constraints and optimality
condition formulated in (5). This algorithm is based on results of [1] to meet time
optimality while considering obstacles.

Due to dynamic constraints, shortest distance path is not always shortest
time path. In shortest distance path the robot should stop on vertices of the
path which is waste of time, so we should look for a curved path to guarantee
obstacle avoidance and smoothness. Walking on the Voronoi diagram results in
a path away from obstacles; so finding such a shortest path and then smooth
the path with Bezier curve method will result in a smooth path which avoids
obstacles and partially holds the distance optimality. We apply velocities to this
curve in order to meet optimality conditions. First assume that our robot is just
a point and later we will generalize this assumption to deal with real robots.

3.1 Voronoi Diagram

Voronoi diagram of P (a set of n distinct points in the plane which are called
sites) is defined as the subdivision of the plane into n cells, one for each site in
P , with the property that a point q lies in the cell corresponding to a site pi if
and only if the distance of q to pi is less than the distance of q to any other sites.
We denote the Voronoi diagram of P by V or(P ).

Reference [11] shows that if all the sites are collinear then V or(P ) consists
of n − 1 parallel lines. Otherwise, V or(P ) is connected and its edges are either
segments or half lines. In this paper we assume all sites do not lie on a line (we
could avoid this case with a small perturbation). Fig. 3 shows an example of a
Voronoi diagram for 9 sites.

Since obstacles may have various sizes we use a weighted Voronoi diagram with
obstacles radii as their weights. In the weighted Voronoi problem the distance
of a site to a point is the Euclidean distance, plus its additive weight. Reference
[12] provides an algorithm to find weighted Voronoi diagrams in O(N log N).
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First we construct a Voronoi graph with this algorithm and then add s and t,
start and target points, to this graph with corresponding edges which connect
these two points to their cells vertices (we do not consider edges that collide
with obstacles). After constructing the graph we run Dijkstra’s shortest path
algorithm. The resulting path is the shortest path whose edges are in the Voronoi
diagram; therefore this path is away enough from obstacles and satisfies obstacle
avoidance. Reference [11] shows that this graph has O(N) edges and vertices;
so the Dijkstra’s algorithm would run in O(N log N) on this graph (see [18]). In
this algorithm N is the number of obstacles not the complexity of obstacles (i.e.
number of vertices of all obstacles). Fig. 3 shows a shortest path on the graph
obtained from a Voronoi diagram.

Fig. 3. A Voronoi diagram and a shortest path in the corresponding graph

3.2 Bezier Curves

a Bezier curve is a kind of spline important in computer graphics. These curves
were developed independently by de Casteljau and Bezier in 1959 and 1962,
respectively. Bezier curves were the result of demand by the automobile industry
to develop modern curved shapes for cars (see [13]).

A Bezier curve of degree n is specified by n + 1 control points, p0, p1, . . . , pn.
The curve passes through the first and last points, and is pulled toward the
intermediate control points according to the Bernstein-Bezier equation

P (t) =
n∑

i=0

(
n
i

)
(1 − t)n−itipi, (8)

where t is a parameter that varies from 0 to 1 along the curve.
We are to find a smooth path near the result of section 3.1 with regards to

initial and final conditions. If we use the shortest path vertices as control points
of a Bezier curve, initial position constraint will be satisfied but initial velocity
may not be satisfied. Hence we use two Bezier curves to meet these conditions.

Let p0, p1, . . . , pn are vertices of the shortest path resulting from previous step
and p0, and pn are s and t respectively. We also know initial velocity v0. First
we find a Bezier curve for p1, . . . , pn. Considering initial slope of this Bezier
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curve in p1 and initial velocity, v0, which define the slope in p0, we introduce
two new control points q and r to construct another Bezier curve with control
points p0, q, r, and p1 to satisfy initial velocity constraint and also continuity
of curve and its slope in p1. We deal with slope (direction of first derivative)
not with first derivative, because later in section 3.3 we will adjust velocity
magnitudes (magnitude of first derivative). Following equations describe curves
and boundary conditions.

Pa(t) = p0(1− t)3 + 3qt(1− t)2 + 3rt2(1 − t) + p1t
3 (9)

Pb(t) =
n−1∑
i=0

(
n− 1

i

)
(1− t)n−i−1tipi+1 (10)

Ṗa(0)∣∣∣Ṗa(0)
∣∣∣ =

v0

|v0|
(11)

Ṗa(1)∣∣∣Ṗa(1)
∣∣∣ =

Ṗb(0)∣∣∣Ṗb(0)
∣∣∣ (12)

Bezier curves Pa and Pb are connected at p1. Equation (11) satisfies the initial
velocity constraint and equation (12) shows the continuity of first derivative at p1.

Reference [13] shows that if B(t) is a Bezier curve of degree k, then

Ḃ(0) = k(p1 − p0) and (13)

Ḃ(1) = k(pk − pk−1). (14)

From equations (11, 12, 13, 14) we can conclude that vectors p0q and v0

and also vectors rp1 and p1p2 should be in the same direction. If q and r are
farther from p0 and p1 respectively, the robot may move with lower acceleration
and therefore with higher velocity. Since the Bezier curves are always in the
circumferential convex polygon of its control points, we could make q and r as
far away from p0 and p1 as the circumferential convex polygon of p0, q, r, and
p1 would not collide with any obstacle to ensure that the Bezier curve satisfies
obstacle avoidance. Fig. 4 shows two Bezier curves constructed for the shortest
path between s and t.

3.3 Adjusting Velocities

Finally we assign velocity magnitude to each point on the generated curve in
previous section which satisfies obstacle avoidance and smoothness. In this step
we deal with dynamic constraints and also time optimality. In section 3.2 a
Bezier curve C(X(t), Y (t)) is produced where X and Y are Bernstein polynomi-
als and t ∈ [0, 1]. In this section we are to find a function α : [0, τ ] → [0, 1] that
X(α(s)) and Y (α(s)) satisfy the following equation. Finding such a function
means adjusting velocity magnitude for all points on the given curve.
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Fig. 4. A smooth path resulted from two Bezier curves. The first Bezier curve is illus-
trated in green and the second one is shown in blue.

For the sake of optimality we want the left-side of the inequality (15) to
approach 1. Note that this inequality is applicable to normalized values which
are scaled by equation (6); hence the first step in this section is transforming
the real values to normalized values. At last the results of this section will be
transformed back to real values.

(Ẋ + Ẍ)2 + (Ẏ + Ÿ )2 ≤ 1 (15)

We divide the interval [0, τ ] to sections with length h and use αn instead of
α(nh) for simplicity. To find αn values for all n’s we could use the equation (15)
and some approximations for derivatives.

We use derivative approximations to rewrite the inequality (15) as follow(
X(αn+1)−X(αn−1)

2h + X(αn+1)+X(αn−1)−2X(αn)
h2

)2

+
(

Y (αn+1)−Y (αn−1)
2h + Y (αn+1)+Y (αn−1)−2Y (αn)

h2

)2

≤ 1− ε,
(16)

where
X(αn+1)−X(αn−1)

2h = Ẋ(αn+1) + h2

6 X(3)(ξ1)

X(αn+1)+X(αn−1)−2X(αn)
h2 = Ẍ(αn+1) + h2

12X(4)(ξ2)
(17)

and so forth for Y .
We use 1−ε instead of 1 in the inequality (16) because of approximation errors.

This guarantees that the inequality (15) holds. αn+1 is easy to calculate based
on αn−1 and αn by Newton method in order to make the left-side of inequality
(16) close to 1. Newton method is a root finding algorithm in which a sequence
xn is produced by the following recursive formula. This sequence converges to
the function root:

xn+1 = xn −
f(xn)
ḟ(xn)

(18)
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To use Newton method we first introduce the function f that we want to find
its root. The function is

f(λ) =
(

X(λ)−X(αn−1)
2h + X(λ)+X(αn−1)−2X(αn)

h2

)2

+
(

Y (λ)−Y (αn−1)
2h + Y (λ)+Y (αn−1)−2Y (αn)

h2

)2

−1 + ε + εn.

(19)

The positive constant εn is used to ensure that the result of the Newton method
will make left side of the inequality of (16) less than but close to 1− ε. Assume
that M3 and M4 are third and forth derivative bounds; therefore error terms for
function X would be h2

6 M3 and h2

12M4 . Considering Y and the power of 2, the
total error is approximately as follow.

ε =
h2

6
(M1M4 + 2M2M3 + N1N4 + 2N2N3) (20)

Where Mi and Ni are the ith-order derivative of X and Y bounds respectively.
Since X and Y are Bernstein polynomials, their ith-order derivative bounds are
cn(n− 1) . . . (n − i + 1) where c is a bound for coordinates of the points in the
plane. So we rewrite the equation (20) as

ε ≤ h2

6
(cn5 + 2cn5 + cn5 + 2cn5)⇒ ε ≤ h2cn5. (21)

To attain a small error, ε, it is sufficient to choose h = 1
cn3 and the error would

be less than h = 1
cn . Determining a suitable value for h is a key point in this

section. In fact the less value we assign to h, the nearer trajectory to the optimal
one is attained but the more computation time is needed as well which draws a
trade-off between optimality and computational time.

In this method we need two previous values of α to attain αn+1 so at the first
step we should calculate α0 and α1. Note that α0 = 0 and therefore it is sufficient
to calculate α1. We use the given initial velocity to find α1. We approximate the
position of the robot before initial time and introduce a hypothetical α−1. First
derivative approximation in the initial point of the curve as shown below, relates
α−1, α0, and the initial velocity.

X(α0)−X(α−1)
h

= Ẋ(α0) +
h

2
Ẍ(ξ) ≈ v0x (22)

From equation (22), we determine α−1. Note that the similar equation for the
y-coordinate holds because the ratio of the y and x coordinates derivative is the
same as v0 coordinates (this condition considered in section 3.2). Now it is easy
to find α1 by applying equation (16) and using α−1 and α0. In section 3.2 we
introduced a curve which satisfied the given initial velocity direction condition
and here we adjust the velocity in the initial point of the curve to meet the initial
velocity magnitude condition.

In this section an iterative method for finding the function α is introduced.
When the αn reaches 1 the procedure ends because the purpose is to find the
function α which ranges over [0, 1].
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4 Implementation Details

The following assumptions and simplifications were made for implementation:

– Robots are treated as a circles; therefore we enlarged obstacles proportional
to robots radius and consider robots as points. We enlarge obstacles a little
more to prevent paths passing through narrow passages.

– If two obstacles collide after enlargement, we merge them and consider them
as one obstacle.

– For each obstacle the center of its circumferential circle would produce a site
and the radius of this circle defines this site’s weight.

5 Experimental Results

The presented algorithm is developed in C++ programming language and tested
in Linux environment. It was used for motion planning of soccer playing robots:
Robocup small size league. The field is a 4.9 by 3.4 meter rectangle covered with
a green carpet. Each team consists of five robots with diameters no more than
18cm and height no more than 15cm and uses one or more cameras mounted 4
meters above the field.

Experiments were performed in simulation and on real robots using a Pen-
tium IV 2400MHz computer. The robots were custom built, omni-directional
drive, and equipped with wireless transmission devices to communicate with
central computer [14]. Their maximum velocity and acceleration were 2.2m/s
and 3.0m/s2 respectively.

We have compared the proposed algorithm with other motion planning al-
gorithms used previously in Robocup competitions in simulation (Illustrated in
Fig. 5 and 6). In this comparison we examined this algorithm and two other
algorithms: potential field and shortest path using bang-bang method [1]. This
comparison was performed on more than one thousand of possible situations in
a robot soccer competition.

Artificial potential fields, originally developed in [15], are a quite popular ap-
proach in robot motion planning, because of their capability to act in continuous
domains in real-time. This method has some disadvantages such as producing
non-smooth paths and blockage in local minima. Previously we used the poten-
tial field method and for smoothing the resulted path we performed Exponential
Weighted Moving Average method. We also added some random moves to this
algorithm to avoid getting stuck in local minima.

Another path planner that we have examined is shortest path planner fea-
turing bang-bang method. This path planner first finds the shortest path in
the environment and then uses bang-bang approach to move on the path in a
time optimal manner. Robots moving on shortest paths are likely to collide with
obstacles because shortest paths are tangent to obstacles.

Fig. 6 shows the results of discussed algorithms and also time optimal paths.
Apparently finding a time optimal path requires searching a large space and
could not be accomplished real-time. It is not practical to produce a time optimal
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path in real-time but we mentioned it just for comparison. Fig. 5 illustrates how
much the results of the presented algorithm and two other discussed algorithms
approximate the time optimal path. This comparison to the time optimal path
is experimented in two different environments: highly cluttered and moderately
cluttered. We use about five obstacles in moderately cluttered environments and
ten obstacles in highly cluttered ones. This figure shows outstanding results of
the presented algorithm in both environments. There is a considerable difference
between highly cluttered and moderately cluttered results for two other algo-
rithms. The potential field method works weak in highly cluttered environments
because the resulting path is much fluctuated and it is more likely to get stuck in
local minima in comparison to moderately cluttered environments. The shortest
path method produces a path with more vertices in highly cluttered environ-
ments which enforce the robot to have more stops and therefore less average
speed. Although shortest path method performs well in moderately cluttered
environments, it suffers from high probability of obstacle collision.

In experiments on real robots the average computational time for calculating
the trajectory was about 0.3ms that includes constructing the Voronoi diagram,
finding shortest path based on the diagram, calculating Bezier curves, and as-
signing velocities by using Newton method. This experiment was performed on
a Pentium IV 2400MHz computer. In these experiments we used five iteration
for Newton method and considered h = 0.01 to make the errors introduced in
section 3.3 negligible.

Total latency of our system which includes image processing, planning, net-
work and wireless delays, motion planning, and robot hardware delay, was about
120ms; therefore this algorithm is only produce less than 0.25 percent of the total
delay.

This experiments show that proposed algorithm is suitable for our applica-
tion since it provides obstacle avoidance, near time optimal trajectory, and low
computational time which meets our real time constraints.

Fig. 5. Three different path planner’s results (time to complete the path) in two dif-
ferent environments are compared to optimal paths
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Fig. 6. Paths produced by different path planners with starting point s, ending point
t, and initial velocity v0

6 Conclusion

This paper presented an algorithm to find a near time-optimal dynamic trajec-
tory for mobile robots. We represent the environment as a Voronoi diagram, and
use Dijkstra’s algorithm to find a shortest distant path in Voronoi diagram as a
sketch. Then, with a novel use of Bezier curves we smooth the resulting shortest
path. We satisfy the time-optimality condition with appropriate velocity assign-
ments along the curve.

Due to low time complexity of the proposed algorithm, it is suitable to be
used in real-time and dynamic applications. This algorithm can generate near
time-optimal trajectories for real robots, as shown in experimental results.
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Abstract. In this work, we present a constrained-based representation
for specifying the goals of “course design”, that we call curricula model,
and introduce a graphical language, grounded into Linear Time Logic,
to design curricula models which include knowledge of proficiency levels.
Based on this representation, we show how model checking techniques
can be used to verify that the user’s learning goal is supplied by a cur-
riculum, that a curriculum is compliant to a curricula model, and that
competence gaps are avoided.

1 Introduction and Motivations

As recently underlined by other authors, there is a strong relationship between
the development of peer-to-peer, (web) service technologies and e-learning tech-
nologies [17]. The more learning resources are freely available through the Web,
the more modern e-learning management systems (LMSs) should be able to take
advantage from this richness: LMSs should offer the means for easily retrieving
and assembling e-learning resources so to satisfy specific users’ learning goals,
similarly to how (web) services are retrieved and composed [12]. As in a com-
position of web services it is necessary to verify that, at every point, all the
information necessary to the subsequent invocation will be available, in a learn-
ing domain, it is important to verify that all the competencies, i.e. the knowledge,
necessary to fully understand a learning resource are introduced or available be-
fore that learning resource is accessed. The composition of learning resources, a
curriculum, does not have to show any competence gap. Unfortunately, this veri-
fication, as stated in [10], is usually performed manually by the learning designer,
with hardly any guidelines or support.

A recent proposal for automatizing the competence gap verification is done
in [17] where an analysis of pre- and post-requisite annotations of the Learning
Objects (LO), representing the learning resources, is proposed. A logic based val-
idation engine can use these annotations in order to validate the curriculum/LO
composition. Melia and Pahl’s proposal is inspired by the CocoA system [8],
that allows to perform the analysis and the consistency check of static web-
based courses. Competence gaps are checked by a prerequisite checker for linear
courses, simulating the process of teaching with an overlay student model. Pre-
and post-requisites are represented as “concepts”.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 471–482, 2007.
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Together with the verification of consistence gaps, there are other kinds of ver-
ification. Brusilovsky and Vassileva [8] sketch some of them. In our opinion, two
are particularly important: (a) verifying that the curriculum allows to achieve
the users’ learning goals, i.e. that the user will acquire the desired knowledge,
and (b) verifying that the curriculum is compliant against the course design
goals. Manually or automatically supplied curricula, developed to reach a learn-
ing goal, should match the “design document”, a curricula model, specified by the
institution that offers the possibility of personalizing curricula. Curricula models
specify general rules for designing sequences of learning resources (courses). We
interpret them as constraints, that are expressed in terms of concepts and, in
general, are not directly associated to learning resources, as instead is done for
pre-requisites. They constrain the process of acquisition of concepts, indepen-
dently from the resources.

More specifically, in this paper we present a constraint-based representation
of curricula models. Constraints are expressed as formulas in a temporal logic
(LTL, linear temporal logic [11]) represented by means of a simple graphical
language that we call DCML (Declarative Curricula Model Language). This logic
allows the verification of properties of interest for all the possible executions of
a model, which in our case corresponds to the specific curriculum. Curricula
are represented as activity diagrams [1]. We translate an activity diagram, that
represents a curriculum, in a Promela program [16] and we check, by means of
the well-known SPIN Model Checker [16], that it respect the model by verifying
that the set of LTL formulas are satisfied by the Promela program. Moreover,
we check that learning goals are achieved, and that the curriculum does not
contain competence gaps. As in [10], we distinguish between competency and
competence, where by the first term we denote a concept (or skill) while by the
second we denote a competency plus the level of proficiency at which it is learnt
or known or supplied. So far, we do not yet tackle with “contexts”, as defined
in the competence model proposed in [10], which will be part of future work.

This approach differs from previous work [5], where we presented an adaptive
tutoring system, that exploits reasoning about actions and changes to plan and
verify curricula. The approach was based on abstract representations, capturing
the structure of a curriculum, and implemented by means of prolog-like logic
clauses. Such representations were applied a procedure-driven form of planning,
in order to build personalized curricula. In this context, we proposed also some
forms of verification, of competence gaps, of learning goal achievement, and of
whether a curriculum, given by a user, is compliant to the “course design” goals.
The use of procedure clauses is, however, limiting because they, besides having
a prescriptive nature, pose very strong constraints on the sequencing of learning
resources. In particular, clauses represent what is “legal” and whatever sequence
is not foreseen by the clauses is “illegal”. However, in an open environment where
resources are extremely various, they are added/removed dynamically, and their
number is huge, this approach becomes unfeasible: the clauses would be too
complex, it would be impossible to consider all the alternatives and the clauses
should change along time.
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For this reason we considered as appropriate to take another perspective and
represent only those constraints which are strictly necessary, in a way that is
inspired by the so called social approach proposed by Singh for multi-agent and
service-oriented communication protocols [18,19]. In this approach only the obli-
gations are represented. In our application context, obligations capture relations
among the times at which different competencies are to be acquired. The advan-
tage of this representation is that we do not have to represent all that is legal
but only those necessary conditions that characterize a legal solution. To make
an example, by means of constraints we can request that a certain knowledge
is acquired before some other knowledge, without expressing what else is to be
done in between. If we used the clause-based approach, instead, we should have
described also what can legally be contained between the two times at which the
two pieces of knowledge are acquired. Generally, the constraints-based approach
is more flexible and more suitable to an open environment.

2 DCML: A Declarative Curricula Model Language

In this section we describe the Declarative Curricula Model Language (DCML,
for short), a graphical language to represent the specification of a curricula model
(the course design goals). The advantage of a graphical language is that draw-
ing, rather than writing, constraints facilitates the user, who needs to represent
curricula models, allowing a general overview of the relations which exist be-
tween concepts. DCML is inspired by DecSerFlow, the Declarative Service Flow
Language to specify, enact, and monitor web service flows by van der Aalst and
Pesic [21]. DCML, as well as DecSerFlow, is grounded in Linear Temporal Logic
[11] and allows a curricula model to be described in an easy way maintaining
at the same time a rigorous and precise meaning given by the logic represen-
tation. LTL includes temporal operators such as next-time (©ϕ, the formula
ϕ holds in the immediately following state of the run), eventually (�ϕ, ϕ is
guaranteed to eventually become true), always (�ϕ, the formula ϕ remains in-
variably true throughout a run), until (α U β, the formula α remains true until
β), see also [16, Chapter 6]. The set of LTL formulas obtained for a curricula
model are, then, used to verify whether a curriculum will respect it [4]. As an
example, Fig. 1 shows a curricula model expressed in DCML. Every box con-
tains at least one competence. Boxes/competences are related by arrows, which
represent (mainly) temporal constraints among the times at which they are to
be acquired. Altogether the constraints describe a curricula model.

2.1 Competence, Competency, and Basic Constraints

The terms competence and competency are used, in the literature concerning pro-
fessional curricula and e-learning, to denote the “effective performance within
a domain at some level of proficiency” and “any form of knowledge, skill, atti-
tude, ability or learning objective that can be described in a context of learning,
education or training”. In the following, we extend a previous proposal [4,7] so
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Fig. 1. An example of curricula model in DCML

as to include a representation of the proficiency level at which a competency is
owned or supplied. To this aim, we associate to each competency a variable k,
having the same name as the competency, which can be assigned natural num-
bers as values. The value of k denotes the proficiency level; zero means absence
of knowledge. Therefore, k encodes a competence, Fig. 2(a). On competences, we
can define three basic constraints.

Fig. 2. Competences (a) and basic constraints (b), (c), and (d). Relations among
competences: (a) implication, (b) before, (c) succession, (d) immediate implication, (e)
immediate before, (f) immediate succession, (g) not implication, (h) not immediate
before.

The “level of competence” constraint, Fig. 2(c), imposes that a certain compe-
tency k must be acquired at least at level l. It is represented by the LTL formula
�(k ≥ l). Similarly, a course designer can impose that a competency must never
appear in a curriculum with a proficiency level higher than l. This is possible
by means of the “always less than level” constraint, shown in Fig. 2(d). The LTL
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formula �(k < l) expresses this fact (it is the negation of the previous one). As
a special case, when the level l is one (�(k < 1)), the competency k must never
appear in a curriculum.

The third constraint, represented by a double box, see Fig. 2 (b), specifies that
k must belong to the initial knowledge with, at least, level l. In other words, the
simple logic formula (k ≥ l) must hold in the initial state.

To specify relations among concepts, other elements are needed. In particular,
in DCML it is possible to represent Disjunctive Normal Form (DNF) formulas as
conjunctions and disjunctions of concepts. For lack of space, we do not describe
the notation here, however, an example can be seen in Fig. 1.

2.2 Positive and Negative Relations Among Competences

Besides the representation of competences and of constraints on competences,
DCML allows to represent relations among competences. For simplicity, in the
following presentations we will always relate simple competences, it is, however,
of course possible to connect DNF formulas. We will denote by (k, l) the fact
that competence k is required to have at least level l (i.e. k ≥ l) and by ¬(k, l)
the fact that k is required to be less than l.

Arrows ending with a little-ball, Fig. 2(f), express the before temporal con-
straint between two competences, that amount to require that (k1, l1) holds
before (k2, l2). This constraint can be used to express that to understand some
topic, some proficiency of another is required as precondition. It is important to
underline that if the antecedent never becomes true, also the consequent must
be invariably false; this is expressed by the LTL formula ¬(k2, l2) U (k1, l1), i.e.
(k2 < l2) U (k1 ≥ l1). It is also possible to express that a competence must be
acquired immediate before some other. This is represented by means of a triple
line arrow that ends with a little-ball, see Fig. 2(i). The constraint (k1, l1) im-
mediate before (k2, l2) imposes that (k1, l1) holds before (k2, l2) and the latter
either is true in the next state w.r.t. the one in which (k1, l1) becomes true or
k2 never reaches the level l2. The difference w.r.t the before constraint is that it
imposes that the two competences are acquired in sequence. The corresponding
LTL formula is “(k1, l1) before (k2, l2)” ∧�((k1, l1) ⊃ (©(k2, l2) ∨ �¬(k2, l2))).

Both of the two previous relations represent temporal constraints between
competences. The implication relation (Fig. 2(e)) specifies, instead, that if a
competency k1 holds at least at the level l1, some other competency k2 must be
acquired sooner or later at least at the level l2. The main characteristic of the
implication, is that the acquisition of the consequent is imposed by the truth
value of the antecedent, but, in case this one is true, it does not specify when the
consequent must be achieved (it could be before, after or in the same state of
the antecedent). This is expressed by the LTL formula �(k1, l1) ⊃ �(k2, l2). The
immediate implication (Fig. 2(h)), instead, specifies that the consequent must
hold in the state right after the one in which the antecedent is acquired. Note
that, this does not mean that it must be acquired in that state, but only that it
cannot be acquired after. This is expressed by the LTL implication formula in
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conjunction with the constraint that whenever k1 ≥ l1 holds, k2 ≥ l2 holds in
the next state: �(k1, l1) ⊃ �(k2, l2) ∧�((k1, l1) ⊃ ©(k2, l2)).

The last two kinds of temporal constraint are succession (Fig. 2(g)) and im-
mediate succession (Fig. 2(j)). The succession relation specifies that if (k1, l1)
is acquired, afterwards (k2, l2) is also achieved; otherwise, the level of k2 is not
important. This is a difference w.r.t. the before constraint where, when the an-
tecedent is never acquired, the consequent must be invariably false. Indeed, the
succession specifies a condition of the kind if k1 ≥ l1 then k2 ≥ l2, while be-
fore represents a constraint without any conditional premise. Instead, the fact
that the consequent must be acquired after the antecedent is what differen-
tiates implication from succession. Succession constraint is expressed by the
LTL formula �(k1, l1) ⊃ (�(k2, l2) ∧ (¬(k2, l2) U (k1, l1))). In the same way,
the immediate succession imposes that the consequent either is acquired in the
same state as the antecedent or in the state immediately after (not before nor
later). The immediate succession LTL formula is “(k1, l1) succession (k2, l2)”
∧�((k1, l1) ⊃ ©(k2, l2)).

After the “positive relations” among competences, let us now introduce the
graphical notations for “negative relations”. The graphical representation is very
intuitive: two vertical lines break the arrow that represents the constraint, see
Fig. 2(k)-(l). (k1, l1) not before (k2, l2) specifies that k1 cannot be acquired up to
level l1 before or in the same state when (k2, l2) is acquired. The corresponding
LTL formula is ¬(k1, l1) U ((k2, l2) ∧ ¬(k1, l1)). Notice that this is not obtained
by simply negating the before relation but it is weaker; the negation of before
would impose the acquisition of the concepts specified as consequents (in fact,
the formula would contain a strong until instead of a weak until), the not before
does not. The not immediate before is translated exactly in the same way as the
not before. Indeed, it is a special case because our domain is monotonic, that is
a competency acquired at a certain level cannot be forgotten.

(k1, l1) not implies (k2, l2) expresses that if (k1, l1) is acquired k2 cannot be
acquired at level l2; as an LTL formula: �(k1, l1) ⊃ �¬(k2, l2). Again, we choose
to use a weaker formula than the natural negation of the implication relation
because the simple negation of formulas would impose the presence of certain
concepts. (k1, l1) not immediate implies (k2, l2) imposes that when (k1, l1) holds
in a state, k2 ≥ l2 must be false in the immediately subsequent state. Afterwards,
the proficiency level of k2 does not matter. The corresponding LTL formula
is �(k1, l1) ⊃ (�¬(k2, l2) ∨ �((k1, l1) ∧ ©¬(k2, l2))), that is weaker than the
“classical negation” of the immediate implies.

The last relations are not succession, and not immediate succession. The first
imposes that a certain competence cannot be acquired after another, (either
it was acquired before, or it will never be acquired). As LTL formula, it is
�(k1, l1) ⊃ (�¬(k2, l2)∨ “(k1, l1) not before (k2, l2)”). The second imposes that
if a competence is acquired in a certain state, in the state that follows, another
competence must be false, that is �(k1, l1) ⊃ (�¬(k2, l2)∨ “(k1, l1) not before
(k2, l2)” ∨�((k1, l1) ∧©¬(k2, l2))).
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3 Representing Curricula as Activity Diagrams

Let us now consider specific curricula. In the line of [5,3,4], we represent curric-
ula as sequences of courses/resources, taking the abstraction of courses as simple
actions. Any action can be executed given that a set of preconditions holds; by
executing it, a set of post-conditions, the effects, will become true. In our case,
we represent courses as actions for acquiring some concepts (effects) if the user
owns some competences (preconditions). So, a curriculum is seen as a sequence
of actions that causes transitions from the initial set of competences (possibly
empty) of a user up to a final state that will contain all the competences owned
by the user in the end. We assume that concepts can only be added to states and
competence level can only grow by executing the actions of attending courses
(or more in general reading a learning material). The intuition behind this as-
sumption is that no new course erases from the students memory the concepts
acquired in previous courses, thus knowledge grows incrementally. We represent

Fig. 3. Activity diagram representing a set of eight different curricula. Notice that
Logic and Java Programming I can be attended in any order (even in parallel), as
well as Advanced Java Programming and Lab DB, while Introduction to DB will be
considered only if the guard Transaction and Data Recovery is false.

curricula as activity diagrams [1], normally used for representing business pro-
cesses. We decided to do so, because they allow to capture in a natural way the
simple sequencing of courses as well as the possibility of attending courses in
parallel or in possibly conditioned alternatives. An example is reported in Fig. 3.
Besides the initial and the final nodes, the graphical elements used in an ac-
tivity diagram are: activity nodes (rounded rectangle) that represent activities
(attending courses) that occur; flow/edge (arrows) that represent activity flows;
fork (black bar with one incoming edge and several outgoing edges) and join
nodes (black bar with several incoming edges and one outgoing edge) to denote
parallel activities; and decision (diamonds with one incoming edge and several
outgoing edges) and merge nodes (diamonds with several incoming edges and
one outgoing edge) to choose between alternative flows.

In the modeling of learning processes, we use activities to represent attending
courses (or reading learning resources). For example, by fork and join nodes we
represent the fact that two (or more) courses or sub-curricula are not related
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and, it is possible for the student to attend them in parallel. This is the case
of Java Programming I and Logic, as well as Advanced Java Programming and
Lab. of DB showed in Fig. 3. Till all parallel branches have not been attended
successfully, the student cannot attend other courses, even if some of the parallel
branches have been completed. Parallel branches can also be used when we want
to express that the order among courses of different branches does not matter.

Decision and merge nodes can be used to represent alternative paths. The stu-
dent will choose only one of these. Alternative paths can also be conditioned, in
this case a guard, a boolean condition, is added at the beginning of the branch.
Guards should be mutually exclusive. In our domain, the conditions are ex-
pressed in terms of concepts that must hold, otherwise a branch is not accessi-
ble. If no guards are present, the student can choose one (and only one) of the
possible paths. In the example in Fig. 3, the guard consists of two copetences:
Transaction and Data Recovery. If one of these does not hold the student has to
attend the course Introduction to DB, otherwise does not.

4 Verifying Curricula by Means of SPIN Model Checker

In this section we discuss how to validate a curriculum. As explained, three
kinds of verifications have to be performed: (1) verifying that a curriculum does
not have competence gaps, (2) verifying that a curriculum supplies the user’s
learning goals, and (3) verifying that a curriculum satisfies the course design
goals, i.e. the constraints imposed by the curricula model. To do this, we use
model checking techniques [9].

By means of a model checker, it is possible to generate and analyze all the possi-
ble states of a program exhaustively to verify whether no execution path satisfies
a certain property, usually expressed by a temporal logic, such as LTL. When a
model checker refuses the negation of a property, it produces a counterexample
that shows the violation. SPIN, by G. J. Holzmann [16], is the most representa-
tive tool of this kind. Our idea is to translate the activity diagram, that represents
a set of curricula, in a Promela (the language used by SPIN) program, and, then
to verify whether it satisfies the LTL formulas that represents the curricula model.

In the literature, we can find some proposals to translate UML activity dia-
grams into Promela programs, such as [13,14]. However, these proposals have a
different purpose than ours and they cannot be used to perform the translation
that we need to perform the verifications we list above. Generally, their aim is de-
bugging UML designs, by helping UML designers to write sound diagrams. The
translation proposed in the following, instead, aims to simulate, by a Promela
program the acquisition of competencies by attending courses contained into the
curricula represented by an activity diagram.

Given a curriculum as an activity diagram, we represent all the competences in-
volved by its courses as integer variables. In the beginning, only those variables that
represent the initial knowledge owned by the student are set to a value greater than
zero.Courses are represented as actions that canmodify thevalue of suchvariables.
Since our application domain is monotonic, the value of a variable can only grow.
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The Promela program consists of two main processes: one is called Curricu-
lumVerification and the other UpdateState. While the former contains the actual
translation of the activity diagram and simulates the acquisition of the compe-
tences for all curricula represented by the translated activity diagram, the latter
contains the code for updating the state, i.e. the competences achieved so far,
according to the definition in terms of preconditions and effects of each course.
The processes CurriculumVerification and UpdateState communicate by means
of the channel attend. The notation attend!courseName represents the fact that
the course with name “courseName” is to be attended. On the other hand, the
notation attend?courseName represents the possibility for a process of receiv-
ing a message. For example, the process CurriculumVerification for the activity
diagram of Fig. 3 is defined as follows:

proctype CurriculumVerification()
{ activity_forkjoin_1();

course_java_programming_II();
activity_decisionmerge_1();
course_database_I();
course_database_II();
activity_forkjoin_2();
course_lab_of_web_services();
attend!stop; }

If the simulation of all its possible executions end, then, there are no competence
gaps; attend!stop communicates this fact and starts the verification of user’s
learning goal, that, if passed, ends the process. Each course is represented by
its preconditions and its effects. For example, the course “Laboratory of Web
Services” is as follows:

inline preconditions_course_lab_of_web_services()
{ assert(N_tier_architectures >= 4 && sql >= 2); }
inline effects_course_lab_of_web_services()
{ SetCompetenceState(jsp, 4); [...]

SetCompetenceState(markup_language, 5); }
inline course_lab_of_web_services()
{ attend!lab_of_web_services; }

assert verifies the truth value of its condition, which in our case is the precondi-
tion to the course. If violated, SPIN interrupts its execution and reports about
it. SetCompetenceState increases the level of the passed competence if its current
level is lower than the second parameter. If all the curricula represented by the
translated activity diagram have no competence gaps, no assertion violation will
be detected. Otherwise, a counterexample will be returned that corresponds to
an effective sequence of courses leading to the violation, giving a precise feedback
to the student/teacher/course designer of the submitted set of curricula.

The fork/join nodes are simulated by activating as many parallel processes as
their branches. Each process translates recursively the corresponding sub-activity
diagram. Thus, SPIN simulates and verifies all possible interleavings of the courses
(we can say that the curriculum is only one but it has different executions). The
join nodes are translated by means of the synchronization message done that each
activated process must send to the father process when it finishes its activity:
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proctype activity_joinfork_11()
{ course_java_programming_I(); joinfork_11!done; }
proctype activity_joinfork_12()
{ course_logic(); joinfork_12!done; }
inline activity_joinfork_1()
{ run activity_joinfork_11(); run activity_joinfork_12();

joinfork_11?done; joinfork_12?done; }

Finally, decision and merge nodes are encoded by either conditioned or non-
deterministic if. Each such if statement refers to a set of alternative sub-activity
diagrams (sub-curricula). Only one will be effectively attended but all of them
will be verified:

inline activity_decisionmerge_11()
{ course_introduction_to_database(); }
inline activity_decisionmerge_12() { skip; }
inline activity_decisionmerge_1()
{ if

:: (transaction >= 1 && data_recovery >= 1) ->
activity_decisionmerge_12();

:: else -> activity_decisionmerge_11();
fi }

On the other hand, the process UpdateState, after setting the initial competences,
checks if the preconditions of the courses communicated by CurriculumVerifi-
cation hold in the current state. If a course is applicable it also updates the
state. The test of the preconditions and the update of the state are performed
as an atomic operation. In the end if everything is right it sends a feedback to
CurriculumVerification (feedback!done):

proctype UpdateState() { SetInitialSituation();
do [ ... ]
:: attend?lab_of_web_services -> atomic {

preconditions_course_lab_of_web_services();
effects_course_lab_of_web_services(); }

:: attend?stop -> LearningGoal(); break;
od }

When attend?stop (see above) is received, the check of the user’s learning goal is
performed. This just corresponds to a test on the knowledge in the ending state:

inline LearningGoal()
{ assert(advanced_java_programming>=5 && N_tier_architectures

>= 4 && relational_algebra>=2 && ER_language>=2); }

To check if the curriculum complies to a curricula model, we check if every
possibly sequence of execution of the Promela program satisfies the LTL for-
mulas, now transformed into never claims directly by SPIN. For example, the
curriculum shown in Fig. 3 respects all the constraints imposed by the curricula
model described in Fig. 1, taking into account the description of the courses
supplied at the URL above. The assertion verification takes very few seconds
on an old notebook; the automaton generated from the Promela program on
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that example has more than four-hundred states, indeed, it is very tractable.
Also the verification of the temporal constraints is not hard if we check the con-
straints one at the time. The above example is available for download at the
URL http://www.di.unito.it/~baldoni/DCML/AIIA07.

5 Conclusions

In this paper we have introduced a graphical language to describe curricula mod-
els as temporal constraints posed on the acquisition of competences (supplied by
courses), therefore, taking into account both the concepts supplied/required and
the proficiency level. We have also shown how model checking techniques can be
used to verify that a curriculum complies to a curricula model, and also that a
curriculum both allows the achievement of the user’s learning goals and that it
has no competence gaps. This use of model checking is inspired by [21], where
LTL formulas are used to describe and verify the properties of a composition of
Web Services. Another recent work, though in a different setting, that inspired this
proposal is [20], where medical guidelines, represented by means of the GLARE
graphical language, are translated in a Promela program, whose properties are
verified by using SPIN. Similarly to [20], the use of SPIN, gives an automa-based
semantics to a curriculum (the automaton generated by SPIN from the Promela
program) and gives a declarative, formal, representation of curricula models (the
set of temporal constraints) in terms of a LTL theory that enables other forms
of reasoning. In fact, as for all logical theories, we can use an inference engine to
derive other theorems or to discovery inconsistencies in the theory itself.

The presented proposal is an evolution of earlier works [6,3,5], where we ap-
plied semantic annotations to learning objects, with the aim of building compo-
sitions of new learning objects, based on the user’s learning goals and exploiting
planning techniques. That proposal was based on a different approach that relied
on the experience of the authors in the use of techniques for reasoning about
actions and changes which, however, suffers of the limitations discussed in the
introduction. We are currently working on the automatic translation from a tex-
tual representation of DCML curricula models into the corresponding set of LTL
formulas and from a textual representation of an activity diagram, that describes
a curriculum (comprehensive of the description of all courses involved with their
preconditions and effects), into the corresponding Promela program. We are also
going to realize a graphical tool to define curricula models by means of DCML.
We think to use the Eclipse framework, by IBM, to do this. In [2], we discuss
the integration into the Personal Reader Framework [15] of a web service that
implements an earlier version of the techniques explained here, which does not
include proficiency levels.

Acknowledgements. The authorswould like to thankVivianaPatti for the help-
ful discussions. This research has partially been funded by the 6th Framework Pro-
gramme project REWERSE number 506779 and by the Italian MIUR PRIN 2005.



482 M. Baldoni, C. Baroglio, and E. Marengo

References

1. Unified Modeling Language: Superstructure, version 2.1.1. OMG (February 2007)
2. Baldoni, M., Baroglio, C., Brunkhorst, I., Marengo, E., Patti, V.: Curriculum Se-

quencing and Validation: Integration in a Service-Oriented Architecture. In: Proc.
of EC-TEL’07. LNCS, Springer, Heidelberg (2007)

3. Baldoni, M., Baroglio, C., Henze, N.: Personalization for the Semantic Web. In:
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Abstract. This paper presents Symphony, an IMS (Intelligent Manu-
facturing System) developed in the context of an interregional project
supported by the European Commission. Symphony was a three year
project that aimed at the development of an integrated set of tools for
management of enterprizes, in order facilitate the continuous creation,
exploration and exploitation of business opportunities through strate-
gic networking. In particular, Symphony is devoted to support human
resource managers of Small–Medium Enterprises in their decision mak-
ing process about the looking for newcomers and/or assigning people to
jobs. About this topic, the paper focuses on SymMemory, a case–based
module of the main system that has been developed to identify what
features are necessary to evaluate a person, aggregate them into a suit-
able case–structure representing a person or job profile and comparing
profiles according to a specific similarity algorithm.

1 Introduction

The knowledge era has seen the emergence of information–intensive markets,
some of whose key characteristics are the abundance of information available
to companies and customers, information–intensive products, increased product
application domains, and more demanding customers. These markets become
more and more dynamic and unpredictable. Business opportunities only reveal
themselves as vague trends and with a very short notice.

In such a turbulent environment, especially “high–tech or service oriented
companies with high-information part in their value chain” have to cope with
the enormous challenge of sustaining their competitive advantage. In order to
take up this challenge, they have to be knowledge–based and adaptive. This
means facing with higher complexity management [2].
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In this paper we present Symphony [13], an Intelligent Management System
that focuses on this complexity by taking into account the specific management
situation of three dedicated target groups of organizations, all belonging to the
category of high–tech or service oriented companies with high information part
in their value chain: Small–Medium Enterprises (SMEs), modular units of bigger
companies and start–up companies.

The overall vision/objective of Symphony is to supply this target group of
companies a dynamic management methodology with modular and integrated
methods and tools supporting them in their key management activities. By doing
so, Symphony aims at supporting two major management concerns: the man-
agement of responsiveness and adaptation in a turbulent environment and the
management of growth and leveraging of capabilities.

In particular, the paper focuses on the SymMemory module of Symphony,
a case–based reasoning [1] (CBR) system supporting decision making processes
involved in human resource recruitment and competencies’ management. The
CBR paradigm has been chosen due to its suitability to deal with domains
which have not been fully understood and modelled, like e.g. finance [7], weather
forecasting [9], chemical product design and manufacturing [5].

SymMemory is part of the SymResources component of Symphony, a collec-
tion of Knowledge–Based tools to represent, use and share knowledge involved
in human resources decisional processes: The SymMemory system has been de-
signed to be used in a network of SMEs, where jobs and person profiles change
quite often. The human resource manager problem solving activity consists in
comparing the new job profile with person profiles in order to find out similari-
ties (which, in this case, are considered as indicators of suitability of the person
to the job position).

In such an environment it becomes more and more crucial to describe correctly
job and person profiles, in order to be able to assign the most suited person to
that new job. In the Symphony context both the kind of job and person profiles
are described in terms of competencies: competencies are the features on which
the case structure of the SymMemory module has been defined. Section 2 is
devoted to further explain this concept.

Section 3 describes the case structure and the retrieval algorithm developed in
SymMemory. The attributes of the case description and solution have been de-
fined starting from competencies and arranged into a hierarchical structure (see
e.g. [12] and [3]), to make the problem and solution representation more flexible.
Moreover, the similarity algorithm, that is based on the k–nearest algorithm [8]
gets benefits from this choice.

Then (see Section 4), a brief description of the architecture of SymMemory will
be given, in order to clarify how it fits with the component–based approach [10]
in order to manage competencies and retrieve cases from the case memory, pre-
senting outputs to the user.

Finally, Section 5 will make some considerations about results and future
works.
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2 The Domain and Scope of Symphony: Job and Person
Description

As the previous Section has briefly introduced, in the Symphony context both
job and person profiles have been described in terms of competencies.

Competence management is one of the basic factors determining the economic
performance of a company. Indeed, the global performance of the firm depends
more and more upon individual performance, especially in SMEs. One of the aims
of Symphony project is to support competence management in SMEs. Actually,
the approach based on cognitive competencies seems particularly suited to the
situation of adaptable SMEs, since it can be suitably supported by Information
and Communication Technology (ICT) instruments which can be designed and
implemented in an effective and straightforward way.

The term competence assumes a number of different meanings. Actually, com-
petence can be approached alternatively from the perspective of knowledge of
the professional behavior to be adopted, or the re–use of experience. The main
idea is to translate actions into mental activities, i.e. to analyze them in terms of
problem solving strategies, and to codify them according to four criteria (mental
approach, reference knowledge, relation to time and space, and interaction with
others).

These criteria allow the codification of competencies in order to manage them.
This in turn allows to: codify the competencies related to present and future em-
ployments; analyze the competencies of individual persons; compare competen-
cies as a support to human resources decision making (recruitment, evaluation,
mobility and career management); form the competencies necessary for action
(education, orientation, and so on).

The methodology [14] that has been applied in the Symphony project is named
COROM1 and it is based on a very prosaic definition of competence: it is the
capacity to solve problems efficiently in a given context. This means that effi-
ciency does not exist by itself, but it is determined by its context, among other
factors.

The cognitive approach proposes four criteria for qualifying mental activity
in the course of an action (for simplicity it will be used the term activity instead
of mental activity):

– what kind of Mental Approach (MA) (i.e. successions of mental actions re-
quired to solve a problem) is needed to carry out the activity;

– which is the Critical Knowledge Area (CKA) (i.e. a knowledge repertory
whose content is indispensable for success in a given profession) where the
knowledge to carry out the activity can be found;

– what kind of Interaction With Others (IO) (i.e. the type and nature of the
interactions that is required to solve a problem) the person must have in
order to carry out the activity;

1 The COROM methodology has been developed by CEGOS, Paris.
http://www.cegos.fr/uk/
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– what level of Complexity in Time and Space (CTS) (the former is the tempo-
ral perspective in which one situates oneself in the framework of the problem
solving approach; the latter is the amount of information that has to be taken
into account in the framework of the problem solving approach) is related
to the activity.

It is now possible to define an activity starting from the above described dimen-
sions. An activity is a set of instances belonging to the four dimensions and,
more in details, it has the following structure: from one to two instances of the
MA dimension (the first one is mandatory, the second is optional); from one to
four instances of the CKA (also in this case it is mandatory to define the first
instance, the others are optional); one mandatory instance of the IO dimension;
one mandatory instance of the CTS dimension. The job and person profiles (see

MA 1 CKA 1 CKA 3CKA 2 CKA 4MA 2 IO CTSActivity

Activity 1

Activity 2

Activity 3

Activity n

Synthesis

Fig. 1. The SymMemory Job and Person Profile Structure

Figure 1) can be now described in terms of a ranked list of activity elements
(usually from four to seven), defining in the former case the activities necessary
to perform in order to carry out a job and, in the latter case the activities that
a person has (successfully) performed in the past.

It must be noticed that an advantage of this approach is the possibility to
describe jobs and persons using the same structure and elements. At the bottom
of Figure 1 there is a “special” activity called synthesis, that is a sort of summary
of the activities defined in the profile. It is used by the human resources’ manager
since it allows to compare profiles with different number of activities defined.

3 SymMemory Case Structure and Retrieval

The definition of an opportune case structure for the problem is a critical activity
in the design of a CBR system: the choice of significant attributes is essential for
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the definition of a suitable similarity function among cases. A problem is usually
viewed as a n–tuple of features. This structure may be fixed or variable [6],
depending on the complexity of the involved knowledge. During the SymMemory
development it has been pointed out that the synthesis (i.e. a summary of all
the other activities) is used by the human resources (HR) manager to compare
profiles, which means that the synthesis description corresponds to the problem
part of a case description. In Figure 1 the synthesis and every other activity are

Problem

MAs

CKAs

IO

CTS

MA 1

MA 2

CKA 3

CKA 1

CKA 4

CKA 2

Solution

Case

Person 1

Person 1

Person 2

Fig. 2. The SymMemory Case Problem Structure

described by a small number of features. This consideration leads to consider the
adoption of a flat case representation, as a vector. Actually, this is probably not
the best choice since the number of features to be considered is not fixed: In fact,
the number of MA and CKA features may vary from description to description.

For this reason a hierarchical structure (see Figure 2) for the problem de-
scription has been adopted that combines the advantages to have a flexible case
structure with the simplicity of using a traditional k–nearest neighbor algorithm
in the retrieval phase: A tree inner node, named category (i.e. gray filled boxes),
represents a collection of attributes, which are drawn as tree leaves (i.e. white
filled boxes). A category can be made up of other categories too.

It must be pointed out that the outcome [11] component in the SymMem-
ory case structure is not defined: this decision has been taken because experts
haven’t yet defined a detailed measurement of the success of a performed activ-
ity. However, thanks to the adopted choice to represent and manage cases, their
structure could easily integrate the outcome part once the description will be
available. The solution part is simply constituted by a list of people that have
performed the job.

One of the main steps in a CBR system is the retrieval phase, whose result
is a subset of the case–base. Its elements are cases whose problem description
is considered to compute their similarity to the new problem. In designing the
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retrieval phase, it has been decided to exploit the following solution approach:
For each category cat defined in the case structure it has been designed a function
fcat(v1, v2, . . . , vn) to compute the value of cat starting from the values of the
children. In particular

fMA(MA1,MA2)

and
fCKA(CKA1,CKA2,CKA3,CKA4)

functions have been designed to compare cases with different number of instances
belonging to those categories. Since the value for the two categories can be
selected from a finite set of string values, the function defined is the same for
both.

Problem

MAs

CKAs

IO

CTS

MA 1

MA 2

CKA 3

CKA 1

CKA 4
CKA 2

Problem

MAs

CKAs

IO

CTS

MA 1

MA 2

CKA 3

CKA 1

CKA 4
CKA 2

Case 1 Case 2

Fig. 3. Similarity between cases having the same structures

Given n the number of category children, given V = {v1, v2, . . . , vn} the set
of values the category cat may assume and W = {w1, w2, . . . , wn} the related
set of weights,

fcat :
{
V
}n → V

∀vi, wi : i = {1..n}

Finally, by defining

fvi =
m∑

j=1

wi ·
{

1 if vj = vi

0 otherwise

the value of fcat is

fcat(v1, v2, . . . , vn) = vk | k, i ∈ {1..n}, i 
= k, fvk
≥ fvi

These functions allow the adoption of the traditional k–nearest neighbor al-
gorithm for comparing cases with the same or different structures.
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In the former situation (see Figure 3) the cases to be compared have exactly
the same structure, those the same number of features. The k–nearest neighbor
algorithm can be used without the need to compute categories’ values.

Problem

MAs

CKAs

IO

CTS

MA 1

MA 2

CKA 1
CKA 2

Problem

MAs

CKAs

IO

CTS

MA 1

MA 2

CKA 3

CKA 1

CKA 2

Case 1 Case 2

Fig. 4. Similarity between cases having different structures

In the latter situation, cases have a different case structure, for example, due
to a different number of children for a category. The example in Figure 4 shows
that the CKA category has two children in Case 1 problem description and three
in Case 2. Before applying the similarity algorithm the CKA category value is
computed, then it is used in the comparison as a feature.

An order of importance among attributes and categories has been identified.
For a complete definition of the similarity function, in addition to weights, for
each node of the tree case structure, a function indicating how to calculate
the distance between two analogous elements must be specified. Thus, the rate
of similarity of a past case to the current one is recursively calculated starting
from the root of the structure: for each category the rate of similarity is obtained
aggregating the contribute of each sub–node. When a sub–node is an attribute,
the evaluation of the similarity consists in a comparison function working on
attribute values.

4 SymMemory Architecture

The architecture of the SymMemory system reflects the component–based ap-
proach [4] shown in Figure 5. While the SymMemory Data Tier is quite simple,
the Application Tier is split into a Data Management Tier and an Application
Specific Tier : The latter is devoted to the implementation of mechanisms and
strategies provided by the previously described CBR approach, the former pro-
vides a uniform access module to data sources. In order to provide this kind
of abstraction level, data stored and details on related access mechanisms are
described through XML files. Referring to Presentation Tier of SymMemory
allows to show the CBR solution to the user from different point of views.
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Application Tier

DB Wrapper Data Structure Manager

Application 1 Application 2

Data Management Tier

Application Specific Tier

Data Tier

Relational DB Object DB

XML File

Presentation Tier

GUI Appl. 1 GUI Appl. 2

1

2

3

4

Fig. 5. The SymMemory three–tier architecture

4.1 SymMemory Data Tier

The Data Tier represents the place where data are stored. Since the focus of this
work is the support of Organizations, it can be supposed that the data stored
in this tier belong to the same organization or network of organizations. More-
over, in nowadays organization, data are not necessary stored in the same place,
which means that data can be stored in different data sources. The term data
source is related to a software component that supplies data storage and man-
agement facility, allowing the data storage, access, modification, deletion, and
so on. Different data sources stand for data sources that are based on different
technology or that are located (physically or logically) in different departments
or functions of the organization. Data sources components are mainly: Data Base
Management Systems (DBMS) and Structured files.

Both DBMS and structured files can be based on different approaches.

4.2 SymMemory Application Tier

Data Management Tier. As it has been previously briefly introduced, the
Data Management tier can be considered as a glue placed between applications
and data, allowing the former to access the Data tier in a transparent and
uniform way. This tier is made up by two main software components: Data
Base Wrapper (DBWrapper) and Data Structure Manager (DSManager).
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On one hand the DSManager provides every application belonging to the
Application Specific tier with a set of functionalities to work on data (e.g. access,
visualization, updating) granting actual data structure transparency.

On the other hand the DBWrapper, instructed by the DSManager, interacts
with the data sources in order to retrieve data. The DBWrapper allows trans-
parency on the specific mechanisms for accessing data to the DSManager. In
other words the DSManager does not need to explicitly know how a specific
data source can be accessed (e.g. which driver must be used), it needs only to
know the type of the data source.

The mechanism that allows data structure transparency to applications and
data access to the Data Management tier components is mainly based on the
use of the hierarchical structure previously discussed.

Application Specific Tier. This tier represents the implementation of con-
cepts, mechanisms and strategies that were introduced in Section 3, through the
suitable definition of data structures and algorithms for accomplishing services.
In particular SymMemory mainly provides three different functionalities: com-
paring a job to jobs; assign a person to a given job (comparing a job profile with
person profiles); find out a job for a person profile (comparing a given person
profile with available jobs).

Since the job and person profiles description are exactly the same, the same
logic can be used to compute similarities.

The presence of intermediate entities such as the DB Wrapper and the Data
Structure Manager allows to abstract away from the actual representation of the
information exploited by this module, and focus on the needs and requirements
of the application level. With reference to a case, which for SymMemory has a
tree–structure, the adopted representation provides a single root, identifying the
case, which can contain a set of categories, which in turn may be made up of
other sub–categories of attributes. These are the leafs of this tree structure, and
must conform to basic services specification that an attribute must supply.

4.3 SymMemory Presentation Tier

The basic function of the Presentation Tier is to implement an interface to
the user that is able to efficiently present information and receive commands
and indications. Since it has been identified only one role in system user, the
SymMemory Presentation Tier provides only one modules devoted to granting
access to application to the human resources manager of the company.

SymMemory exploits the presentation approaches in order to show data and
results related to three different functionalities provided: comparing a job to jobs,
assign a job to a person and find out jobs suitable for a person profile. Since, as
it has previously said, the logic to compute similarities between problems is the
same, also the results can be structured in the same way.

Figure 6 shows an example of SymMemory Output: given the description of
the person in terms of COROM features described in Section 2, it is compared
with the categorization of the wanted person. In the example, the user is looking
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Fig. 6. Comparing job profiles: the three types of output

for a Knowledge Manager (i.e. the target profile) and the most similar profile
retrieved by system is a Product Specialist (i.e. the candidate profile). The out-
put can be visualized in the form of a table, a radial graph or a distance graph.
The radial graph representation is the most complete, since it shows how much
the characterization of the candidate profile is different from the requested one
feature by feature. Tabular representation returns only the similarity value be-
tween the target profile and the candidate one. Finally, distance graph gives an
immediate and more qualitative visualization of the retrieval result representing
profiles as “arrows” in a sort of “dart target” with the required profile in the
center and candidates distributed on it according to similarity values.

5 Conclusions and Future Work

This paper has presented a work developed in the context of Symphony, a
three year project funded by European Commission2 that aimed to build in-
novative methodologies and tools for supporting human resources experts of
Small–Medium Enterprises in their daily activities of looking for new employers
and assigning jobs to people. The project started on december 2001 and ended
on november 2004.

In this context, we have paid particular attention in describing SymMem-
ory, a CBR system that allow to retrieve people profiles form a case memory

2 Symphony IST Project No 2000–61206.
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according to a similarity function that works on a collection of significant fea-
tured defined by the COROM methodology. The adoption of CBR paradigm in
the development of SymMemory has allowed to build an effective and efficient
tool to aggregate competencies suggested by the COROM methodology and use
them to support human resources manager in their daily activities. SymMemory
is part of the Symphony component named SymResources.

We can say that since the end of the Symphony project, we have achieved a
number of successful applications of the methodology and use, as a support, the
software SymResources.

By now, the SymResources methodology has been applied in many cases and
different contexts. In the industry, we mainly use this approach to support the
identification of emergent jobs in fast growing sectors and subsequently to com-
pare the required competences (jobs profiles) with the current resources. The
SymResources software platform efficiently supports this process of analysis and
matching and is particularly useful to enlighten the gap between the needs and
the existing competences of a company. Based on these results, a competences
development roadmap can easily be deployed and customised in relation to each
individual’s needs and competences profile and aligned with the company’s goals.

For instance, a case has been achieved during the year 2006 in a Swiss SME,
where the entire organisation and the relative jobs have been redefined in order
to enable the company to achieve its strategy. This drastic shift has been carried
out with the whole support of the SymResources kit (methods and tools). At
the end of the year, the SME was able to stand on an organisation fitting with
its strategy requirements, with well formalised processes and customised jobs.
The annual employees’ assessment has been directly realised with SymResources
(SW), allowing comparing each individual’s competences profile with the new
jobs profiles.

Therefore, we can draw the conclusions that the methodology is fully validated
and applicable in an SME as well as that the SymResources software platform is
by now usable by a HR expert. But this pilot phase has shown that the software
still needs to be refined, particularly regarding some details about the access right
module and the matching process in order to be accessible by all the employees
of an SME. Moreover, the latest applications show that once the customers have
understood the SymResources methods, the SymResources software platform is
easy to use and its functioning is quickly acquired by the users.

Besides, a Swiss company, Harmony Solutions SA3, is actually successfully
exploiting the Symphony project’s results in different sectors like biotech com-
panies (because they are the fastest growing industry in developed economies
and they are knowledge based) and health sectors (particularly in hospitals,
which are evolving very quickly and need to be more adaptive and efficient).

The approach adopted in its design and implementation is general enough to
be applied in a number of similar contexts: Future works are devoted to explore
this possibility thanks to the start of a couple of similar projects.

3 http://www.harmony-solutions.net



494 S. Bandini et al.

References

1. Aamodt, A., Plaza, E.: Case–Based Reasoning: Foundational Issues, Methodolog-
ical Variations, and System Approaches. AI Communications 7(1), 39–59 (1994)

2. Affolter, I., Merino, E., Sciboz, L.: Competences Management for Dynamic Col-
laborative Value-creating Networks[IMS Symphony project]. In: International IMS
Forum 2004, Global Challenges in Manufacturing, Cernobbio, Italy, 17-19 May
2004, pp. 17–19 (2004)

3. Bandini, S., Colombo, E., Sartori, F., Vizzari, G.: Case Based Reasoning and Pro-
duction Process Design: the Case of P-Truck Curing. In: Funk, P., González Calero,
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Abstract. This paper describes outcome from a project aimed at creat-
ing an instance of integrated environment endowed with heterogeneous
software and robotic agents to actively assist an elderly person at home.
Specifically, a proactive environment for continuous daily activity moni-
toring has been created in which an autonomous robot acts as the main
interactor with the person. This paper describes how the synergy of dif-
ferent technologies guarantees an overall intelligent behavior capable of
personalized and contextualized interaction with the assisted person.

1 Goal: A Context-Aware Intelligent Assistant

The use of intelligent technology for supporting elderly people at home has been
addressed in various research projects in the last years, e.g., Peat [1], Pearl

[2,3], I.L.S.A. [4]. Increasing attention is also given to the synthesis of Cogni-
tive Systems to produce aids that enhance human cognition capabilities. As an
example, the project Calo [5] has as its primary goal the development of cog-
nitive systems which integrate multiple intelligent capabilities for the complex
task of contextual support to humans. The RoboCare project shares several of
the challenges with those projects. More specifically its objective was to build a
distributed multi-agent system to provide assistive services for elderly users at
home, the agents being a heterogeneous collection of fixed and mobile robotic,
sensory and problem solving components. As a target domain a prototypical
home environment was chosen where the presence of an intelligent robotic assis-
tant could be of potential help in the daily life of a cognitively impaired user.
The important capabilities of such an intelligent assistant concern the ability to
(a) maintain continuity of behavior, such as ensuring continuous monitoring of
what happens in the environment (the state of the assisted elder and of his/her
domestic context), (b) create a context at the knowledge level around the actions
that the assisted elder performs (routinely, exceptionally, etc.), and (c) provide
contextualized interaction services with the assisted elder aimed at proactive as-
sistance. Our system employs AI-based scheduling technology to support daily
activity management, vision-based sensory components to sense symbolic infor-
mation on the whereabouts and actions of the assisted person, a mobile robot
with verbal interaction capabilities as a primary interface with the assisted per-
son, and a multi-agent coordination infrastructure based on Distributed Con-
straint Reasoning (DCR) for service integration.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 495–506, 2007.
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This article describes how contextualized and proactive cognitive services are
obtained in such an environment. The main contributions described are: (1) the
use of a distributed constraint optimization algorithm for coordination of the
multiple agents involved in activity monitoring; (2) the use of a constraint based
scheduling system to continuous monitor for providing appropriate alerts and
warnings in the face of constraint violations; (3) the generation of relevant ex-
planations from these constraint violations to be presented to the users in the
form of verbal interaction instances. The paper specifically focuses on the as-
pects related to the system’s context-awareness and interaction capabilities. In
particular, we describe how the constraint-based scheduling technology is used
to maintain a knowledge repository aimed at supporting on-demand specific in-
teractions as well as enabling autonomous system initiative.

2 Separate Intelligent Capabilities

The main “actor” in our smart home environment is a robotic agent with ver-
bal interaction capabilities. The robot acts as a “mediator” through which the
assisted person receives advice/warnings and can query the environment. As
shown in Figure 1, the robot is composed of two distinct modules. The mo-
bile robotic platform provides advanced mobility functionalities (referred to as
“robot motion skills” in the figure1). A second module creates an additional level
of competence for the robot, referred to as “interactive skills” in Figure 1(a).
Indeed this capability groups and provides access to the functionalities of the
overall intelligent system. Figure 1(b) shows how the interaction skills use (a) a
simplified Interaction Manager, (b) a front-end for the interaction module con-
sisting in a Talking Head and a Speech Recognition subsystem taken as external
off-the-shelf modules, (c) a key component called Intelligent Activity Monitor
whose role is very relevant for the situated interaction capability of the system.

The Activity Monitor is a separate module which integrates a constraint-based
scheduler with additional features for knowledge engineering, in particular for
problem modeling. Particular attention has been given to the definition of “user-
oriented terminologies” in order to easily synthesize both the basic elements of
a target domain as well as different problem instances in the particular domain
(i.e., in the form of activities and constraints among activities). For example,
it allows the definition of “home domain activities” like breakfast, lunch, go-for-
walk, and also temporal/causal links among activities like meal-bound-medication
to express rules like “aspirin cannot be taken before eating”. Through this high
level language an external user (a doctor, a relative of the assisted person, etc.)
may define a network of activities, a schedule, that the observed person is sup-
posed to carry out in the home environment during the day. This schedule is
1 The robotic platform, developed by colleagues from University of Rome “La

Sapienza”, consists of a Pioneer 2 integrated with a Sick laser scanner for local-
ization. Additional work has been required to both integrate advanced SLAM al-
gorithms and obtain robust navigation abilities which are suited for the domestic
environment. Details are outside the scope of the paper.
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dispatched for execution and monitored using the underlying schedule execution
technology.

(a) (b)

Fig. 1. (a) the robotic assistant for user interaction, and
(b) a sketch of “proactive interactor” behind the robot

The key step for
carrying schedule execu-
tion is to integrate in-
formation coming from
sensors. In particular,
we used stereo cam-
eras distributed over the
apartment and endowed
with specific software
for people localization
and tracking developed
by our colleagues from
“La Sapienza”. Even if
human activity recogni-
tion is outside the scope
of the project, it is
worth highlighting how
the sequence of observa-
tions from the artificial
vision sensors allows to follow the evolution of the activities of the observed per-
son (e.g., if and when she took a pill, when she had lunch, etc.). The key focus
of this paper is on the generation of a comprehensive assistive task from the
combination of all these separate intelligent components. This is made possible
by three features, namely the original use of a DCR-based multi-agent coordi-
nation algorithm, the specialized use of the activity monitor, and through the
generation of speech acts for active interaction based on constraint violations.

3 The Coordination Subproblem

Coordination of multiple services is achieved by solving a Multi-Agent Co-
ordination problem. This problem is cast as a Distributed Constraint Opti-
mization Problem (DCOP), and solved by Adopt-N [6], an extension of the
Adopt (Asynchronous Distributed Optimization) algorithm [7] for dealing with
n-ary constraints. Figure 2 gives an intuition of the chosen approach. We call
Applicationi the generic intelligent subsystem that is to be integrated in the
overall multi-agent system, and V arj one out of a set V of variables in terms of
which the coordination problem is defined. Each variable has an associated do-
main of Values Dj . Variables are bound by constraints like in regular Constraint
Satisfaction Problems (CSP). Conversely, while constraints in CSP evaluate to
satisfied or unsatisfied, in the optimization case constraints evaluate to costs,
and can thus express what are often referred to as “soft constraints”. Such con-
straints are useful for modeling preferences, and in general requirements which
have a “degree of satisfiability”. Constraints may involve an arbitrary subset of
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the variables (n-ary constraints): a constraint among the set C ⊂ V of k variables
is expressed as a function in the form fC : D1 × . . .×Dk → N. For instance, a
constraint involving the three variables {V ar1, V ar3, V ar7} may prescribe that
the cost of a particular assignment of values to these variables amounts to c,
e.g., fV ar1,V ar3,V ar7 (0, 3, 1) = c. The objective of a constraint optimization al-
gorithm is to calculate an assignment A of values to variables minimizing the
cost of the assignment

∑
C∈C fC(A), where each fC is of arity |C|.

Fig. 2. DCOP to maintain distributed coherence

In RoboCare, the
soft constraints are de-
cided in order to ori-
ent the solution of
the DCOP toward pre-
ferred world situations
(broadly speaking tho-
se situations in which
the person is maximally helped by the intelligent system). The system is com-
posed of a number of heterogeneous applications: (a) an activity monitor, (b) the
interaction manager plus the speech I/O modules, (c) the robot mobile platform,
(d) one application for each of the cameras, each of them with the appropriate
software for people localization and tracking.

Each application manages one or more of the variables which are part of
the DCOP. A variable may represent (a part of) the input to an application,
its output, or both (see the dashed lines in Figure 2 as an example). When
the DCOP resolution algorithm (Adopt-N) is called into play, the values of the
application-output variables are taken into account in the distributed resolution.
When resolution reaches a fixed-point, the input variables will reflect an updated
input for the applications. The correspondence between the applications’ output
at the i-th iteration and their input at iteration i + 1 is a result of the prop-
agation rules specified in the DCOP. Overall the decisions of the applications
constitute the input for the subsequent iteration of the cycle 〈DCOP-resolution;
read-variable; application-decision; write-variable〉. The complete iterative pro-
cedure is depicted in Algorithm 1, which constitutes the core of the continuous
operation requirement of the smart home.

Algorithm 1. Synchronization schema followed by each application app.

1. iter ← 0; Siter ← getSensoryInput(V app
in )

2. while true do
3. Siter−1 ← Siter

4. while (Siter = Siter−1) ∧ (iter ≥ app′.iter, ∀app′ �= app) do
5. Siter ← getSensoryInput(V app

in )
6. iter ← iter + 1
7. forall v ∈ V app

in ∪ V app
out do

8. resetVarAssignment()
9. A|V app

out
← runAdopt() /** Adopt-N termination **/

10. triggerBehavior(A|V app
out

)
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Specifically, let the situation, i.e., the state of the environment, of the assisted
person, and of the services themselves, at time t be St. The DCOP formulation
of the coordination problem represents the desired behavior of the system in
function of the possible states of the environment and of the assisted person.
Therefore, if St 
= St−1, the agents must trigger an “instance of coordination”
so as to decide the assignment A which represents the desired enactment of
services. The strong difference in nature between the various components of the
multi-agent system reflects heavily on the coordination mechanism because of the
uncertainty connected to the time employed by services to update the symbolic
information which is passed on to the agents. For instance, the system contains
devices which are driven by artificial stereo-vision algorithms, the convergence of
which is strongly affected by a variety of factors. This problem also affects other
components of the smart home, such as the activity monitor (described later in
this article) which must propagate sensor-derived information on the temporal
representation of the assisted person’s daily schedule. As a consequence, it is in
general impossible to have strict guarantees on the responsiveness of the agents.
For this reason the albeit asynchronous solving procedure needs to be iterated
synchronously. More specifically, the agents continuously monitor the current
situation and execute the Adopt-N algorithm whenever a difference with the
previous situation is found. The getSensoryInput() method in the pseudo-code
samples the state of the environment which is represented by agent app’s input
variables V app

in . All agents concurrently initiate the Adopt-N algorithm when-
ever the state changes or another agent has initiated the solving iteration. Thus,
when an agent senses a difference in its input variables, its decision to run the
coordination algorithm is cascaded to all other agents in the priority tree (see
the condition in the internal while loop above). Since Adopt-N does not rely on
synchronous communication between agents, it natively supports message trans-
fer with random (but finite) delay. This made it possible to employ Adopt-N

within the smart home scenario without modifying the algorithm internally. Fur-
thermore, while most distributed reasoning algorithms are employed in practice
as concurrent threads on a single machine (a situation in which network relia-
bility is rather high), the asynchronous quality of Adopt-N strongly facilitated
the step towards “real” distribution, where delays in message passing increase
in magnitude as well as randomness.

4 Continuous Monitoring of the Assisted Person

The ability to detect and follow the actions of the assisted person is one of
the important features of the assistant. In this context we employed scheduling
technology as a specific knowledge component. In fact, the Activity Monitor
plays the role of activity supervisor and continuously tries to maintain situation
awareness by updating the representation of the set of activities that the assisted
person performs in the environment. As mentioned above, the desired behavior
the assisted person should adhere to is initially decided by a caregiver (a doctor,
or a family member) in terms of a set of activities to be monitored, i.e., the
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schedule. Activities in the schedule are bound to one another through potentially
complex temporal relationships.

An important role of the intelligent assistant in this context is played by the
management of all the temporal constraints present in the schedule. As the en-
vironment sensing cycle commences, the system periodically checks the state of
the monitored area, trying to detect and recognize the execution state of all the
activities. Regardless of the prescribed behavior in the baseline schedule, the as-
sisted person is obviously free to act as she likes: this basically means that at each
detection cycle, the system is called to precisely assess the possible differences
between the actual and desired state. While monitoring the person’s behavior,
the system takes note of the evolution of the environment, continuously keeping
an updated internal representation of the latter, and possibly reacting to some
significant events, if deemed necessary. The monitoring efforts will therefore fo-
cus upon: (1) keeping the internal representation of the real world consistent
with the behavioral decisions of the assisted person at all times, and (2) per-
forming the necessary rescheduling actions so as to satisfy a maximum number
of temporal constraints originally imposed by the caregiver.

An example. To be more concrete, let us consider a behavioral pattern described
by a schedule composed of 6 different activities (breakfast, lunch, dinner, as well
as taking one of three different medicines). Due to medical requirements, let
us also suppose that such activities must satisfy certain temporal requirements,
such as “dinner should not begin before 7:30 PM, nor should it occur less than
5 hours after lunch” and “aspirin should only be taken after dinner, but no later
than 20 minutes after”, and so on.

Fig. 3. Example of desired behavior specified by the care giver
for the assisted person in form of a schedule

An “ideal sche-
dule”, i.e., an en-
actment of these
activities which
does not violate
any temporal con-
straint, is shown
in Fig. 3. Broadly
speaking, the objective of the Activity Monitor is to recognize deviations from
this ideal situation. Specifically, the system should assess the extent to which
the elder user’s behavior deviates from this situation. This equates to assessing
which temporal constraints are progressively violated during the day. In a nut-
shell, system interventions are driven by constraint violations: warnings, alarms
and suggestions result from violated constraints, which are processed by the
interactive subsystem on board the robotic mediator.

The execution monitoring algorithm. Once the monitoring starts, the sensors
are periodically queried and the nominal schedule is adjusted in accordance with
the assisted person’s detected behavior. At each detection cycle, the execution
status of each activity is checked: among the possible cases, some activities may
be reported as under execution before their nominal start time, the execution of
other activities may be reported as delayed, the duration of some activities may
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Algorithm 2. The Execution Monitoring Algorithm.

1. while true do
2. Eventst ← St

3. if Eventst �= ∅ then
4. Cr,t ← removeConstraints()
5. insertContingencies(Eventst)
6. Kt ← ∅
7. while Cr,t �= ∅ do
8. cj ← chooseConstraint(Cr,t)
9. if ¬ re-insertConstraint(cj) then
10. Kt ← Kt ∪ cj

exceed the nominal value, and so on; each deviation from the nominal schedule
may entail a conflict which has to be reacted upon.

As an example (see figure 3), let us suppose that the patient, after having din-
ner, sits on the sofa and starts watching TV: at each new sensor detection cycle,
the system assesses the situation and delays the aspirin-taking activity. But since,
according to the medical requirements, the aspirin should be taken no later than
twenty minutes after dinner, delaying the aspirin activity beyond the prescribed
time will eventually determine a time constraint insertion conflict in the data base
of constraints; upon the occurrence of this conflict, the intelligent assistant will
possibly respond by issuing a warning to the patient as a reminder for the forgot-
ten action. Algorithm 2 shows the execution monitoring algorithm we employ. As
shown, an “environment sensing” action is periodically performed (line 2). This
occurs by accessing the symbolic representation of the current situation (St), that
is obtained by reading the DCOP variable described previously. As a result, the
set Eventst of the occurred events is periodically acquired. By event we mean any
mismatch between the expected situation, according to the caregiver’s prescrip-
tions, and the actual situation (i.e., a planned action which fails to be executed,
is considered as an event). If events are detected, the first action is to remove all
the active constraints present in the schedule (line 4). By active constraints, we
mean those which do not completely belong to the past, with respect to the actual
time of execution tE .2 All constraints that are not idle are active. Obviously, idle
constraints do not take part in the analysis because they will not play any role
in the evolution of the future states of the world. In the next step (line 5) all the
detected contingencies, properly modeled as further constraints, are inserted in
the plan. This is the step where the system updates the internal representation
of the schedule in order to preserve consistency with the world’s true state. Lines
7–10 implement the constraint re-insertion cycle, where the algorithm tries to re-
store as many caregiver requirements as possible given the current situation. No-
tice in fact that it is probable that not all the original constraints will be accepted
at this point: the occurrence of the contingencies might in fact have changed the

2 More formally, given an execution instant tE and a constraint ck binding two time
points ta and tb, ck is considered idle if and only if (ta < tE) ∧ (tb < tE).
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temporal network constrainedness, so as to make impossible the complete
re-insertion of the constraints removed at the previous step. During the cycle, all
the constraints which are rejected are stored in the set Kt. Constraints insertion
(and rejection) is an extremely delicate issue, for many reasons:

– System reactionmay consist in verbal suggestionsorwarning. The information
conveyed by these messages strongly depends on the contents of the set Kt.
As we will show, the analysis of all the rejected constraints quantitatively and
qualitatively determines the system’s response. Given a temporal networkTN
underlying the current schedule, the set Kt = {kt,1, kt,2, ..., kt,r}must be such
that: (1) the insertion of each kt,j in TN causes a propagation failure; (2) the
cardinality of Kt is maximum. Condition (1) ensures that every constraint in
Kt plays a role in determining system’s reaction, ruling out false-positive situ-
ations; condition (2) ensures that no contingency escapes system’s attention.

– The acceptance of each constraint cj (and complementarily, the contents of
Kt), is generally dependent on the particular order chosen for re-insertion. In
general, a number of different choice heuristics (chooseConstraint() method)
can be envisaged, leading to different approaches for contingency manage-
ment. To clarify this issue, let us consider a temporal network TN and two
constraints c1 and c2 such that the attempt of posting both of them in
TN would determine an inconsistency: in this case, if the insertion order is
{c1, c2}, then c2 is going to be rejected; if the opposite order is used, c1 is re-
jected. Since in this context it is essential that the reaction be related to the
closest contingency with respect to execution time tE , the particular heuris-
tic employed for re-insertion is backward-chronological. The result of this
choice is that the rejected constraints will be the ones which are temporally
closer to the actual instant of execution, therefore meeting the condition of
reaction urgency. In other terms, the monitoring system is oriented towards
synthesizing a suggestion regarding the primary cause of a violation, rather
than forming one based on a distant effect of the assisted person’s behavior.
The constraints are chronologically ordered taking into account the values of
the time point pairs they are connected to. More formally, given a set of con-
straints {c1(t1,s, t1,e), c2(t2,s, t2,e), . . . , cn(tn,s, tn,e)}, where each ci(ti,s, ti,e)
connects the time points ti,s and ti,e, the constraint ci(ti,s, ti,e) chronologi-
cally precedes the constraint cj(tj,s, tj,e), if min(ti,s, ti,e) < min(tj,s, tj,e).

5 Managing Assistant/Assisted Interaction

As already mentioned, interaction relies here on the embodied robotic assistant
as the focal point between the user and the system. Communication between
the user and the robotic mediator occurs verbally. We distinguish two form of
interaction based on who takes the initiative to start a dialogue:

On-Demand interaction in which the user takes the initiative first. The as-
sisted person commences interaction, for instance, by querying the system’s
knowledge base: “have I taken my pills?”, or “can I make an appointment
for tomorrow at 5 PM?”.



Synthesizing Proactive Assistance with Heterogeneous Agents 503

Proactive interaction in which the intelligent environment commences inter-
action guided by its internal reasoning. In this project constraint violations
have been considered as a trigger for the system to take the initiative and
perform some actions: issue an alarm in case of illness, or verbalize warnings
and suggestions.

All interaction services rely on the Interaction Manager. This module essentially
consists in a rule-based system that fires situation-action rules. In other words,
it continuously assesses the situation and activates a particular submodule as an
action. We categorize as On-Demand interaction the “Question-Answer” cate-
gory of dialogues. This activity is triggered by a speech input from the assisted
person. The generation of the answer is managed mostly internally to the man-
ager that has information on the activities’ history and/or on the current state
of the environment, to answer questions like “Have I had lunch?” or “What
time is it?”, etc. Instances of Proactive interaction are “Danger” and “Warning”
scenarios. Undoubtedly, one of the important tasks for assistance is to recog-
nize emergencies for the monitored person. The emergency trigger is fired by
particular combinations of the input provided by the sensors that monitor the
environment and the assisted person. As an example we can discriminate as a
dangerous situation the case in which a person is “laying down in the kitchen
floor” or “laying down in bed half and hour after usual wake up” as a danger,
rather than “laying down in bed within a given period” which is recognized as a
regular situation. The danger trigger is dealt with by a specific behavior of the
multi-agent system that interrupts the usual flow of activities and undertakes an
action: the robot is sent to the assisted person, a specific dialogue is attempted,
and if no answer from the assisted person is obtained, an Alarm is immediately
fired to the external world (call to a relative, to an emergency help desk, etc.).
A warning scenario in one in which constraint violations are detected by the
Activity Monitor. Broadly speaking, the monitor decides the values for the vari-
ables that are used by the interaction manager to trigger a proactive dialogue
with the assisted person. The content of the dialog is synthesized on the basis
of the monitor’s internal knowledge. Overall the Interaction Manager is a quite
simple planner that supervises the initiative of the “interactor” towards the as-
sisted person. It is worth underscoring how the combination of this manager and
the activity monitor endows the whole assistive environment with capabilities of
proactive participation in a mixed-initiative interaction.

6 From Scheduler Knowledge to Interaction

The main issue here is how to translate constraint violation information into
semantically meaningful verbalizations that the user may immediately under-
stand. First, we present the building blocks of this semantic analysis. At this
level, all semantic inference will have to be derived exclusively from the analysis
of information of temporal nature; the second step is to integrate temporal data
with different types of environmental information.
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Each element in the violated constraints set Kt is either a minimum or a
maximum constraint. Duration constraints are defined through both a minimum
and a maximum constraint insisting between the start and end time points of an
activity and representing, respectively, the minimum and the maximum duration
allowed. At a basic level, the violation of each constraint is immediately given a
semantic interpretation: (a) violation of the minimum constraint cij

min between
activities Ai and Aj (where Ai is the SOURCE activity), directly involves the
following interpretation: “Aj is taking place too soon.”; similarly, violation of
the maximum constraint cji

max between activities Aj and Ai (where Ai is the
SOURCE activity), enables the possible semantics interpretation: “Aj is being
delayed too much.”. Duration constraints undergo a slightly different analysis:
in fact, a violation of a duration constraint on activity Ai might either entail
the violation of the minimum or of the maximum constraints involved. In the
first case, we imply the semantics: “Ai was too brief.”; in the second case, “Ai

is lasting too long.”.
Given these building blocks for higher level interpretation of the events related

to constraint violation, can employ other kinds of information to improve seman-
tic precision. Again, the meaning of the violation of the constraint cij

min might
take a different interpretation depending on the execution status of activity Ai.
In fact, in case Ai has not yet been executed, it is easy to see that the viola-
tion of cij

min directly implies that the activities Ai and Aj have been temporally
swapped, against the caregiver’s prescriptions. Therefore, a general verbalization
consistent with the situation is: “Shouldn’t Ai be performed first?”. Obviously,
in case Ai has been executed, a more realistic verbalization is: “Shouldn’t you
wait a little longer before performing Aj?”. Regarding the maximum constraints
cji
max, a different interpretation might be given depending if activity Ai is the

SOURCE or not. When Ai = SOURCE, we are describing an absolute time limit
which involves the start time of Ai; in the opposite case, the time constraint is
relative to the end time of Aj . This difference might influence the verbalization
related to cji

max violation: in the first case, “Expedite the execution of Ai.” might
suffice; in the second case, “Too much time is passing between Ai and Aj .” is
more appropriate.

Another source of information that is used to enhance verbalization meaning-
fulness is related to the causal domain theory. In other words, information about
casual links between direct neighbors of the activities involved in a constraint vi-
olations can be exploited to deliver explanations. An example is given in figure 4
(a): in this case, the delay on A2 involves also a delay on A3, as both activities
are causally linked; as shown, two maximum constraints might be simultaneously
violated, and causal link analysis can interpret the situation according to the fol-
lowing semantics: “Commence A2, as it cannot be executed too late with respect to
A1, and A3 cannot begin later than a certain hour.”. Figure 4 (b) shows another
example: A1 is currently under execution and the causal link between A1 and A2

eventually gets the maximum constraint between A2 and A3 violated. Again, the
deduced verbalization would be: “Stop A1, as A2 must be immediately executed
because it cannot be performed too late with respect to A3.”.
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Fig. 4. Exploiting causal information for meaningful semantic deduction

7 Assessment of System Performance

There are two meaningful measures with respect to the performance of the overall
system: (1) the application responsiveness, i.e., the time tAi between a physical
change in the environment and the recognition of the change in the input vari-
able(s) of application Ai; (2) the coordination responsiveness, i.e., the time titer
it takes for a complete iteration of Algorithm 1 to terminate. The overall re-
sponsiveness of the system is therefore represented by titer + maxAi (tAi). The
former measure is affected by the uncertainty connected to the time employed
by services to update the symbolic information which they are responsible for
deducing. For instance, the People Localization and Tracking service is realized
through an artificial stereo-vision algorithm the convergence of which is strongly
affected by a variety of factors (for instance, object tracking is difficult when
many similar objects move in the same space, when the environment and the
agents cannot be adequately structured, and when moving observers are used
for monitoring large environments). A similar problem affects also the activ-
ity monitor, which must propagate sensor-derived information on the temporal
representation of the behavioral constraints. This may require a combination of
simple temporal propagation, re-scheduling, as well as other complex procedures
(e.g., deciding which of the violated constraints are meaningful with respect to
verbal warnings and suggestions). Dually, the responsiveness of coordination can
be affected by two factors, namely network load and number of variables involved
in the coordination (specifically, the complexity of the Adopt family of DCOP
algorithms is exponential in the number of variables). In practice, coordination
responsiveness in the environment is mostly affected by the network load (which
becomes high when services such as streaming video are activated). Qualita-
tive observations have shown that application responsiveness can vary between
about 1 and 10 seconds. In normal conditions (i.e., if no streaming video service
is active) coordination responsiveness varies in the same order of magnitude of
application responsiveness. The overall responsiveness of the system (e.g., the
delay between an emergency situation occurring and the system activating the
contingency plan) varies typically between about 5 and 30 seconds.

8 Conclusions

The RoboCare project has addressed one of the open challenges in AI, namely
that of integrating diversified intelligent capabilities to create a proactive assis-
tant for everyday life in a domestic environment. Our effort to integrate diverse
intelligent components has allowed us to develop a system prototype which is
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capable not only of passively monitoring the execution of activities, but also of
proactively initiating consistent and contextualized advice-giving dialogue. The
integration of the services provided by the various components through DCOP-
based coordination provided the necessary “functional glue” to demonstrate an
overall intelligent and proactive behavior, improving on previous preliminary
versions of the integrated system (e.g., as described in [8]). A key feature of
our assistive environment is the ability to intervene proactively and contextually
in the assisted person’s daily activity management. Specifically, this is achieved
through the use of a continuous schedule monitoring functionality which provides
appropriate alerts and warnings through the robotic mediator. The generation
of relevant explanations stems from constraint violations from which verbal mes-
sages are synthesized and presented to the user. This particular use of the internal
knowledge of a constraint-based scheduler is to the best of our knowledge quite
novel, as constraint violations directly determine both when the system has to
interact and the interpretation of the violation contributes to determine how to
interact with the user.
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Abstract. Detection of human skin in an arbitrary image is generally
hard. Most color-based skin detection algorithms are based on a static
color model of the skin. However, a static model cannot cope with the
huge variability of scenes, illuminants and skin types. This is not suitable
for an interacting robot that has to find people in different rooms with
its camera and without any a priori knowledge about the environment
nor of the lighting.

In this paper we present a new color-based algorithm called VR filter.
The core of the algorithm is based on a statistical model of the colors
of the pixels that generates a dynamic boundary for the skin pixels in
the color space. The motivation beyond the development of the algo-
rithm was to be able to correctly classify skin pixels in low definition im-
ages with moving objects, as the images grabbed by the omnidirectional
camera mounted on the robot. However, our algorithm was designed to
correctly recognizes skin pixels with any type of camera and without
exploiting any information on the camera.

In the paper we present the advantages and the limitations of our
algorithm and we compare its performances with the principal existing
skin detection algorithms on standard perspective images.

1 Introduction

The identification of people represented into images or videos is a challenging
problem addressed since many years. The applications of a reliable and robust
algorithm for people detection in any kind of images can be virtually unlimited.
Techniques and theoretical assertions were presented, but most of them give
reliable results only with structured settings or with “a priori” fixed imaging
conditions. Moreover, the most reliable solutions require specific and expensive
hardware-software resources. The aim of this work is a general technique that
correctly recognizes skin pixels independently on the different ethnic groups,
under varying illumination conditions in whatever complex environment, only
using chromatic informations. The result is the development of a new complex,
but fast end efficient to compute filter, we called it VR Filter.

This work was motivated by the creation of a robust and reliable skin detection
algorithm to be used as main input for the “people finding module” of the
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software architecture controlling the robot in Fig. 1. This work is the result
of the meeting of Robotics and Art. This is an interactive robotic sculpture
conceived and realized by the artist Albano Guatti. The robotic part was totally
developed by people at the IAS-lab and at IT+Robotics according to Guatti’s
concept. The robot’s main sensor is an omnidirectional camera (well integrated
with the artistic appearance of the statue). The omnidirectional camera is used
to detect the persons in the environment, thanks to the skin detection algorithm
described in this paper. The omnidirectional visual perception is coupled to an
omnidirectional range sensor realized with a ring of Polaroid sonar sensors.

Fig. 1. The interactive robotic sculpture by Albano Guatti

2 The Skin Detection Problem

2.1 Definition of Problem

First of all we shall formalize the skin detection problem as generally as possible
Let be P the following problem we are going to solve: P:

Given I(R,G,B), in the following simply I, an arbitrary image we don’t know
anything about it (which are its contents, type of source and the environment
conditions when it has been generated), we want to identify all the regions and
only the regions Ω of I where human skin is present.

In particular, we want to be able to successfully process low definition images
with moving objects in very complex scenarios as usually are the omnidirectional
images grabbed by mobile robots.

2.2 Related Work

As mentioned in the introduction, the skin detection problem is still a very
investigated problem; many authors have proposed techniques to solve it by
fixing one or more parameters of the problem, but a solution of P considering all
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of them has never been given. Soriano et al. [1] showed a camera-specific color-
based method ables to recognize skin in different light conditions and proposed a
database of camera behaviors to complete it. The use of a normalized color space,
in this case the rg normalized color space, is interesting because it allow to isolate
skin locus with simple quadratic functions. Also for [2], [3], [4], [5] a normalized
color space, the rg normalized color space again (in the following simply rg),
is the most effective to extract with success a skin locus. This is because it is
as little as possible dependent on the illuminant. In addition, Albiol et al. [6]
affirmed that an optimum filter for skin detection will have the same performance
even working in different color spaces. Other authors suggested to solve the P
problem proposing a union of different techniques to improve the results of a
single color-based method and its defects; Kruppa et al. [7] and Tomaz et al. [4]
used, for example, a color-based filtering with a shape identification obtaining
good result for face detection. In [4] again and also in [8] a static prefilter on
RGB space is used too: with this last kind of filters it is easier and more natural
to remove zones that surely are non-skin areas (pixels too inclined to black, to
green or to blue etc). At last we mention Lee et al. [9] who proposed an elliptical
boundary for skin locus using a gaussian model and six chromatic spaces and
Sebe et al. [10] who proposed a Bayesian network approach instead.

2.3 The VR Filter

As stated, the P problem is too wide, we need to insert some limitations. We need
to introduce two constraints (that anyway do not compromise the generality of
method itself):

V1 The image I has to represent a scene not too obscure nor too saturated
V2 The source of I has to ensure that its calibration is not strongly unbalanced

V1 excludes from P all images captured in illumination conditions near to dark-
ness or saturation, while V2 excludes from P all images that have chromatic
features too altered (e.g., images with a very high contrast).

From now on, P will be the initial problem, restricted by V1 and V2, and I will
be an image satisfying V1 and V2.

In brief, the strategy of our method is the sequence of two distinct color-
based techniques and could be called “catch and clean the skin locus”. The first

(a) (b) (c) (d)

Fig. 2. Example images: (a) satisfies V1, (b) does not satisfies V1, (c) satisfies V2, (d)
does not satisfies V2
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Fig. 3. UML flow of the algorithm implementing the VR filter

filter “catches” the skin locus, even capturing spurious pixels, while the second
“cleans” possible false positive pixels selected by the first one. We chose this
approach, because we experimentally obtained a dynamic region, depending on
the statistics of first and second order of the image, ables to intercept the skin
locus; the formal and mathematical expression of this region is the core of our
work. So, our filter, called VR filter, is a cascade of two filters that we called V
filter and Rm filter, respectively.

V Filter. The V filter is a dynamic filter based on the definition of a 2D region
of a color space that we called V region (ΩV ). ΩV depends on the statistics of
first and second order of I: let be xy a generic two-dimensional color space and
let be fx and fy the distributions of I with respect to x and y, respectively. fx
and fy can be considered as mass distributions of two discrete aleatory variables
x and y. Thus, we can compute the expectation m (1) and the positive radix of
the second order central moment σ (2):

mx =
∑

α∈Ax

αfx(α), my =
∑

α∈Ay

αfy(α) (1)

σx =
[∑

α∈Ax
(α−mx)2fx(α)

] 1
2

, σy =
[∑

α∈Ay
(α−my)2fy(α)

] 1
2

(2)

where in (2) Ax and Ay are the alphabets of the two aleatory variables x, y
Let’s now define a set, we called Vbone (γV ), that will be helpful to understand

the meaning of ΩV :

γV =
{
(x, y) : x < mx, y = my, x ∈ x, y ∈ y

}
⋃

(3){
(x, y) : y = σy

σx

(
x−mx

)
+ my, y < my, x ∈ x, y ∈ y

}
γV is the union of two half-rays of R2 with origin in (mx, my) the first with
angular factor equals to zero, the second with a non-negative one. Finally we
define ΩV as the union of two half-stripes described by the following
formulas:
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ΩV =
{
(x, y) : x < mx, |y −my| < σy, x ∈ x, y ∈ y

}
⋃

(4){
(x, y) :

∣∣∣y − σy

σx

(
x−mx

)
−my

∣∣∣ < σy, y < my + σy, x ∈ x, y ∈ y

}
Intuitively, ΩV appears, in the generic xy plane, as a “V” rotated counter-

clockwise of about π/2. In Fig. 4, we plot three examples of γV (blue lines) with
corresponding ΩV (red areas) in a generic xy normalized color space generated
by three different images.

Fig. 4. Examples of different γV and ΩV

Both γV and ΩV can be create in any 2D-space, but their usefulness for
our goal is that we have experimentally verified that if the 2D-space xy is the bg
normalized color space, the γV intercepts the skin locus for each I of P. Therefore,
in the bg normalized color space, ΩV contains at least a part of the skin locus
for each I of P.

Thus, V filter works in the bg normalized color space; we recall that the bg
normalized color space is defined from the RGB color space as:

b =
B

R + G + B
, g =

G

R + G + B
(5)

so defined w and h as the width and the height of I, respectively, the V filter
can be defined by:

V (i, j) =
{

1 if bg(i, j) ∈ ΩV

0 otherwise
with 0 < i � w, 0 < j � h
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Rm Filter. The Rm filter is a static filter. It works in the RGB color space and
has been designed to remove regions of the color space that the V filter might
has selected and that with high probability not belong to the skin locus.
Rm filter is simply defined as:

Rm(R, G, B) =

⎧⎨⎩
1 if G < kG AND G < R− kRG AND

mRR < G < MRR AND B < R+G
kB

0 otherwise
(6)

The equations in 6 have been designed to remove, in this order, color tones
that have too much green, too much green with respect to red and too much
blue with respect to green and red.

To set the five constant parameters in (6) a directed reinforcement learn-
ing technique, called Counter-based with decay [11], has been used. As learning
patterns, we have considered 25 images with different subjects and lighting con-
ditions. The target of this technique was to maximize the test score we will define
in (10).

So the optimal values for the parameters have been resulted the following:
kG = 166; kRG = 25; mR = 0.563; MR = 0.808; kB = 2.0;

Finally we can define our VR filter as this mask:

V R = V AND Rm (7)

After VR (7) an average filter and a thresholding operation are applied to the
output of VR, to stabilize the results and to remove noise around the selected
regions; so, they appear more regular and are easier to process by any subsequent
image processing algorithm (see Fig. 3).

3 Tests and Results

The tests are been executed on a dataset of over 950 images of different generic
sources (pictures taken form omnidirectional cameras, the Internet, perspective
cameras and videoframes) but also from all the “Georgia Tech Image Database”
[12]. To better catalog all the images, they have been divided into seven cate-
gories:

Cat A: Subject in foreground with simple background
Cat B: Subjects in foreground with complex background
Cat C: Night indoor/outdoor environments with artificial lights
Cat D: Daily outdoor environment with difficult scene or lighting conditions
Cat E: Different ethnic groups
Cat F: Complex omnidirectional images
Cat G: Complex omnidirectional images with moving subjects

3.1 Test Metrics Definition

To test and to measure the perform of our filter we have design some formal
rules.
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Let’s consider two B&W images, the first generated by the VR Filter as the
mask of the filtered output and the second that represents the mask of the
skin pixels manually extracted from the original image. Let be MV R and MHR

respectively. Both these images are in binary encoding: for MHR, as example,
MHR(x, y) = 1 if the pixel (x,y) is considered a skin pixel, MHR(x, y) = 0
otherwise. From MV R and MHR is computed a new image T :

T = MHR −MV R (8)

Each pixel of T can assume only three values:

-1 if the pixel is a non-skin pixel recognized as a skin pixel (false positive [FP])
0 if the pixel, either skin or non-skin, is correctly recognized (recognized [OK])
1 if the pixel is a skin pixel not recognized (miss [MS])

From T are successively computed three parameters:

kOK = #(0) in T; kFP = #(-1) in T; kMS = #(1) in T

Finally, defined N = w · h where w and h are the same defined in 2.3 and
kMHR = #(1) in MHR, we compute the following result test values:

pOK = kOK

N , pMS = kMS

kMHR
, pFP = kF P

N−kMHR
(9)

and a resume test score as:

S = 2pOK − 5pMS − pFP (10)

With the values defined in (9) a strict test conclusion can be given as reported
in Table I, so a test results a positive match, if and only if, at least the 75% of
pixels are correctly recognized, and the each of the percentages of the skin pixel
and of the non-skin pixels that have been correctly recognized is over 80 % and
90 % respectively.

Table 1. Test result based on values of (9) with pOK � 0.75%. All tests having
pOK < 0.75%. are labeled as Miss.

pOK � 0.75 pF P < 0.10 pF P � 0.10

pMS < 0.20 Correct Correct match with
match too false positives

pMS � 0.20 Miss Miss

In Figure 5 we show an example of visual test result.

3.2 Algorithm Performance and Statistical Results

All operations executed by the VR filter are linear in the image dimensions; thus,
its computational complexity is Θ(w · h).
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Fig. 5. From left to right: original image (s13/13.jpg of [12]), manually extracted skin
mask, VR filter output and graphical output of the test. In this last image the skin
and the non-skin pixels correctly recognized are respectively green and lime, the FP
pixels are blue and the MS pixels are red. For this image we have: OK = 92.62%; MS
= 14.67% and FP = 2.87%; S = 1.56.

Table 2. Summary of test result’s percentage by category

Cat Positive Positive match with Miss
match too false positives cases

A 87.23 % 9.04 % 3.73 %
B 88.00 % 10.00 % 2.00 %
C 86.00 % 8.00 % 6.00 %
D 82.00 % 12.00 % 6.00 %
E 85.18 % 9.08 % 5.74 %
F 90.00 % 8.00 % 2.00 %
G 88.00 % 8.00 % 4.00 %

Total 86.63 % 9.16 % 4.21 %

In Table II we reported the statistical test results by apply the VR filter on
the dataset of images, while Table III shows the processing time spent by our
algorithm in a C/C++ implementation.

The percentage of hit is very high on images with normal lighting conditions,
even if there are complex scenes, and is lower, but still good, on night images.
Using a resolution of 800x600 is possible to compute up to 2.5 frame per second;
this rate is not very high, however is higher then most alternative techniques
proposed in the literature. To speed-up the computation of a sequence of video
frames, the VR filter can be used to create a look-up table (LUT) containing the
3D region of the RGB color space that contains the skin locus of the first frame;
the subsequent frames can be processed accessing the LUT to check if the pixels

Table 3. Computation time - test on Pentium M 1.5GHz

Image C/C++ Image C/C++
resolution kpxlps fps resolution kpxlps fps

320x240 1182 15.36 1024x76 1311 1.67
640x480 1258 4.07 1280x1024 1327 1.22
800x600 1280 2.67 1600x1200 1319 0.69
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Fig. 6. On the left, an example of Cat. F: positive match 90.00 %. Picture grabbed by
the interactive robotic sculpture of Figure 1 and an example of Cat. G: positive match
88.00 %, on the right.

Fig. 7. On the left, an example of Cat. A: positive match 87.23 % (this example refers
to the image s03/04.jpg of [12]) and, on the right, two examples of Cat. B: positive
match 88.00 %.

belong to the skin locus or not. The LUT needs to be updated by VR filter only
if the lighting conditions change in time.

Fig. 8. Top: Examples of Cat. D: positive match 82.00 %; Bottom: Examples of Cat.
E: positive match 85.18 %.

3.3 Some Tests on Generic Images

In this section we present the results of our skin detector on some images grabbed
with the omnidirectional camera of our robot (Fig. 6), generic images grabbed
with a digital camera (top-left of Fig. 8) and obtained from the Internet (other
images). Figures have been organized into categories as explained in Section 3.
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Comparison 1. Soriano et al. technique [1] vs VR filter:

(a) (b) (c)

Fig. 9. Original images (a), Soriano filter (b) and VR filter (c). Soriano’s camera-
specific technique is able to correctly recognize skin pixels under incandescent and
fluorescent lamps, while VR filter is camera independent and less sensitive to noise,
but misses the face under fluorescent light.

Comparison 2. Tomaz et al. technique [4] vs VR filter:

(a) (b) (c)

Fig. 10. Original images (a), Tomaz filter (b) and VR filter (c). VR filter is more robust
to highlights (first row) and to background noise (second row), in addition Tomaz el
al. method also needs an initial camera calibration.

Finally we report a comparison between our VR filter with some skin detector
proposed by other authors (Fig. 9–11). We used the original images extracted
by the cited papers.
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Comparison 3. Kruppa et al. technique [7] vs VR filter:

(a) (b) (c) (d)

Fig. 11. Original images (a), Kruppa color-based filter (b), Kruppa color+shape filter
(c) and VR filter (d). VR filter and Kruppa’s color+shape algorithm results are similar;
comparing the performance of the two algorithms, VR performs better.

4 Conclusions and Future Works

A new color-based skin detection algorithm has been presented. Our approach
gives a solution for the skin detection problem, in conditions as generic as possible
and it uses only chromatic information as input. As reported in the literature, the
use of one color space is not enough for arbitrary images and a combined solution
is needed. The result of our work is the VR filter; it is composed of a cascade
of two filters: the V filter and Rm filter. The first is a dynamic filter working
in the bg normalized color space. The latter is a static filter working in the RGB
color space. This technique is robust and reliable, if the input image satisfies two
constraints V1 and V2 (that anyway do not compromise the generality of method
itself).

We compared the performance of the VR filter with various skin detector
(color-based and not) and our method gave comparable or better results, even if
it uses a simpler and faster technique; it also works correctly with a larger range
of images.

The proposed VR filter has been successfully used in several exhibitions of
the interactive robotic sculpture of Fig. 1. The robot run for five days at SMAU
2005 (the biggest Information Technology fair in Italy) moving around among
hundreds of persons. At MART (Museum of Modern Art, Rovereto (TN) Italy
the robot run for two days in the cafeteria and in the museum hall.

Future works will be aimed at relaxing the assumption V1 and V2, in order
to be able to correctly process any images. For this scope we are working to
remove the static numerical parameters of the filter, by making the Rm filter
dynamic.
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Abstract. Due to the fast growing of the information available on the
Web, the retrieval of relevant content is increasingly hard. The complex-
ity of the task is concerned both with the semantics of contents and with
the filtering of quality-based sources. A recent strategy addressing the
overwhelming amount of information is to focus the search on a snapshot
of internet, namely a Web view. In this paper, we present a system sup-
porting the creation of a quality-based view of the Web. We give a brief
overview of the software and of its functional architecture. More empha-
sis is on the role of AI in supporting the organization of Web resources
in a hierarchical structure of categories. We survey our recent works on
document classifiers dealing with a twofold challenge. On one side, the
task is to recommend classifications of Web resources when the taxon-
omy does not provide examples of classification, which usually happens
when taxonomies are built from scratch. On the other side, even when
taxonomies are populated, classifiers are trained with few examples since
usually when a category achieves a certain amount of Web resources the
organization policy suggests a refinement of the taxonomy. The paper
includes a short description of a couple of case studies where the system
has been deployed for real world applications.

1 Introduction

The tremendous dimension of the Web offers previously unseen amounts of easily
accessible information. We know that Web retrieval has received a big improve-
ment in the last few years, and many Web search engines provide reliable results
for many queries. On the other side, the growth of contents published on the
Web is weakening the notion of relevance. Dealing with increasing amount of in-
formation requires combining the notion of relevance with the notion of quality.
The issue of quality is not new since the notion of authority has been one of
the key factors of the success of Google’s search engine. Nevertheless it has been
proved [1] that the computational models for authority can be easily biased by
malicious users. The assessment of quality-based Web resources is still an open
issue in the research agenda.

The notion of quality is a hill-defined concept that still needs to be managed
manually. According to this view, one of the recent strategies dealing with the
search engine challenge is to focus the retrieval process on a snapshot of the
Web. The intuitive idea is that, the reduction of information noise is obtainable
seeding search engines with a collection of topic-centered Web resources, filtered

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 519–530, 2007.
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according to quality criteria. The assessment of quality is currently in charge of
a user.

The idea of organized collections of Web resources is not new. Web directories
are probably the most representative example of the effort in this direction.
Bookmarking is another attempt trying to implement the notion of personal
view of the Web. Nevertheless, in the past the purpose of Web directories was
mainly to support the browsing of an end-user.

The latest trend is to provide a different way to exploit a thematic collection of
Web resources. Recently both Google and Yahoo! deployed a new service allowing
custom search engines on given Web views (Google with CSE1 and Yahoo! with
Rollyo2). The idea is very simple: delivering a search engine on a predefined
topic-driven portion of the Web selected according to criteria of quality. The
working assumption is that, if a Web view is well defined, the search engine can
achieve a better trade-off between precision and recall of the retrieval process.

From these experiences, it turns out that a situation where an editorial staff
organizes the Web resources for better access is conceivable with the ultimate
goal of capturing a high quality view of the Web. However, as valuable as these
efforts are, they cannot cover more than a small part of the Web. This because,
to guarantee a quality standard, these efforts need to be done by hand, with
obvious costs in terms of money and time resources.

It is now evident that there is a demand of new supporting tools improving
the efficiency of this editorial activity. In this paper, we present QuIEW, a sys-
tem specifically designed to help editors to create and manage repositories of
reviewed and certified Web resources. This system incorporates many features
that help editorial staff to retrieve, collect, organize, and review Web sources of
information.

In Section 2 we will provide a background on the most adopted approaches to
make the Web resources easily accessible by consumers and we will describe the
basic hypothesis for the construction of the system. In Section 3 a description of
the QuIEW system with its basic and most interesting functionalities/services is
given. Section 4 will describe one of the most interesting features of the system,
solved with artificial intelligence models. Finally, in Sections 5 and 6 a description
of two case studies and concluding remarks are drawn.

2 Background

The retrieval of pertinent and qualitative Web resources is a problem particularly
perceived nowadays, due to the huge amount of useless information unavoidable
by standard search engines. One way to solve this problem is to create restricted
views of the Web where someone filters, classifies and, in case, reviews the Web
sites according to some policy. Within this perspective there are two main ap-
proaches that we refer to as top-down and bottom-up strategies.

1 CSE stands for Custom Search Engine. http://www.google.com/coop/cse/
2 http://www.rollyo.com/
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In the top-down strategy, the underling hypothesis is that the Web resources
are categorized according to a number of classes. In this scenario, the editorial
committee can work in two ways. One is to decide and fix in advance the in-
teresting categories for the specific domain. All the retrieved resources are then
classified in one or many of these categories. The other approach is to let the set
of categories change in time. This allows for adaptation of the categorical system
to the rapid changes of the Web. Nonetheless, also in the second approach the
editorial committee mediates the change of the categorical system.

Topic hierarchies are usually used to simplify the management of many cate-
gories. In this schema, the most general topic is divided into sub-topics, and these
divisions continue until the classes represent sufficiently fine-grain concepts. Web
directories are the most common scenario of classification of Web sites into topic
hierarchies. One of the most famous examples of Web directory is the Open
Directory Project3 supported by Google, where a collaborative activity of Web
sites reviewing is performed by a community of Web consumers.

A problem with the taxonomic classification schemes is that the Web tends to
change rapidly and it does not like very much the hierarchical arrangements of
categories. The main reason is that many classification schemes are too restrictive
and they have high inertia, i.e., their change is too slow with respect to the Web
evolution. This is a reason for the emerging trend in the categorization of Web
resources referred to as bottom-up strategy. This approach allows for a more
complex categorization structure, where sets of free-form keywords are applied
to the information providing a sort of open categorization scheme. The idea is
to build categories from the bottom: instead of maintaining lists of documents
by category, the categories construct themselves from free tags associated to
document sources.

It follows that information producer and consumers are largely adopting col-
laborative tagging systems as powerful tools to organize, browse, and share col-
lections of resources. This aggregation of user metadata is often referred to as
a folksonomy, a user-generated classification emerging through bottom-up con-
sensus while users assign free-form keywords to online resources for personal
or social benefit. Well known examples of Web-based collaborative systems are
Del.icio.us and Furl for social bookmarking, Technorati for blogs browsing, and
Flickr for photo sharing4.

There has been a big debate on which of the two approaches is the best.
Until now however, there is not any clear answer to this question. As usual,
there are promoters in both sides; in fact the answer strongly depends on both
the application domain and the addressed community of users. It is clear for
example, that the librarian community can only accept taxonomies, while social
tagging is the perfect solution in the blogging community.

Our idea is that the two approaches can easily cohabit by taking advantage
from each other. This is why we are now presenting a system that manages the

3 http://dmoz.org
4 Del.icio.us - http://del.icio.us/, Furl - http://www.furl.net/, Technorati -

http://www.technorati.com/, Flickr - http://www.flickr.com/
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Fig. 1. The QuIEW System mainly focuses the back-end module

Web resources allowing for both top-down and bottom-up approaches. It is matter
of the user then to make use of any of the two or both. The system provides
the concept of quiew that is conceived as a taxonomic classification system.
In our system, the taxonomy is mainly defined by two components: a set of
categories either unrelated or (partially) related by a hierarchical relationships,
and a collection of classified and tagged Web resources.

3 The QuIEW System

Our application focuses in being an aid to editors that want to create thematic
views of the Web. This tool helps to discover Web resources, to build and manage
thematic views of the Web, and to review the retrieved resources. We consider
this instrument as a back-end tool used by one or more editors (the editorial
staff) allowing to take care of the above tasks. The result of its usage generates
what we refer to as a quiew (Quality-based Web View), i.e., an indexed and
organized repository of Web resources. This quiew can then be exploited by any
suitable front-end interface, which can be implemented either as a simple search
engine or as a browsing system. Figure 1 depicts this scenario.

A quiew is a collection of Web sources of information regarding a particular
theme or argument, filtered by quality criteria and organized into a taxonomic
structure, namely the workspace. Each node in the taxonomy is a category and
represents a classification concept. An edge between two nodes represents a hi-
erarchical relationship between the two concepts. The creation of a quiew is a
filtering process that takes the Web as input and generates a set of classifications
for a set of collected documents.

Each document is indexed in the taxonomy along with its content and title,
and it is furthermore enriched with additional meta-data, such as user provided
reviews, user ratings, and tags. The set of meta-data can be easily extended
to support other type of information. QuIEW can handle different file formats,
such as html, pdf, Microsoft Office documents and rss feeds. Other formats can
be added to the system by means of plugins.

3.1 Architectural View

Since QuIEW is primarily a tool for building Web views, it focuses mainly on
the editorial job, and as such, it implements a back-end module that can help
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Fig. 2. High level QuIEW architecture

editors discover and categorize Web resources. The resulting Web view can then
be exploited in many scenarios, for example in a front-end system giving access
to a thematic search engine. From an architectural point of view, the appli-
cation implements a service-oriented architecture (SOA5), composed of many
autonomous and loosely coupled components that communicate with each other
through standard interfaces. An overall architectural sketch is presented in Fig-
ure 2. As shown, the architecture is layered in three main levels:

The Core level. is the main component of the application and is composed of
many modules that perform the core activities: crawling, automatic classifi-
cation, and indexing of the Web. The WSManager is merely a management
interface for the taxonomy structure, while the Storage module handles re-
source storage for all of the core modules and maintains data consistency.

The Interface level. allows for the interaction between the core functionalities
and the exposed services by means of an API. Through this interface we
achieved a highly extensible architecture, so that even third party developers
can implement independent and autonomous services.
The Middleware is the internal endpoint of the core modules and it imple-
ments many functions such as the Authentication module. It also allows for
wrapping of external method calls to internal ones. The SOAP API is the

5 http://www.oasis-open.org/committees/tc home.php?wg abbrev=soa-rm
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interface exposed to the external services. Using a SOAP6 interface enables
loosely coupling of services from the core level.

The Service level. contains all services developed on top of the core applica-
tion. This allows the creation of ad-hoc services for different case studies, as
long as the possibility for the implementation of third party services.

One of the most important services is the back-end User Interface (UI), as
it defines interfaces for helping editors in their classification job. The front-
end UI implements a potential end-user service, that exploits the Web view
created by an editorial staff through the back-end UI. In its basic form, it
can simply expose a focused search engine. Finally, the Administration UI
defines interfaces for the administration of the application.

3.2 Functional View

The application exposes many functionalities that can guide an editor in the
process of building his own quiew: from the discovery of the interesting Web
resources, to their indexing, from their semi-automatic classification to their
annotation. One of the distinguishing features of our solution is the ability to
perform full text searches on the document space, thus simplifying the browsing
and the management of acquired resources.

QuIEW exposes the user interfaces and the functions through a Web appli-
cation compatible with most modern browsers. While the back-end UI is quite
complete and functional, currently we only developed a basic front-end UI that
provides read only access to available quiews as a full text search engine. As
stated previously indeed, our main goal was to implement the functions needed
to build Web views. The exploitation of the resulting quiews depends on the
specific case study. In any case, the administration UI allows for the creation
of many independent Web views associated with potentially different editorial
staffs. Each user in the group can be an editor of different views.

The back-end allows for editing and modification of the taxonomy by adding,
updating, or removing both categories at any level in the hierarchy and relations
between them. The taxonomy has no limits both on depth and on dimension. A
category is defined by specifying a title and a brief description (these information
will be afterward used by the automatic classifier module to suggest potential
classifications). Whole sub-trees can be moved from a node to another in the
hierarchy.

The system provides different methods for the discovery of resources; docu-
ments can in fact be added to the quiew in many ways, both automatically or
manually. For example, after the creation of a new category, the application tries
to bootstrap it by retrieving potentially meaningful documents. This is achieved
by automatically starting a meta-search process, which queries some popular
search engines using the category’s title and description as search terms. The
user can also explicitly request a meta-search on a specific category at any time.

Resources can also be manually added to the system using bookmarklets, i.e.,
simple JavaScript applications that can be stored as Urls within a bookmark in
6 http://www.w3.org/TR/soap12-part0/
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a Web browser. The idea is that while browsing an interesting Web page, the
editor can instruct the application to retrieve and classify it by simply clicking
on the bookmarklet. A pop-up window will open with the title and the Url of the
page already filled. The user can then tag the resource in place. The application
also suggests matching tags as the user starts typing. At this point, the system
downloads the resource, which is then parsed and sent to the classifier that tries
to identify the relevant categories. Finally, the application takes care of storing
and indexing the resource in a full text index.

When a resource is in the system, it can be manually classified either by
accepting the system’s recommendations or by explicitly assigning it to other
relevant categories. The user can furthermore enrich the resource with additional
meta-data. For example, the editor can write his own review, assign a numerical
rating, or add further tags.

As already referred in Sec. 2, the exploration of the quiews can be performed
using the hierarchical structure of the taxonomy (the top-down approach), or
“transversely”using a dynamically built tag cloud (the bottom-up method). While
browsing the categories, potentially meaningful documents for the current class
are automatically suggested by the system. The user can decide to accept a sug-
gestion (in which case the resource will be added to the list of the classified ones),
or reject it. On the other hand, when browsing the quiew by tags, the system tries
to discover new meaningful resources by querying del.icio.us and retrieving the
most popular resources tagged with the current tag. The editor can easily accept
the suggestion and instruct the system to retrieve the desired documents. Figure 3
gives a snapshot of the application and shows some of its features.

3.3 AI Contributions

Recent trends in artificial intelligence and especially in knowledge management
and machine learning highlight the interest on the organization of documents or
other sources of knowledge into hierarchies of concepts. In this context, document
classification is a typical task. We approached it using machine learning tech-
niques, developing algorithms that allow our system to “learn” from resources
added, certified or rejected by editors.

As stated in Sec. 2, literature distinguishes between two major types of clas-
sification schemes: the top-down and the bottom-up approaches. In our system,
the AI contribution is twofold; in fact we consider both the situation of a hierar-
chical document classification following the top-down fashion and the bottom-up
situation of recommendation of new categories.

In the bottom-up approach, each document can be retrieved through a simple
set of keywords (i.e., tags), collaboratively introduced by editors (and in case
end-users) to describe and categorize the documents. This is very much like in
a keyword-based search process in which descriptive terms can be used to get a
set of applicable items. In Sec. 6 we will describe how we arranged the bottom-up
classification approach in our system.

In the classical top-down hierarchical classification scheme (i.e., where a tax-
onomy is given) all classification information is completely represented by the
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Fig. 3. Snapshot of the back-end UI while browsing a quiew. The system allows the
exploration of the resources by tag, and exposes a full-text search engine on the docu-
ments.

nodes of the tree. In this scheme, a child node inherits all characteristics of its
parent node. These two aspects stress the importance of an appropriate organi-
zation of the categories in the tree. Much effort has to be put into the definition
of the tree structure as well as in assigning documents to the correct nodes.

Unlike pre-built taxonomies, our system allows for a manual creation of a
taxonomy that can be very specific to an organization, its objectives, and culture.
The editor has control over the selection of terminology to make sure it reflects
the understanding and needs of an intended audience, as well as the range of
content to which it is applied.

Analyzing hierarchical document classification literature, we note that hierar-
chical indexes are usually treated as discrimination trees, where the intermediate
nodes do not necessarily refer to a specific category. Contrary to most previous
works[2,3], where documents are only classified on the leaves of the concept hi-
erarchy, we consider every node in the concept hierarchy as a valid class. We
are considering the Web directories framework, the most common scenario that
adopts taxonomic structures, where even interior nodes in the hierarchies refer
to specific concepts.

4 Hierarchical Recommender of Documents

The main purpose of the QuIEW classification module is to address a document
classification task where taxonomies are playing an important role. This can
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be performed by a process that exploits the taxonomic structure to improve the
quality of the classifier, approaching both the semi-supervised and the supervised
problem. We can divide this process into three main phases.

In the first phase the system starts with no categories. The editorial staff starts
defining the taxonomy structure where each new class is defined by linguistic
meta-data. While the hierarchical structure is growing up, sets of documents are
crawled and downloaded by the system. In this situation, we are in the middle
of a semi-supervised learning phase, where predetermined categories exist, but
no documents are certified or rejected by editors. In this case, the taxonomy is
mainly defined by two components: the hierarchy of categories and a collection
of unlabeled documents. The categories are described both by linguistic labels
that denote the “meaning” of the nodes, and by the hierarchical relationships
with other categories.

In this framework, the goal can be conceived as the activity of finding a
classification hypothesis just using the knowledge encoded in the taxonomy. We
can find this scenario in literature referred to as “bootstrapping process” [4,2],
a process that takes as input a structured organization of classes and a set of
documents and produces as output a labeling hypothesis for the given examples.
The goal of the bootstrapping task is the creation of a premise for the successful
training of a supervised classifier.

There are many existing classifiers that ignore the structured organization
of classes in which documents are classified. The main idea of the classifiers
developed for QuIEW instead is to exploit the prior knowledge encoded in the
structured organization of classes.

To solve this unsupervised task we designed a clustering model referred to
as Taxonomic Self-Organizing Maps (TaxSOM) [4]. This neural model organizes
data according to a given taxonomy using information coming both from node
labels and their topological organization. The unsupervised training algorithm
takes into account this taxonomic structure and both the documents similarity
and the constraints determined by the labels and the relationships. This model
has been also generalized for multi-classification tasks[5].

We observed that TaxSOM is significantly better than other keyword-matching
and centroid-based models. In a further analysis [6] we provided experimental re-
sults as evidence that using a shrinkage concept (propagation of knowledge driven
by class relationships) significantly improves the accuracy of existing standard
models that usually do not use the relational knowledge such as EM and k-means.
With this preliminary work, we provided evidence that relational knowledge can
improve the models performance increasing the robustness of estimators when
there are too few examples. However, we also observed that more or less for all the
given models the quality of results depends on the starting learning parameters.

We also proposed an alternative unsupervised probabilistic solution [7,8], a
generative Hierarchical Dirichlet model for the documents in the corpus, that
derives an unsupervised classification method to classify a set of text docu-
ments into a given concept hierarchy. This model formally encodes our intuition
about the relationships between neighboring nodes in the hierarchy by means of
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hierarchically dependent Dirichlet priors for the class parameter vectors. Under
this model, we derived formulae to estimate the parameters in a supervised as
well as an unsupervised setting. We have seen that under this model the param-
eter estimates closely resemble the shrinkage estimates used in statistics. The
advantage of this model with respect to the previously exposed one is that it is
formally derived from starting hypotheses, and there are not learning parame-
ters that can influence the quality of classification. The main drawback of this
algorithm however is its computational complexity.

In a second phase, the editor can analyse the preliminary hypothesis formu-
lated by the system for the candidate documents, and can therefore confirm
or reject the classification hypothesis. He/she can also suggest new classifica-
tions or totally discard current ones. We consider this intermediate step still
a semi-supervised task, where however we start having some labeled examples.
This then creates a situation in which some categories have a small number of
positive examples and an overwhelming number of negative ones.

At the end, considering benefits and drawbacks of all proposed models, in
QuIEW we decided to use a simple hierarchical centroid based classifier for these
two classification phases, able to manage the transition situation of a taxonomy
continuously changing and to exploit the few documents certified by the editor.
This simple model (a variation of the “baseline” algorithm proposed in [4]),
thanks to the low computational complexity, is able to give a hypothesis location
in the taxonomy for a document in real time. This is very important to satisfy
usability needs.

The third and last phase arrives when a “proper” number of labeled docu-
ments is available for a supervised learning model. In this supervised classifica-
tion task we have a set of training examples, which are known to belong to one
or more categories and the aim is to learn the underling classification hypoth-
esis. The artificial intelligence community has partially addressed this problem
by developing hierarchical supervised classifiers that help people categorize new
resources within given hierarchies. The worst problem of hierarchical supervised
classifiers, however, is their high demand in terms of labeled examples. The num-
ber of examples required is related to the number of topics in the taxonomy. In
a real situation, we instead have a lot of categories with few labeled examples
and we have to manage possible empty categories. Furthermore in our case, the
hierarchical structure can continuously change in time and the editors of the tax-
onomy usually prefer to split a category with many positive labeled examples
into other “smaller” categories.

To solve this problem we analyzed many existing supervised algorithms (Neu-
ral Networks [9], SVMs and Hierarchical SVMs [10,11,3], Probabilistic Mod-
els [12], Association Rules [13]). At the end we decided to devise our solution
which is based on artificial neural networks (a relational model derived from the
recurrent cascade-correlation model). This model is able to deal with taxonomic
or graph structures and overall able to manage situations where the learning
process must be performed on dynamic taxonomic structures with few or no
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certified documents per node, thus obtaining a better precision thanks to the
exploited supervision.

5 Case Studies

As for now, two main case studies have been conducted in two very different
contexts. The first tries to explore the potentialities of the main idea behind
QuIEW in a scholastic context. This study proposes a tool and a methodology
to help students write drafts for thematic reports. Students are required not
only to write reports on the proposed argument, but they also have to provide a
bibliography of the sources they use. Each source should furthermore be anno-
tated and classified in a taxonomy defined by the student himself. Our system
adapted very well to this context with minimal modification from the original
idea. Currently, 29 thematic reports have been completed on different themes,
with a total of 40 students and 4 teachers involved. All reports are publicly
available for consultation on the QuIEW Web site7.

The goal of the second case study is to build a mountain encyclopedia ref-
erencing online resources on the argument. In this case, we provided only the
backend application, while the frontend exploiting the resulting Web view was
developed by a third party company. This case study exactly fits our starting
hypothesis and requirements, so it was used as a testbed for our use cases. Users
are using the system on a daily basis and are very pleased with it, both from
a functional and usability point of view. Currently, the editorial staff is com-
posed of 9 users and has built a taxonomy with 122 categories. About 1400
resources are indexed and classified. While the QuIEW backend access is re-
stricted to authenticated users, the frontend8 is public, although yet in beta
stage.

6 Conclusions and Future Work

For future improvements we would like to further analyze the advantages deriving
from browsing the resources by tag clouds and, in case, exploiting it. This would
allow to effectively realize the bottom-up approach in the taxonomy construction.
In this perspective we could obtain hierarchical relationships between tags. This
achievement can be very useful for browsing the new obtained taxonomy, for
searching words inside a category, and for improving classifier accuracy. This new
functionality will eventually show how the two approaches (top-down, bottom-up)
can cohabit and especially take advantage from each other.

Furthermore, we want to improve our supervised classifiers, exploiting the
information given by the editor of the taxonomy especially when he removes a
document classification for a specific category (i.e. learning from false positives).

7 http://quiew.itc.it/mete/
8 http://anguana.imont.gov.it
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Abstract. The application of Reinforcement Learning (RL) algorithms
to learn tasks for robots is often limited by the large dimension of the
state space, which may make prohibitive its application on a tabular
model. In this paper, we describe LEAP (Learning Entities Adaptive
Partitioning), a model-free learning algorithm that uses overlapping par-
titions which are dynamically modified to learn near-optimal policies
with a small number of parameters. Starting from a coarse aggregation
of the state space, LEAP generates refined partitions whenever it detects
an incoherence between the current action values and the actual rewards
from the environment. Since in highly stochastic problems the adap-
tive process can lead to over-refinement, we introduce a mechanism that
prunes the macrostates without affecting the learned policy. Through
refinement and pruning, LEAP builds a multi-resolution state represen-
tation specialized only where it is actually needed. In the last section,
we present some experimental evaluation on a grid world and a complex
simulated robotic soccer task.

1 Introduction

Most of the RL algorithms [12] represent the action-value function as a look-
up table. While this approach has strong theoretical foundations and is very
effective in many applications, it is a severe limitation when applied to problems
characterized by large state and action spaces (curse of dimensionality [12]),
such as robotic problems. Several approaches try to overcome this problem by
applying function approximation so as to approximate the action-value function
with few parameters.

State aggregation is one of the most-studied function approximators. Several
algorithms use multiple overlapping partitions of the state space so that the
value function is approximated by a linear combination of the values in each
partition. Many learning algorithms [4,1] are based on a multigrid approach
that uses partitions with different resolutions to speed-up the learning process.
Multiple overlapping partitions (tilings) are also used in CMAC (or tile coding)

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 531–542, 2007.
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[11]. Finally, Singh et al. introduced soft-state aggregations, in which states are
soft clustered [9].

All the above mentioned approaches exploit the multiple partitions structure
with different levels of resolution to improve generalization capabilities of the
learning algorithm, but they require the partitions to be defined in advance.
Since defining partitions may be difficult and imposes an arbitrary fixed limit to
the learning capabilities of the system, several algorithms automatically adapt
the structure of the function approximator. Most of them (e.g., [7]) rely on a
single initial partition that is split according to heuristic criteria. A complete
analysis about different splitting criteria when variable resolution discretization
is adopted in deterministic environments is reported in [6]. In particular, they
remark how, in stochastic environments, the partition may be over-refined be-
cause of the difficulty to distinguish between the uncertainty introduced by state
aggregation and the stochasticity of the environment. Therefore, although adap-
tive algorithms can change the structure of the approximator according to the
complexity of the problem, the use of only one partition and the over-refinement
in stochastic environments often leads to highly inefficient solutions.

In this paper, we present LEAP (Learning Entities Adaptive Partitioning) [2],
a model-free RL algorithm that uses both a multi-partition scheme and an
adaptive process that changes the function approximator structure on-line, ac-
cording to the rewards received from the environment. Furthermore, we intro-
duce a mechanism that deal with the problem of over-refinement by removing
macrostates that are not necessary for the current policy.

In the next section, we introduce the basic notation and discuss the issues
related to state aggregation. Section 3 describes the framework of LEAP. The
adaptive process is introduced in Section 4. Section 5 shows the results in ex-
periments proposed to the community as a reference [13,10].

2 Reinforcement Learning and State Aggregation

In RL, the interaction between the agent and the environment is defined as a
Markov Decision Process (MDP), which is characterized by a tuple 〈S,A, P,R〉,
i.e., the states of the environment, the actions available to the agent, the transac-
tion model and the reward function. At each time step, the agent acts according
to a policy π(s, a), that is the probability to take action a in state s. The perfor-
mance of a policy π is measured as the expected discounted reward collected in
time, Eπ

[∑∞
k=0 γkrt+1+k

]
, where γ ∈ [0, 1) is the discount factor that weights

the relevance of future rewards with respect to recent ones. The action-value
function Qπ(s, a) is defined as the expected reward by taking action a in state s
and following π thereafter. For any MDP, there exists at least one deterministic
optimal policy (π∗) that maximizes the expected discounted reward and whose
corresponding action-value function Q∗(s, a) can be computed as:

Q∗(s, a) = R(s, a) + γ
∑
s′

P (s, a, s′)max
a′

Q∗(s′, a′) (1)
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The action-value function is often approximated using a linear function approx-
imator:

Q̂(s, a) = φ(s)Θ(a) =
n∑

i=1

xiwi (2)

where φ : S → X is the input mapping from the state space to a feature space,
Θ : A → W maps each action to a set of parameters that are adjusted during
the learning process, xi is the i-th element of the feature vector φ(s), and wi is
the i-th element of the parameter vector Θ(a).

The most simple function approximator is state aggregation, based on the
idea that wide regions, where either the policy or the action-value function is
homogeneous, can be aggregated into macrostates.

Definition 1. A macrostate m is a subset of the state space S: m ⊆ S. A
partition P is a set of non-overlapping macrostates. The macrostate mapping
function μ : S → P , maps state s to the macrostate m = μ(s) such that s ∈ m,
where m ∈ P .

When the approximator contains only one partition, in each state only one ma-
crostate is active and it can be useful to define a macrostate action-value func-
tion Q(m, a) as the approximation Q̂(s, a), for all the states such that μ(s) = m.
Given a fixed policy π, it is possible [6,9] to compute the action-value function
Q(m, a) using either a Bellman-like equation or a Q-Learning update rule:

Qπ(m, a) = (1− α)Qπ(m, a) + α
(
R(s, a) + γ max

a′
Qπ(m′, a′)

)
,

where s is in macrostate m and m′ = μ(s′).
Many algorithms use an approximator obtained by multiple overlapping par-

titions of the state space. Given M partitions, only one macrostate is active for
each partition on state s. Thus, the input mapping function is non-zero in M
elements corresponding to the active macrostates:

Q̂(s, a) =
n∑

i=1

xiwi =
M∑

j=1

xjwj , (3)

where n is the total number of macrostates, xj is the j-th non zero element in
φ(s) and wj is the action value of j-th active macrostate in state s for action
a. As it can be noticed from the previous equation, weights xi may significantly
affect the accuracy of the approximation. In particular, in LEAP, the variance
of the parameters is used to weight the parameters. Thus, the less a parameter
is variable the more it is relevant in the computation of the approximation.
Similarly to Q(m, a), when a fixed policy π is used, the variance σ(m, a) can be
computed on-line as:

σ2
π(m, a) = (1− β)σ2

π(m, a) + β (Qπ(m, a)− T (s, a, s′))2 , (4)
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Fig. 1. A simple 5x5 single-agent grid world environment and the initial partitioning
in two LEs

where β ∈ [0, 1] is a learning rate and T (s, a, s′) = R(s, a) + γ maxa′ Qπ(m′, a′)
is the target value. Each weight is set to the inverse of the variance xi = 1

σ2(mi,a)

and the resulting approximation is:

Q̂(s, a) =
M∑
i=1

x′
iQi(mi, a), (5)

where x′
i is the normalized weight and Qi(mi, a) is the action value function for

the i-th partition.
As it will be discussed in Section 4, the variance is also used in the heuris-

tic criterion defined in LEAP that identifies regions in which the resolution of
the approximator must be increased. While in the learning process the param-
eters are changed to minimize the approximation error given the structure of
the approximator, LEAP introduces a second level of adaptivity whose goal is
to modify the partitions in order to increase the resolution of the approxima-
tor in the regions where its initial structure is not sufficient to achieve a good
approximation.

3 LEAP

At the beginning of the learning process, LEAP uses a set of Learning Entities
(LEs) L = {LE1, LE2, ..., LEM}. A generic LEi is related to a partition Pi of
the state space S. Since the initial structure cannot be aggregated further during
the learning process, it is convenient to use coarse partitions of the state space.
In factored state spaces, the initial configuration is obtained by creating one LE
(i.e., partition) for each variable. Thus, each LE considers only the value of its
state variable, and ignores the others.

An example of the initial configuration of LEs in a grid-world environment
is reported in Figure 1. The environment is characterized by two discrete state
variables, row and column. The initial set L contains two LEs: LE-Row (associ-
ated to the row variable) and LE-Column (associated to the column variable).
While a tabular approach uses 25 rows in the Q-table, the decomposition in
LEAP uses only 10 rows (5 rows for each LE).
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The action selection and the way the action values from different LEs are
merged together are derived from the function approximation in Equation 5. At
each time step, the set L(s) of active LEs in state s is computed (see Section 4.2)
and the merged action value Q(s, a) is obtained as the mean of the action values
for each LE, weighted by the inverse of their variances:

Q(s, a) =
∑

LEi∈L

(
1

σ′
LEi

(mi, a)2
QLEi(mi, a)

)
, (6)

where mi = μLEi(s) and σ′
LEi

(mi, a) is the normalized standard deviation. It
is interesting to notice that, since each LE is related to one variable in the
environment, in state s only the variables of the LEs whose standard deviation
is low are relevant to the computation of the final action values, while the others
are actually ignored. Similarly to the computation of the merged action values,
it is possible to compute the merge standard deviation (used in the incoherence
criterion in Section 4.1):

σ(s, a) =

( ∑
LEi∈L

1
σLEi(mi, a)2

)− 1
2

. (7)

Once an action is selected and executed, the action values of the LEs are
updated according to the reward received from the environment and to the
expected future reward:

Qi(mi, a) = Qi(mi, a) + α

[
R(s, a) + γ max

a′∈A
Q(s′, a′)−Qi(mi, a)

]
. (8)

While many adaptive algorithms update the values of the approximator ac-
cording to the update rule derived from the Least Mean Square Error (LMS),
Equation 8 is obtained from the approximation error of the linear averagers [5].
Unlike many of the LMS-based algorithms, this class of function approximators
are guaranteed not to diverge and at least to converge to a region [5]. Further-
more, as pointed out in [8], since each parameter gives an accurate approximation
of the desired output and can be used independently from the approximator, av-
eragers are suitable for adaptive systems in which changes to the structure of
the approximator do not directly affect the value of the parameters.

4 Adaptive State Space Representation

In general, a function approximator with fixed structure may lead to poor per-
formance because of a coarse resolution. On the other hand, when the resolution
is too fine, the approximator is not able to generalize and the learning pro-
cess is slow. Since it is often needed to perform a long hand-tuning to find the
best structure, it is better to adapt the resolution of the approximator starting
from an initial coarse representation. LEAP changes its structure according to
a heuristic criterion based on the comparison between the target values and the
merged action values and their variability.
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4.1 The Incoherence Criterion

The criterion is two-fold. The first part detects when the action executed in the
previous step, assumed to be optimal (sub-optimal), obtains a target value that
is less (greater) than the expected action value for a sub-optimal (the optimal)
action. The test compares the target value T (s, a, s′) with the expected return for
the best action (Q(s, a∗)) and for the second best action (Q(s, a+)). Depending
on the result of this test, two different kinds of incoherence may be detected:

– improvement, the executed action a is suboptimal but the target value is
greater than the expected return for the greedy action (a 
= a∗):

T (s, a, s′) > Q(s, a∗)

– worsening, the executed action is greedy, but the target value is lower than
the expected return for the second best action (a = a∗):

T (s, a, s′) < Q(m, a+)

Thus, state s is detected as incoherent whenever the target value contradicts
the current policy.

The second part of the criterion uses the standard deviations to measure the
compliance of the target value to the expected action value. A state is detected
as incoherent whenever the difference between the target value and the action
value is relevant with respect to the standard deviation:∣∣Q(s, a)− T (s, a, s′)

∣∣ > hσ(s, a),

where h is the tolerance on the difference. The value of h is a key factor for
regulating the tolerance on the refinement process. Since the standard deviation
is partially determined by the intrinsic stochasticity of the environment, low
values for h can cause the incoherence criterion to identify many incoherent
states and to over-refine the partitions. At the opposite, high values can prevent
the criterion from identifying incoherent macrostates, thus making the agent
unable to learn the optimal policy. Generally, it is desirable to use low h (within
[1..3]), since the pruning mechanism (Section 4.3) is able to remove some of the
macrostates that are not useful for the learned policy.

4.2 Refining the State Representation

Once a state s is detected as incoherent, the state aggregation is modified to
reduce its incoherence. Unlike most of the adaptive algorithms, the incoherent
state is not extracted from the macrostates and no split takes place, but the
multiple overlapping partitions structure is exploited. The incoherence in state
s is guaranteed to be solved only when the single state is extracted from the
macrostates, but this would lead to over-refinement for highly incoherent regions,
while often it is possible to solve the incoherence and to keep a high level of
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Fig. 2. An example of structure in a 5x5 grid world problem (black rounds are addi-
tional walls)

generalization at the same time. Thus, the refinement of the state representation
is carried out by the creation of a more specialized, but general, macrostate
obtained by the intersection of only two macrostates and entrusted to a Joint
Learning Entity (JLE).

The LEs whose macrostates are used to generate the new macrostate mJLE ,
are chosen according to a measure of the relevance of their contribution to the
computation of the incoherence of the state. The incoherence degree ρLEi is
computed as the difference between the merged action value and the clamped
action value Q̃−i(s, a), obtained by removing the i-th LE from the set L(s) of
active LEs. According to the type of incoherence, Q(s, ·) is computed as:

ρLEi =

{
Q̃−i(s, a)−Q(s, a) for improvement incoherence
Q(s, a)− Q̃−i(s, a) for worsening incoherence

A positive ρLEi means that a LE is a relevant cause of the incoherence. The two
LEs with highest incoherence degree are used to generate the new macrostate.

The partition of the JLE is obtained by aggregating all the state variables but
those entrusted to the two selected LEs. Once created, the partition contains
only the macrostate mJLE. The generation of JLEs leads to the definition of a
hierarchy of LEs and of a multi-resolution representation of the state space. At
the lowest level of the hierarchy there are the LEs created at the beginning, at
higher levels there are JLEs. The higher the level of a LE, the more detailed is
its view of the state space.

When a macrostate of a JLE is active, all the LEs at a lower level in the
hierarchy become inactive, and perform neither action selection nor update.

Definition 2. Given the set of the current LEs L, the set of active LEs L(s) is
defined as:

LEi ∈ L(s) ⇔ μi(s) 
= ∅ ∧ ¬∃LEj ∈ L(s) : μj(s) ⊂ μi(s).

Figure 2 shows a configuration in which five states are detected as incoherent
and a JLE (LE-Column/Row) is created. Although the partition of the JLE
covers the entire state space, it contains only the incoherent states (cells with
thicker border). The two basic LEs (LE-Row and LE-Column) are deactivated
in states covered by the JLE (cells in dark gray).
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Fig. 3. The effects of pruning in a 5x5 grid world problem

4.3 Pruning of the JLE Hierarchy

Most of the adaptive algorithms [7,6] suffer from over-refinement in stochastic
environments. Unless to consider single state values (i.e., tabular approach) or
histories of the interaction with the environment [3], it is not possible to distin-
guish between the stochasticity of the transition model and the one induced by
the aggregation. Since the refinement process of LEAP is heuristic, it may hap-
pen that some JLEs are generated even if they are actually useless for learning
an optimal or near-optimal policy. Therefore, we have defined an on-line mecha-
nism able to identify when a macrostate m can be removed from the partition of
a JLE without modifying the learned policy. As a consequence, the set of active
LEs L(s) in all the states in m changes and some LEs can be restored. When,
after the pruning of a macrostate the mapping function μJLE(s) is empty for
each state (i.e., no macrostate left in the partition), the JLE itself is removed
from the hierarchy. In general, when a macrostate is removed and the set L(s) is
computed, the policy changes and the performance can worsen. Therefore, be-
fore a pruning can take place, it is necessary to compute the policy that would
result from the deletion of the macrostate. After the update phase, in state s the
pruning merged action values Q̂−i(s, a) is computed on the set L′(s) obtained
by removing macrostate mi from the active list L(s) and restoring all the deac-
tivated LEs. Macrostate mi can be pruned from the state space of the JLE when
no change on the current policy occurs (arg maxa Q(s, a) = arg maxa Q̂−i(s, a)).

The introduction of the pruning mechanism brings two important advantages:
it reduces the number of states and, at the same time, it leads to a better gen-
eralization over the state space. The result of the pruning mechanism over the
configuration in Figure 2 is reported in Figure 3, where two states are removed
from the partition of LE-column/row.

5 Experiments

In this section, we present some results obtained by LEAP on a grid-world
problem and a simulated robotic task. These experiments aim at studying the
properties of LEAP in stochastic problems in terms of macrostates generated
and learning performance. In all the experiments, the ε - greedy soft policy
exploration strategy is adopted.
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Fig. 4. Macrostates generated in the Grid World without and with pruning

5.1 Grid World

A grid-world environment is characterized by two continuous state variables
(Row and Column), whose values range on [0, 1]. There are four actions {right,
down, up, left}, each action moves the robot a step of 0.05 along the chosen
direction. Each step is affected by a Gaussian noise with zero mean and a stan-
dard deviation ϕ. The robot receives a reward of -1 except for the goal region
(the bottom right corner). Each variable is discretized in 20 uniform intervals.
The results are averaged over 30 runs with α = 0.2, an ε-greedy exploration
(ε = 0.05) and a tolerance h = 2.0.

First, we analyze the effect of the pruning mechanism in reducing the number
of macrostates with respect to the stochasticity of the environment. Figure 4
shows the number of macrostates generated by LEAP with and without the
pruning mechanism with three different values for the standard deviation of
the noise: ϕ = 0.01, 0.05, 0.1. In Figure 4−left, notice that the number of
macrostates continuously increases over time and that the more stochastic the
environment is the more LEAP detects incoherent states and generates new
macrostates. On the other hand, the pruning mechanism (Figure 4−right) leads
to a dramatic reduction of the number of macrostates (an average reduction
of 47.8%). Therefore, while the incoherence criterion tends to over-refine the
state representation, the pruning mechanism reduces the number of macrostates
without affecting the performance.

Graphs in Figure 5 compare the performance of LEAP, with and without
pruning, and Q-Learning in terms of average reward in each learning episode.
With low stochasticity (ϕ = 0.01), LEAP learns a good policy with slightly
worse performance than Q-Learning with only 60 ± 11.3 macrostates with re-
spect to the 400 states used by Q-Learning. When the environment is more
stochastic (ϕ = 0.1), LEAP generates few more macrostates (115± 16.38), but
obtains better results than Q-Learning. Furthermore, these results show that
the pruning mechanism does not affect the performance and that it increases
the generalization capabilities of the algorithm and its convergence rate.
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Fig. 5. Average reward for Q-Learning, LEAP with and without pruning with different
stochasticity (ϕ = {0.01, 0.05, 0.1})

5.2 RoboCup Keepaway

In this section, we report the results of LEAP in the Keepaway task. Keepaway
is a sub-task of the RoboCup soccer in which one team (i.e., the keepers) tries to
keep the possession of the ball as long as possible, and another team (i.e., the tak-
ers) tries to intercept the ball. All the players are placed into a limited region of
the soccer field and an episode finishes when either the takers catch the ball or the
ball goes outside the field. This experiment has been set up using the Keepaway
testbed [10] that provides a framework in which the keepers should try to learn
the best sequence of passages to maximize the length of each episode. All the low-
level skills (i.e., GoToBall, GetOpen) are hand-coded and each keeper has two
available actions: HoldBall, that is stand still and keep the ball possesion, Pass-
Ball(k), that is pass the ball to k -th keeper. The reward function proposed in the
framework is such that when a keeper receives the ball she gets a reward equal to
the elapsed time from the last time she had the ball possesion. The Keepaway en-
vironment is also highly stochastic because both the player actuators and sensors
are affected by noise. In particular, the outcome of the player’s actions (e.g. dash,
turn, kick) can be significantly different with respect to what expected because
of noise and inertia. The same is for the movement of the ball that can slightly
change its trajectory when moving. Furthermore, the visual sensor of each player
is perfect only in a bounded region and the precision degrades with the distance.
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Table 1. Parameters used in the Keepaway
domain

Parameter Value
Discount Factor (γ) 0.99

Learning Rate (α) 0.5

Learning Rate Decreasing Rate (δα) 0.001

Exploration Constant (ε) 1.0

Exploration Decreasing Rate (δε) 0.01

Certainty Degree Threshold (τ ) 0.9

For all these parameters we used the default settings of the RoboCup server
(ball rand = 0.05, player rand = 0.1 and visible distance = 3). Our experiment
is focused on the 3v2 Keepaway task (3 keepers against 2 takers) in a 20m×20m,
region and the results are compared to the random policy and the hand-coded
policy defined in the framework. In the experiment, we used the set of 5 state
variables suggested in [10]: 1) dist(K1, T1) 2) min(dist(K2, T1), dist(K2, T2))
3) min(dist(K3, T1), dist(K3, T2)) 4) min(ang(K2,K1, T1), ang(K2,K1, T2)) 5)
min(ang(K3,K1, T1), ang(K3,K1, T2)), where K1 is the keeper with the ball,
K2 and K3 are the other two keepers ordered by distance, T1 and T2 are the
takers ordered by distance. State variables have been discretized in 7 intervals
for angles (the discretization is finer for small angles) and in 14 intervals for
the distances (the discretization is finer for small distances), so that the joint
state-space contains 134, 456 states.

In Figure 6, we report the results of 10 independent runs, in which the 3
keepers concurrently learn their policy using LEAP with the parameters reported
in Table 1. The average possesion time, after 40 hours of training, is 12.99s±2.14s
and outperforms both the random and the hand-coded policies (7.5s± 3.7s and
8.3s±4.7s respectively). At the same time, it is worth noting that, starting from
an initial configuration with 76 states, the system refines the state space partition
by creating new Joint Learning Entities up to an average number of 1705± 122
states. Furthermore, LEAP succeeds in obtaining a better result with respect to
the experiments with 5 variables reported in [10] where CMAC with SARSA is
adopted. The reason is that, while CMAC exploits a fixed generalization breadth,
LEAP can adaptively generate smaller macrostates specialized only over specific,
and relevant situations. For instance, when the nearest taker is quite far from the
ball keeper, the LE whose state space is dist(K1, T1) is enough, since the action
HoldBall is effective independently from all other state variables values. On the
other hand, when the nearest taker is close to the keeper with the ball and it
covers the trajectory to farest keeper, a JLE is needed to handle the situation
and to propose a passage to the other keeper.
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6 Conclusion

In Reinforcement Learning, state aggregation is widely adopted as function ap-
proximator. LEAP unifies the multiple-partition and multi-resolution approach
used in many algorithms with a static representation of the state space and an
adaptive process that changes the structure of the approximator until the target
values in a macrostate are not sufficiently coherent. Since on-line, adaptive al-
gorithms suffer from over-refinement in stochastic environments, we introduced
a pruning mechanism, which removes macrostates whenever possible (i.e., when
the policy is expected not to change). Finally, the use of the linear averager up-
date rule allows to reduce the effect of the adaptive process on the action values
of the macrostates of the LEs. The experiments show that LEAP succeeds in
achieving very high performance using a small number of macrostates even in
highly stochastic environments.

Further work will focus on a deeper theoretical analysis of the interaction
between incoherence criterion and pruning mechanism and on the extension of
the adaptive process to the action space for problems with multiple actuators.
We are also running experiments with real robots, and an extensive report on
the experimental results will be available in a next paper.
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Abstract. In this paper, we analyze work on mobile robotics with the
goal of highlighting the uses of contextual knowledge aiming at a flexible
and robust performance of the system. In particular, we analyze differ-
ent robotic tasks, ranging from robot behavior to perception, and then
propose to characterize “contextualization” as a design pattern. As a re-
sult, we argue that many different tasks indeed can exploit contextual
information and, therefore, a single explicit representation of knowledge
about context may lead to significant advantages both in the design and
in the performance of mobile robots.

1 Introduction

The requirement that robotic systems are flexible and robust to the uncertainties
of the environment are becoming more and more compelling, as new applications
of robotics in daily life are envisioned. A promising approach to meet this kind of
requirements is to organize the system in such a way that some of the processes,
that run on the robot, can be specialized based on knowledge that is not typically
handled by the processes themselves. Roughly speaking, one could argue that
several tasks that are typical of mobile robots can take advantage of knowledge
about context.

The notion of context has been deeply investigated both from cognitive stand-
point (see for example [1]) and from an AI perspective (see for example [24]).
In the former case, the study is more focussed on the principles that underlie
human uses of contextual knowledge; in the latter case, the main point is how
to provide a formal account of deductive systems supporting context represen-
tation and contextual reasoning. The interest for contexts in robotics is clear;
according to Turner [31]:

A context is any identifiable configuration of environmental, mission-
related, and agent-related features that has predictive power for behav-
ior.

In this work, we are interested in discussing to what extent and how the use of
contextual knowledge has been advocated in mobile robot design. While Turner’s
definition captures our general intuition about context, we take a bottom-up
approach, which relies on a rough intuitive notion of context, without providing
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either a technical definition or a specific representation, and look at specific
instances. For example, we are interested in finding systems that can improve
the map construction process, by knowing that the robot is currently moving
in the corridor of an office building. Sometimes, the term “semantic” is used to
characterize this type of knowledge [14], but we will adopt nevertheless the term
context.

More precisely, we are interested in a design pattern, where the process, needed
in the realization of a mobile robot, is accomplished with general methods, that
can be specialized (thus becoming more effective) by taking into account knowl-
edge that is specific to the situation the robot is facing and is acquired and
represented “outside” the process itself. This design pattern is often regarded
as a hierarchical architecture [6], where different layers correspond to different
levels of abstraction. There are indeed a variety of approaches concerning lay-
ered architectures; however, our main concern is to find interesting instances of
the pattern, rather then specific architectural organizations. We call this design
pattern contextualization, despite the differences with respect to the above cited
studies in cognitive science and AI on context.

Consequently, we look at various tasks that are required in mobile robot de-
sign and try to provide concrete examples of contextualization. In particular, we
first look at contextualization of behaviors (Section 2), navigation and strate-
gic decisions, such as exploration (Section 3). We then look at SLAM (Section
4), where there are already several proposals of contextualization, and other
perception tasks (Section 5).

The result of our analysis is that contextualization can be effectively used
in each of the tasks addressed (Section 6). It seems therefore very appropriate,
from an engineering perspective, to build and maintain a single representation
of the knowledge that can be contextualized in many different processes.

2 Behaviors

The behavior of intelligent agents, as for humans and animals, is strongly depen-
dent on context. For example, when driving a car, if we realize that there is some
fog we automatically reduce our speed and switch to more careful behaviors. Or,
consider the case where you would like to call the attention of a friend who is on
the other side of a room. If you are attending a talk at a conference, you would
never choose to call him loudly, while this could be a good choice, if you where
in a gym playing basketball.

It is broadly agreed that context driven choices are fundamental in robotic
scenarios for adapting the behavior of robots to the different situations, which
they may encounter during execution. Historically, this has been implemented in
robotic systems as plan selection, that is a mechanism, which selects at run-time
plans from a library based on the current context. The idea of plan selection
is very common, and indeed plan selection is a basic solution to the classical
AI planning problem [9,12,11]. For example, Turner [31] defines a plan selection
approach which clearly separates context and plan representation. The context is
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represented as contextual schemas (c-schemas), a frame-like knowledge structure.
C-schemas are represented by slots (or roles), which are features of what is being
represented, and fillers, which are a description of the value of the feature. Each
c-schema represents a particular context, that is, a particular class of problem-
solving situations.

In contrast to c-schemas, which are a context representation specific to plan
selection, we argue that context could be represented in a general way, leading to
a common representation for all modules composing the robotic system. Indeed,
the contextual knowledge could be clearly acquired and represented “outside”
the process to control. The control (i.e. contextual knowledge) and the controlled
processes are loosely coupled. In particular, the controlled system could perceive
a context change as a change of its parameters or, more generally, of its strategy.
In plan selection, and hierarchical approaches to planning (see also [29]), how-
ever, both contextual knowledge and plans are represented in symbolic form. The
use of context to adapt basic behaviors, that is concerned with the interface be-
tween a symbolic and numerical representation of knowledge, is more interesting
for our purposes.

Fig. 1. A S.P.Q.R Legged robot grabbing a ball

Typically, basic behaviors require fine tuning of many parameters, which could
be adjusted according to contextual knowledge. For example, in a robotic soccer
scenario for the 4-Legged RoboCup1 competition, consider an AIBO robot, which
has to grab a ball with its head (see Figure 1) during a soccer game [15]. The
set of parameters controlling the speed (and thus the accuracy) of the behavior
depend on whether there are opponents nearby, the ball is near the field sideline
and so on. We have experienced that instead of having a proliferation of behaviors
for several specific situations, the contextualization of one general behavior is an
effective design approach. The characterization of contexts can also be combined
with learning techniques and it provides a useful approach to structuring the
design/learning of behaviors.

1 www.robocup.org
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Fig. 2. Two different contexts that need different navigation strategies: on the left a
“Lurkers” robot of Rescue Robots Freiburg facing a ramp, on the right together with
an SPQR robot forming a group exploring an open space

The use of contextual knowledge for behavior specialization is also suggested
in Beets & al. [2]. Here context is determined using sampling-based inference
methods for probabilistic state estimation to deal with noisy and unreliable per-
ceptions. By adopting a probabilistic representation of contextual knowledge it
is possible to allow for a smooth transitions between behaviors. Recently, much
work has been devoted to mobility issues through terrain classification. In partic-
ular, knowing the type of terrain a robot has to traverse provides a context for
navigation tasks. Triebel et al. [28] use multi-level surface maps to estimate
and classify terrain on their traversability level (traversable, non-traversable
and wall). Kim et al. [17] describe an on-line learning method to predict the
traversability properties of complex terrain, exploiting the robot’s experience in
navigating the environment. In a similar perspective, notable mobility results
have been achieved using behavior maps [8]. These maps are a classification of
the environment, extracted from an elevation map, based on the type of mobility
challenge of the area. This behavior map is then used to adapt navigation capa-
bilities the context such as ramps or open stairs (see Figure 2). In such cases,
the contextual knowledge is specific to the type of task, while in this work our
goal is to design a general mechanism identified by a “design pattern”.

3 Search and Exploration

In this section we focus on the uses of contextual knowledge in a specific robotic
task, such as search and exploration. The aim of this task is to build a repre-
sentation of an unknown environment, while at the same time gathering mission
relevant information. An instance of this problem can be a rescue mission in
which a robot has to explore a post-disaster scenario, looking for human victims
and interesting features such as fires, chemical agents and so on. In order to
describe how context knowledge can be used, we will focus on the two major
processes in which a generic search and exploration strategy can be divided:
target selection and navigation.
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In target selection, contextual knowledge can be used in several ways. Since the
search and exploration task is a multi-objective task, requiring a choice among,
often conflicting, sub-goals (e.g. exploring unknown areas and looking for fea-
tures in known areas, see for example [4]), contextual knowledge can change the
relative importance of one kind of sub-goal with respect to the other ones. For
example, when the robot is exploring a dangerous area (e.g. if contextual knowl-
edge shows that the building is about to collapse or there are fires), the mission
strategy may increase the bias to explore as much environment as possible in-
stead of losing time for a deep investigation in areas that have a low probability
to contain interesting features.

Although navigation has been studied for decades, there is no general solution,
because the problem is computationally very hard and usually involves many
degrees of freedom (there are several surveys on this topic, see for example
[19,20,21]). This means that it is hard to find a single navigation algorithm
that can perform well in all the situations that the robot can find during its
exploration task. Consequently, either the specialization of general techniques, or
the design of ad-hoc methods, are typically embedded into specific applications.
The ability to dynamically adapt navigation based on contextual knowledge
could be very effective.

The adaptation of the navigation strategy should take into consideration con-
textual knowledge like openness/clutterness, roughness, if the robot is moving on
a skewed plane or in an indoor environment (see Figure 2), etc., and adjust the
motion algorithm accordingly. There is no need of an accurate motion planner
in wide spaces where the robot is far from obstacles and other complex terrain
challenges. For instance, the robot can move quickly in areas that are already
been explored and searched for features, while it needs to proceed slowly when
it is looking for features (due, for example, to the computational time needed by
classification algorithms). Besides the speed, the algorithm can take advantage
also of different obstacle configurations. For example, it can be coarse and quick
in easy situations and perform a precise motion planning, though computation-
ally heavier, in cluttered areas. Moreover, the coarse method can try to avoid
those situations that can be critical for navigation (e.g. narrow passages, going
near obstacles, etc.). However, such situations usually have to be faced when
searching for interesting features.

Some work exists in this direction. For example, Coelho Jr. et al. [16] try to
learn the most efficient navigation policies together with context classification,
by inferring context classification from system dynamics in response to robot
motion actions.

These issues can be extended to multi-robot systems deployed in a search
and exploration task. The coordination method may be modified (i.e. it may
be tuned accordingly) taking into account contextual knowledge: i.e. the kind
of environment the robots are going to explore (e.g. a chemical factory, an of-
fice, a collapsed building, etc.). For example, in [30] the coordination algorithm
takes into account contextual knowledge related to places in the environment.
In particular, the authors show that in an indoor environment long corridors
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with doors are interesting places to be explored. In fact, sending at least one
robot to explore the whole corridor increases the overall performance, because
it discovers quickly the structure of the environment and thus it can coordinate
better the other robots.

Contextualization in multi-robot coordination is still in a preliminary stage.
One main reason, is the difficulty to share a common high-level environment
representation among the robots.

4 SLAM

The problem of Robot Mapping, or the more general problem of Simultaneous
Localization and Mapping, is one of the most important and deeply studied
aspect of modern robotics. This problem has been addressed from a geometri-
cal and numerical point of view, focusing on the underlying estimation process.
While general solutions have been proposed, and several working implementa-
tions have been developed, the use of contextual knowledge within the mapping
process has received limited attention.

Generally speaking, contextual knowledge in robot mapping can be classified
according to the level of abstraction in the following way (from higher to lower):

– Environment Knowledge,
– Process Contextual Knowledge.

In the following, we will explain, for each class, the information it provides and
its possible use. It is worth to notice, here, that the first class can be viewed as
human understandable, in the sense that it can be mainly used in Human Robot
Interfaces, as it represents typical knowledge of human being. The second class
can be viewed as robot understandable, in the sense that it can be mainly used
to tune the robot mapping process for efficacy and efficiency purposes.

4.1 Environment Knowledge

In high level spatial reasoning, as well as for Human-Robot communication,
knowledge regarding the abstract structure of the environment are very useful.
Generic concepts, like rooms and corridors, or more specific ones, like Diego’s
office, can be used by a human user to give easy commands to the robot (“go to
Room A” is easier than “go to point 34.5, 42.79”).

Up to now, this kind of contextual information is the most studied one. Several
approaches extend metric maps with this kind of semantic information. Martinez
Mozos et al. [23] extracts a semantic topological maps from a metric one using
AdaBoost. In a work by Galindo et al. [10], a topological map, extracted with
fuzzy morphological operators, is augmented by semantic information using an-
choring. Diosi et al. [7] use an interactive procedure and a watershed segmen-
tation to create a semantic topological map. [18] introduces the paradigm of
Human Augmented Mapping, where a human user interacts with the robot by
means of natural language processing.
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In our RoboCare project [5], aimed at having an intelligent system to take
care of the elderly, some contextual information about the environment have
been used. The metric map of the environment has been enriched by semantic
labels for the rooms and the objects therein. Those labels were used to monitor
the elder during his daily activities and to assist him in tasks like bringing water
or food. However, the augmented map was not built autonomously or in a guided
tour, but the labeling was done by a human operator.

The contextual knowledge extracted from these representations are mainly
used when robotic systems have to be deployed in domestic environment (see
Figure 3). The Incremental Mapping of [7] or the Human Augmented Mapping
of [18] represent valid applications of such knowledge.

Fig. 3. Our robot deployed in a domestic environment

Another source of contextual knowledge comes from the nature of the envi-
ronment being mapped. However, this knowledge is currently mainly used by
the human operator, who selects the right algorithm on the mobile platform. No
adaptive systems, which detects, for example, indoor or outdoor environments
and switch to different SLAM algorithms, have been developed.

4.2 Process Context

On the lower level, contextual knowledge about the mapping process can be
extracted and used to improve the robustness and the speed of current SLAM
algorithms. This contextual information arises from different aspect of the em-
bedded estimation algorithm. It is well known that the uncertainty of the robot
position and the map increase when the robot is exploring new areas, while this
uncertainty drastically decreases when the robot reenters previously known ar-
eas. Moreover, it is not clear yet when the robot can stop doing mapping and
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start to simple localize itself. To the best of our knowledge, only two works
exploit this knowledge explicitly.

In [26], two different algorithms are used for incremental mapping and loop
closure. Efficient and incremental 3D scan matching is used when mapping open
loop situations, while a vision based system detects possible loop closures. The
two algorithms are integrated within an EKF filter with a delayed-state map
representation.

In [13], three different phases in robot mapping algorithms are defined, namely
exploration, localization and loop closure. The proposed method detects those
phases and tunes the computation accordingly. By exploiting this knowledge it
is shown that it is possible to drastically speed up classical mapping algorithm
in grid maps. Figure 4 shows the map of MIT Killian Court computed by using
this approach.

Fig. 4. Map of the MIT Killian Court computed using the algorithm of [13]. The robot
computed a path of about 3Km in about 2.5h. The algorithm took about 40 minutes
to correct the data, while standard techniques need about 5h.

5 Perception

Robot Perception can significantly benefit from contextual knowledge. It is im-
portant to notice that when we talk about Perception, we are dealing with
sensing modalities. This means not only that it is possible to exploit contextual
knowledge to achieve the goal in a specific Perception task, but also that one
can use these modalities to achieve knowledge about the context. In Robot Per-
ception, normally, an iterative knowledge process occurs: a top-down analysis,
in which the contribution given by the context helps the perception of features
and objects in the scene; a bottom-up analysis, in which scene understanding
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Fig. 5. The posture recognition application procedure is based on the extraction of
the position of three “principal” points (head, pelvis and feet point of contact with
the ground). In some cases, two different postures are characterized by the same set
of points, making an ambiguity arise. Contextual knowledge would help solving this
problem.

increases the knowledge about the context. This highlights the difficulty in pre-
cisely distinguishing contextual knowledge from the knowledge that is directly
addressed by the application. We will focus on the contribution given by the
context in extracting useful knowledge from the scene, (i.e. the top-down flux),
and we will consider only the visual modality.

As pointed out by an earlier paper [3], the concept of contextual knowledge
is not fully described by the a priori knowledge about the environment, but one
might consider the robot’s goal as a part of the context. Indeed, a robot might
save computational load if the algorithm used for perception is choosen according
to its goal (i.e. “there is little use in applying a bridge detection module when the
images are acquired in an office setting, and the goal is to locate a telephone on
the desk.” [3]). Though these considerations are usually commonly agreed upon,
in practice they are rarely exploited, as the lack of example in the literature
clearly shows.

One task in which the Robot Vision is crucial is navigation. In [22] the objec-
tive is to detect the road pixels on an input camera. In this case the contextual
knowledge is the knowledge about the direction the car is heading to, that is,
straight, left or right. The use of such knowledge is translated in the choice of the
opportune template to be used for the road-segmentation task. Here, Robot Vi-
sion is also used to retrieve contextual knowledge. What it really matters though,
is the design of the system that clearly separates the contribution coming from
the main procedure from the contribution given by the contextual knowledge.

Human Robot Interaction offers a variety of applications that make use of
contextual knowledge. Even though these kinds of applications are usually con-
ceived with fixed cameras, in some cases the extension to a mobile robot is easy.
For instance, in a posture recognition application [27], it is suggested to make
use of contextual knowledge such as the kind of environment represented in the
scene (i.e, office rather than a gym) to extend the classifier with an a-priori dis-
tribution over the postures that might help solving ambiguous situations (see for
example 5). More specifically, a Hidden Markov Model is used to filter the state
(i.e. posture) transition probability. The values of the (posture) state transition
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matrix can be tuned taking into account the same kind of contextual knowledge
as above, or otherwise considering details specific to the person.

Another interesting case in which integration of the contextual knowledge
leads to a higher performance, is the work done by [25]. In this application, an
ECA (Embodied Conversational Agent) talks with a user, while it tries to detect
his/her head gesture, that is, to detect the nod and the shaking of the head. This
recognition is based on the integration of the visual input and the lexical features,
the punctuation features and the timing features in the sentence proposed by
the ECA. The results clearly show the improvement in the performance of the
classification task when using contextual knowledge.

6 Conclusions

In this paper we have proposed a notion of contextualization, which is based on
a simple intuition about the context of operation and captures a design pattern
that can be found in several robotics applications. The idea is to make systems
more adaptive by exploiting information about the environment or its internal
processes in order to improve some of the basic tasks that are typical of mobile
robots. In particular, we focussed on behaviors and plans, search and exploration
strategies, SLAM and perception in general.

The results of our analysis (not meant to be exhaustive) suggest that there
are indeed a few systems, where one can find instances of contextualization. As
it turns out, the suggested design pattern is often applicable, while it is not so
common to find, because the information extracted from context are often not
represented explicitly, but hard coded in the specific techniques.

It seems natural, at this stage, to build a single representation of this kind
of information, pulling it out from various system components. A uniform and
shared representation of context can lead to two types of advantages: first an im-
provement in the acquisition and management of contextual information; second,
an increased ability of the system to analyze its internal status and recover from
malfunctioning that often block the robot operation in the face of unexpected
circumstances.
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Institut de Robòtica i Informàtica Industrial (CSIC-UPC). Barcelona, Spain
{celaya, albarral, jimenez, torras}@iri.upc.edu

Abstract. The main difficulty to attain fully autonomous robot nav-
igation outdoors is the fast detection of reliable visual references, and
their subsequent characterization as landmarks for immediate and un-
ambiguous recognition. Aimed at speed, our strategy has been to track
salient regions along image streams by just performing on-line pixel sam-
pling. Persistent regions are considered good candidates for landmarks,
which are then characterized by a set of subregions with given color and
normalized shape. They are stored in a database for posterior recogni-
tion during the navigation process. Some experimental results showing
landmark-based navigation of the legged robot Lauron III in an outdoor
setting are provided.

1 Introduction

Indoor robot navigation has received a great deal of attention, and many of the
proposed approaches are now successfully used in industrial settings and other
specific applications like hospital couriers or museum guides. Such applications
are often strongly dependent on known structured features present in each spe-
cific environment [1]. Currently the research interest is rapidly shifting towards
service robots able to work in cooperation with humans in more general situa-
tions not especially well suited for robot operation. Often, robots are required
to navigate in unknown and unstructured outdoor environments, where little
assumptions can be made about the kind of objects or structures that can be
used for robot guidance.

In such outdoor applications, partly teleoperated robots able to reach au-
tonomously a destination marked by a human operator on the image as seen by
the robot are agreed to be very handy. Then, updating the target as the robot
advances, permits long-range journeys. Our visually-guided navigation approach
provides this performance by relying on natural landmarks.

Most related works use point-based visual features, leading to large landmark
databases and high numbers of lookups to attain localization. These drawbacks
are palliated by recurring to more involved feature detectors, such as the scale-
invariant feature transform (SIFT) [2], and by selecting a maximally-informative
subset of landmarks [3]. We explore the alternative approach of relying on only a
few region-based features, similarly to [4,5]. The former of these previous works
builds an environmental model incrementally by using color and stereo range
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information, while the latter uses a multi-resolution visual attention mechanism
to extract image regions most salient in terms of color contrast.

Saliency detection in our system is also based on color, but instead of process-
ing entire static frames, our algorithm can be applied directly to the dynamic
image stream acquired while the robot moves. Thus, it can be thought as im-
plementing a form of visual memory that replicates the phenomenon of the
persistence of images in the retina of the animals’ eyes. Salient regions are used
as a filter for the search of visual landmarks in the image.

The paper is structured as follows: Section 2 describes our visually-guided
navigation context in which the landmark detection system is to be used. Section
3 introduces our approach to natural landmark detection and identification,
showing some results for real images taken by a mobile robot in an outdoor
setting. Finally, some conclusions and future work are pointed out in Section 4.

2 An Approach to Visually-Guided Navigation

We developed a visually-guided navigation system [6] in which a user controls
the robot by signaling the navigation target in the images received from a cam-
era transported by the robot. This form of navigation control is convenient for
exploration purposes or when there is no previous map of the environment, sit-
uations in which systems like GPS, even if available, become useless and can be
discarded. The user can decide the next target for the robot and change it as
new views of the environment become available.

Fig. 1 shows the two main windows of the navigation interface: The Camera
Window and the Robot Control Interface. In the Camera Window, the user can
see the images taken from the camera of the robot and control its gaze direction
to observe the environment. The user may select the current navigation target
by clicking on the image with the mouse.

One of the problems we had to face while designing our visually-guided navi-
gation system was how to specify the navigation target. Ideally, what we wanted
is to allow the user to select any object in sight and use it as the current target.

Fig. 1. Camera window and Robot Control Interface
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The problem with this approach is that, what can be a clearly identifiable object
for the user, may not be easily recognized by an artificial vision system, so that
it can be lost very soon. Another difficulty that appears with the definition of
the target by pointing at it consists in determining what exact area of the image
has to be considered as the target object. Our strategy to solve these problems
consists in limiting the selection of possible targets to those that the robot is
able to identify with its visual recognition system. Thus, it is the system that
first shows to the user the set of available landmarks, and the user may select
one of them as the target.

Additionally, landmarks detected by the visual system can be used by a
landmark-based navigation system (like e.g., that of [7]) to plan a feasible path
to the goal in those cases in which obstacles in the way to the goal do not allow
a direct approach to it.

3 Natural Landmarks

We relied on the assumption that useful landmarks must be salient, i.e., they
must constitute distinctive regions in the image, so that its repeated detection
and identification is facilitated. The saliency of a region is not determined by
the absolute value of any intrinsic magnitude, but rather by the contrast or
difference of this value with respect to the value of the same magnitude in the
surroundings [8]. This is also known as opponency [9].

Many variables can be used to define the saliency of a region, like color com-
ponents, intensity, or feature orientation. Works like [10] compute saliency as a
combination of the opponency values of these three variables. In what follows,
we present a very simple approach that just considers RGB color values, but the
same idea could be used with more informative features.

3.1 Detecting Salient Regions

We take an approach to image processing that is inspired in the visual system of
living organisms. A key difference between natural eyes and artificial vision sys-
tems is that in the eye, individual light receptors fire asynchronously, giving rise
to a continuous image flow that can not be naturally decomposed into separate
individual image shots. In contrast, artificial systems work in a strictly sequen-
tial way taking one frame after another, each involving all individual receptors
updated at fixed frequency. Our approach emulates the asynchronous process of
the eye by taking pixels at random from the image with a frequency which is not
related with that of frame acquisition. Thus, the input image is treated as a con-
tinuously varying source of information with no distinction between successive
frames.

One advantage of this approach is that the process is independent of the frame
rate of the acquisition system, which can be safely ignored in the image process-
ing task. This avoids any need of synchronization between image acquisition and
image processing. Another advantage is that the processing cost is independent
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of image resolution: the same number of pixels per second will be processed
whatever the number of pixels of the image is. Image size or resolution affects
only the probability that a given pixel is examined in a given period of time.

To detect saliency, the information of individual pixels is used only statistically
and stored in local units that cover different regions of the image. This approach
allows us to implement a form of visual memory that replicates the phenomenon
of the persistence of images in the retina: Units can persist as long as new pixels
keep them active, decreasing in strength until disappearing if they are not fed
enough by appropriate inputs. The system is robust to sporadic noisy frames,
since most units will not be substantially perturbed by noisy pixel values and
will keep the essential information through the next uncorrupted frame.

Units have elliptic receptive fields in the image plane, which adapt through
successive updates to cover regions whose pixels have similar colors. These el-
lipses arise naturally from considering normal distributions for pixels taken at
random from each region: the center Uxy = (Ux, Uy) of the ellipse corresponds
to the mean value of the pixels’ positions, whereas its dimensions (the major and
the minor axis) and orientation are determined by the covariances. Each unit
also has a spherical receptive field in the RGB color space with a fixed radius,
which is a parameter of the system, and whose center adapts to approach the
average color value of the input pixels to which the unit responded.

Each unit U is defined with the following attributes:

– Center vector Uxy and covariance matrix ΣXY in the image plane,
– Center vector Urgb in the color space,
– Contrast CU , a scalar that measures saliency, as explained in point 2) below,
– Creation date CreacU , to record the time from which the unit exists,
– Counter UpdatesU for the number of times a unit has been updated,
– Counter InsideU for the number of times an input pixel has fallen inside the

receptive field of the unit in the image plane, and
– Strength SU , a scalar that estimates the current proportion between the

number of pixels to which the unit responds and those lying into the unit’s
receptive field in the image plane.

Description of the Saliency Detection Algorithm. In the main loop of
the algorithm, a random input pixel I is selected and, for each unit U , its Maha-
lanobis distance in the image coordinates and Euclidean distance in color space
are computed as:

Mdistxy(U, I) =
√

(Ixy −Uxy)�Σ−1
XY (Ixy −Uxy), (1)

where ΣXY is the covariance matrix of unit U , and

Edist2RGB(U, I) =
∑

i

(Ii −Ui)2, with i ∈ {r, g, b}. (2)

The Mahalanobis distance is used in image space instead of the Euclidean one
in order have a geometric proximity measure taking into account the shape of
the spatial distribution.
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If these distances are below given thresholds (MAXDISTXY and MAXDIS-
TRGB, respectively), then the unit is said to respond to the input pixel. Among
the units that respond, the one which is closest in the image space, is considered
as the winner.

1) Updating the winner unit
The winner is updated according to the following rules:

– Center position. The unit is approached to the pixel, in the image plane
as well as in color space:

di = Ii −Ui (3)
Ui ← Ui + γdi (4)

where i ∈ {x, y, r, g, b} and 0 < γ < 1

– Covariances in image space. The update of the covariances can be viewed
as a simultaneous update of the dimensions and the orientation of the ellipse
that represents the unit. The updating of covariances is straightforward:

σij ← σij + γ(didj − σij), where i, j ∈ {x, y}. (5)

– Counter of updates

UpdatesU ← UpdatesU + 1 (6)

2) Updating other units
If the Mahalanobis distance from the input pixel to a non-winner unit is below
three times the MAXDISTXY value, the pixel is considered to lay in the unit’s
neighborhood, and the pixel color is used to update the unit contrast. The update
rule is:

CU ← αCU + (1− α)
√ ∑

i∈{r,g,b}
(Ii −Ui)2, 0 < α < 1 (7)

i.e., increasing or decreasing according to the Euclidean distance in the color
space between the input pixel and the unit.

The updating of the strength SU and InsideU is done for all units for which the
Mahalanobis distance of the input pixel is below the MAXDISTXY value, i.e.,
the pixel is in the receptive field of the unit. While InsideU is simply incremented
by one, the strength is increased when the unit responds to the input (i.e., also
chromatically) according to:

SU ← βSU + (1− β), with 0 < β < 1. (8)

If the unit does not respond to the input color, SU is decreased according to:

SU ← βSU (9)
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3) Reallocation of units
To avoid a proliferation of useless units, the maximum number of them is limited
by a parameter of the system, which may be adjusted depending on image com-
plexity and the intended level of detail of the result. When the maximum number
of units is reached, in order to allow the creation of new ones corresponding to
interesting regions not yet captured by any unit, older ones must be removed.
When this is the case, the less useful unit is selected according to the following
criteria: First, the unit with the lowest strength value is sought. If its strength is
below a certain value, it is assumed that the region it is representing is no longer
there, and the unit can be reallocated for the new input. If no low-strength unit
is found, the reallocation will only take place provided a contrast estimation of
the unit to be created is above that of the lowest-contrast unit. Such contrast es-
timation is given by the distance in color space of the input pixel to its spatially
closest unit.

New units are initialized with center vectors given by the values of the input
pixel, with a circular shape in the image plane, and a radius equal to its distance
to the closest unit.

4) Merging of units
When two units respond to a given pixel, they are probably representing different
parts of the same region and have to be merged together. For the merged unit,
the center values and covariances are computed as a weighted sum of those
of the original units. The weights are proportional to the respective area and
strength, thus roughly corresponding to the “mass”, or number of pixels each
unit responds to:

Weight(U) = Area(U)SU (10)

The area is computed from the covariances as

Area(U) =
√

((σxx + σyy + Δ) · (σxx + σyy −Δ)) (11)

where Δ =
√

(σxx − σyy)2 + 4σ2
xy

The contrast of the merged unit is set to the highest contrast value of the two
original ones, and for the strength, the weighted sum of the strengths is made,
this time using the respective values of UpdatesU as weights.

5) Output of the system
As for the output of the system, less relevant units are filtered out before being
output as salient regions. To this end, units covering too large regions of the
image are discarded, as they usually capture the background and are not useful
for navigation. Regions that are too small are also discarded to remove isolated
pixels or noise. Finally, units that have not been updated a minimum number
of times are not considered, since they are still not reliable enough. From the
remaining units, those with contrast values above a given threshold are selected
for output as corresponding to salient regions.
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3.2 Landmark Characterization

Salient regions are not considered as landmarks by themselves, but as easily
recognizable pointers potentially denoting the presence of a landmark, which
usually will present a richer structure than a single uniform region. We define a
landmark as a set of uniform color regions, each of them with a characteristic
color and shape.

Each region R composing a landmark L is defined with the following at-
tributes:

– Center vector Rrgb in the color space,
– Geometrical central moments μ20, μ11 and μ02 of the region,
– Squared patch Rpatch to store a normalized version of the region’s mask.

With a desired frequency, the current image frame is analyzed in order to
characterize the landmark associated with the salient region defined by each
unit U , according to the following steps:

1) Region mask determination
Every pixel I in the image for which the unit responds is included into the salient
region’s mask.

maskU (I) = 1 ⇔
{

Mdistxy(U, I) ≤MAXDISTXY
EdistRGB(U, I) ≤MAXDISTRGB

(12)

In a second step, the region mask is expanded, possibly beyond the limits
of the ellipse, by a growing process that includes those pixels connected to the
mask that also satisfy the color constraint.

2) Landmark layout
Once the region mask is obtained, we define the landmark layout as the convex
hull of the mask. This allows to include regions of different colors into the land-
mark, and not only the single color region that was found as salient.

3) Extraction of relevant regions of the landmark
The landmark layout is subject to a non-exhaustive segmentation process which
tries to obtain its most relevant regions. The goal is to obtain a description of
the landmark consisting in a small number of significant regions that cover the
most part of the area, excluding too small regions from the description. This
is obtained by a process of color-based region growing initiated at successive
randomly chosen seeds within the landmark layout. The process stops as soon
as at least 80% of the landmark area has been segmented, or after a given number
of seeds, determined in proportion to the region size, has been used.

During the growing process the region’s color is updated as new pixels are
included in the region’s mask Rmask:

di = Ii −Ri (13)
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Ri ← Ri + γdi with i ∈ {r, g, b} (14)
γ = 1

Rweight+1 (15)

Rweight ← Rweight + 1 (16)

4) Region merging
In order to make the segmentation more robust to initial seed selection, a post-
process of merging is done, which joins those neighboring regions whose colors
are similar enough. The result of merging two regions Ra and Rb is a new region
Rc obtained as follows:

Rc
mask = Ra

mask ∪Rb
mask (17)

Rc
weight = Ra

weight + Rb
weight, (18)

Rc
i =

Ra
weightR

a
i +Rb

weightR
b
i

Rc
weight

with i ∈ {r, g, b} (19)

After this, regions representing a too small fraction of the landmark area are
removed.

5) Region normalization
Each region is normalized to a patch of 40x40 pixels to make its description in-
variant to changes in scale and moderate perspective deformations. For this, the
geometric central moments of order 2 are computed, from which the equivalent
ellipse axes are found providing a rotation angle to align the region, and scale
factors for the x and y dimensions.

The geometrical moments are computed as:

mij =
∑

x

∑
y xiyjRmask(x, y) (20)

μij =
∑

x

∑
y(x− x̄)i(y − ȳ)jRmask(x, y) (21)

where x̄ = m10
m00

, ȳ = m01
m00

from which the equivalent ellipse orientation and axes are obtained:

θ = 1
2arctan( 2μ11

μ20−μ02
), (22)

w =
√

μ20+μ02+Δ
2m00

and h =
√

μ20+μ02−Δ
2m00

, (23)

where Δ =
√

(μ20 − μ02)2 + 4μ2
11.

The region mask normalization (translation, rotation and scaling) into a
square patch Rpatch is done in the following way:

Rpatch(x
′
, y

′
) = Rmask(x, y) (24)

(x
′
, y

′
)t = M ∗ (x, y)t + b (25)

M =
[
sxcos(θ) sxsin(θ)
−sysin(θ) sycos(θ)

]
, b =

[
txsxcos(θ) + tysxsin(θ)
−txsysin(θ) + tysycos(θ)

]
(26)

where: tx = −x̄ ty = −ȳ sx = 40
2w sy = 40

2h
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Fig. 2. The six-legged robot Lauron III used in the experiments

Finally, a landmark description is stored as a set of regions, each defined by
its characteristic color, its geometric moments and the normalized 40x40 region
mask.

3.3 Landmark Identification

In order to identify previously encountered landmarks and update their descrip-
tion with the new view, each newly found landmark is compared against all
landmarks currently in the landmark database. The comparison between two
landmarks is done by trying to match the regions that form each landmark.
Each region of the new landmark is compared with all regions of the stored
landmark. Region comparison is performed according to two features: color and
shape. The color match is simpler to test and is made first so as to act as a
filter for the second test. Regions passing the color match filter are tested for
shape similarity by computing the normalized cross-correlation NCC of the cor-
responding normalized masks:

NCC =

∑
x

∑
y Ra

patch(x, y)Rb
patch(x, y)√∑

x

∑
y(Ra

patch(x, y))2
∑

x

∑
y(Rb

patch(x, y))2
(27)

If the shape similarity of two regions is higher than a threshold (defined as 85%),
the correspondence between the two regions is added to a list of correspondences.
This list may contain multiple matches for each landmark region, leaving the
disambiguation of the correct matches for a later process of global coherence.
A new landmark is identified with a landmark stored in the database if the
percentage of matching regions is above 50%.

Non identified landmarks are added to the landmark database as new detected
landmarks, so that they can be identified in later stages of the navigation process.
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Fig. 3. Landmark detection and identification in an image sequence
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3.4 Experimental Results

The landmark detection and identification system was tested on real images
taken during the navigation of a legged robot Lauron III (Figure 2). The Salience
Detection algorithm was executed on the whole video sequence, while the pro-
cesses of Landmark Characterization and Landmark Identification were only
performed on the six isolated frames shown in Figure 3.

Superimposed on the video images are the ellipses corresponding to the regions
detected as salient by the Saliency Detection algorithm. Next to each image, the
regions obtained for each landmark by the Landmark Characterization algorithm
are shown. Arrows between frames indicate the landmark correspondences found
by the Landmark Identification module. It can be observed that the blue bag
and the two bright objects are consistently detected as relevant all the time the
robot is approaching them. Other objects like the windows or the stairs are also
found relevant most of the time they appear in the visual field. Other regions
are eventually detected as salient, but not in a systematic way.

In the experiment, landmark correspondences are sought only between the
landmarks of each frame with those of the previous one. As can be seen in
the pictures, all detected landmarks that appear in two consecutive frames are
correctly identified, except for the windows appearing in frames 1 and 2, which
are only partially visible, and the bag in frame 5, which is largely out of view
and can not be matched against the fully visible one of frame 4.

4 Conclusions and Future Work

We have presented a system for landmark detection, characterization and pos-
terior identification, able to automatically select and track natural landmarks
in arbitrary, non-structured environments. At the current stage, the system has
shown the ability to reliably identify landmarks appearing in different views of
the scene, taken at different stages of a navigation process performed by a legged
robot. The new approach to detect and track salient regions provides an atten-
tion mechanism that serves as a filter of specific parts of the image, which can
be further analyzed in detail to identify landmarks, thus allowing a real-time
visual processing suitable for landmark-based navigation.

Further work is needed to make the landmark characterization more robust
to large differences in the viewpoint and illumination conditions that may be
expected during the travel of the robot in outdoor environments. As a future
enhancement, a landmark could be represented by a collection of views taken
form different locations at different stages of the navigation, thus coping with the
problem of the appearance/disappearance of regions when changing the point
of view. Another improvement concerns the algorithm for landmark matching:
when the number of matched regions between two landmarks is not enough to
assess a landmark identification, the missing regions could be actively sought in
the landmark to confirm the correctness of the match.
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Abstract. This paper addresses the problem of automatic grasp synthe-
sis of unknown planar objects. In other words, we must compute points
on the object’s boundary to be reached by the robotic fingers such that
the resulting grasp, among infinite possibilities, optimizes some given
criteria. Objects to be grasped are represented as superellipses, a family
of deformable 2D parametric functions. They can model a large variety
of shapes occurring often in practice by changing a small number of pa-
rameters. The space of possible grasp configurations is analyzed using
genetic algorithms. Several quality criteria from existing literature to-
gether with kinematical and mechanical considerations are considered.
However, genetic algorithms are not suitable to applications where time
is a critical issue. In order to achieve real-time characteristics of the algo-
rithm, neural networks are used: a huge training-set is collected off-line
using genetic algorithms, and a feedforward network is trained on these
values. We will demonstrate the usefulness of this approach in the process
of grasp synthesis, and show the results achieved on an anthropomorphic
arm/hand robot.

1 Introduction and Related Work

Despite the construction of human-hand-like robotic effectors, much work is
still to be done in order to gave robots the capability to grasp and manipulate
objects. Most applications are concerned with structured environments, in which
the deterministic allocation and geometric description of elements that form the
work-cell is essential to achieve acceptable results. In addition, the variety of
object shapes and different object dimensions, makes the choice of the most
appropriate grasp strategy a particularly difficult and complex task.

The problem of automatic grasp synthesis is a classical one in the robotics
literature. Many works are inspired on the nature of human grasps [1,2]. Works
in [3,4,5,6,7] provide a good starting point for the study of robotic grasping and
manipulation. A particularly important concept in grasping are force-closure and
form-closure properties of a grasp which deal about how well a grasped object
resist to external disturbance [8]. We are interested in force-closure grasps: a
grasp achieves force-closure when it can resist arbitrary forces and torques, and
the grasped object is fully constrained by the contact forces. It is possible to
devise necessary and sufficient conditions for force closure grasps [9].

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 567–578, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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For a given hand and object, there are usually a large number of grasps which
will satisfy the some closure criteria. To select a “good” or an “optimal” grasp,
it is necessary to develop measures of grasp quality and a means of searching
the space of possible grasps. Several criteria for evaluating the quality of 2D
grasps are given in [10,11]. A simplified version of some quality criteria and
a computationally efficient algorithm for evaluating the force closure property
of a grasp is presented in [9]. In [12] the problem of grasp synthesis is tackled
using a biologically-inspired approach based on genetic algorithms. However, the
algorithm has been tested in simulation only.

Determining a “good” grasp depends on the nature of the effector involved.
The goal is to automatically perform the grasp synthesis on unknown planar
objects described as superellipses, a family of parametric curves, and extracted
from the input images using machine vision techniques. In other words, we must
compute points on the object’s surface to be reached by the robotic fingers (con-
tact points) such that the resulting grasp, among infinite possibilities, optimizes
some given criteria. Methods for computing the quality of a particular grasp
have been taken from the huge literature on the subject. The space of possible
configurations is analyzed using genetic algorithms. However, genetic algorithms
are well suited to off-line computations, while ability to perform grasp analysis
and synthesis in real time is critical for many robotic applications. To this aim
neural networks are used: a huge training-set is collected off-line using genetic
algorithms, and the network is trained on these values. We will demonstrate the
usefulness of this approach in the process of grasp synthesis, and show some
results achieved on our robotic platform composed of a four-fingered anthropo-
morphic hand and the PUMA200 industrial manipulator.

2 Superellipses

Superellipses are a flexible representation that naturally generalize ellipses. They
were first introduced by the French mathematician Gabriel Lamé in the begin-
ning of the nineteenth century. Superellipses can model a large variety of natural
shapes, including ellipse, rectangles, parallelograms, by changing a small number
of parameters, and are useful for modelling in the fields of computer graphics
and computer vision. Regular objects are represented using the size parameters
{ax, ay} which define the lengths of the semi axes, and the squareness param-
eter ε specifies the global shape of the curve in the 2-D plane. All quantities
are expressed in a superellipse (or object) centered coordinate system, which we
will denote S. To model or to recover superellipses from image data we must
represent them in general position, which requires 3 additional parameters for
expressing the translation and rotation of the superellipse relative to the center
of the world coordinate system W , xc, yc, and θ, relative to the world coordinate
system.

However, the power of superellipses lies not in its ability to model perfect
geometric shapes, but in its ability to model deformed geometric shapes through
global deformations. The deformations used in this work are linear tapering
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and circular bending along axis x and y. These transformations are described
with parameters tap, bendx, and bendy. Thus, each point on the superellipse is a
function of superellipse parameters, and a sampling parameter ω ∈ [0, 1]. Several
optimization approaches for fitting superellipse to intensity or range images are
described in [13,14].

3 Genetic Algorithms

Genetic algorithms, introduced in [15] have been inspired by the natural selection
mechanism introduced by Darwin. They apply certain operators (reproduction,
crossover and mutation) to a population of solutions of the problem at hand,
in such a way that the new population is improved compared with the previ-
ous one according to a given criterion function, called fitness. The possibility
to “survive” is proportional to the fitness value of a particular individual. This
procedure is applied for a preselected number of iterations. So, the genetic algo-
rithm transforms a population of individuals, each one with an associated fitness
value, into a new generation. The fitness function depends on n parameters, or
variables, that are called genes ; genes constitute a genome.

Each individual in the population represents a possible solution to a given
problem. Genetic algorithms search across huge population for a good solution
to the problem, represented by an individual in the last population, or the best
individual across several generations. They fit well to situations in which it is
hard, or even impossible, to analytically express the function to optimize. This is
particularly true in our case. In the next sections we will see that the evaluation
of how good a particular grasp is on an object is given by a set of quality criteria
on force-closure, stability and other properties. These can be express as functions
of the position of the contact points on the surface of the grasped object, and
properties of the object itself. However, seldom it is not possible to find a closed
form of these relations. Another difficulty arising in grasping synthesis, is that
the function to maximize/minimize is a non-convex one. This make the choice of
genetic algorithms a natural one: the sum of diverse quality criteria constitutes
our fitness function, and the genetic algorithm will figure out what the best
configuration is.

4 Measures for Assesting Grasp Quality

In order to apply genetic algorithms to the problem of grasp synthesis, we must
decide what each gene of a genome represent, and how to assign it a fitness
measure. We will denote with I, II, III, thumb, index and middle fingers re-
spectively. Suppose for the moment that each individual codes the three contact
points of the robotic hand on the object surface. These points are expressed
in an object-centered reference system, and may, or not, respect the kinemat-
ics constraints imposed by the robot’s morphology. Hence, each gene codes the
2D position of the respective finger which may be expressed as a function of
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the superellipse sampling parameter ω ∈ [0, 1]. Thus, the genome is a three-
dimensional real valued vector ω = [ωI , ωII , ωIII ]T . The initial population is
obtained by randomly sampling three points lying on the superellipse’s bound-
ary for N individuals in the generation.

In order to be selected for the reproduction, a grasp must satisfy the force-
closure property. The algorithm to compute and verify the force-closure property
for a given grasp is described in [9] and will not be further analyzed here. Fitness
function measures the qualities of each grasp. We use five quality criteria, and
each criteria is normalized. The lower is the score, the better is the resulting
grasp configuration. The fitness will be a sum of these scores, and the genetic
algorithm will be used to seek for the configuration that minimizes the fitness.
If the grasp is not force-closure, the associated individual will be assigned an
arbitrarily high fitness with the effect of minimizing its probability of being
selected for the reproduction.

Triangle Area (TA). It can be stated that the larger the area of the grasping
triangle, the more stable a grasp is ([16,17]). This criteria has an intuitive expla-
nation: the further the forces, the higher the torques they are able to resist. The
area of the grasping triangle is represented Fig. 1. The quality value is computed
as the normalized area of the triangle in order to obtain values in the range [0,1].
Let denote the area of superellipse as AS, and the area of the triangle formed
by three contact points as AT . The criterion may be expressed as:

score =
(AS −AT )

AS
(1)

Equilateral Triangle (ET). A grasp is more reliable in terms of stability,
sliding avoidance and force equilibrium when the grasping triangle given by the
contact points is closer to an ideal equilateral grasp [16]. Each three finger grasp
is then given a score which measures the similarity of its grasping triangle to an
equilateral one.

In the most obvious implementation of this criteria, each angle is compared
to a 60 deg(π

3 rad) angle. We denote αI , αII , and αIII the angles of the grasp
triangle formed by thumb, index, and middle fingers respectively (see Fig. 1a).
For each grasp, the criterion assigns a measure as:

score =
|αthumb − π

3 | − |αindex − π
3 | − |αmiddle − π

3 |
4
3π

(2)

Denominator acts as a normalization factor in order to obtain values in the
range [0, 1]. The minimum possible value is 0 for a perfect equilateral triangle,
while the maximum is 4

3π for a triangle having two angles close to 0 and the
third being nearly π.

Triangle Center (TC). This criterion is designed to obtain stable grips with
respect to wrenches generated by gravitational and inertial forces. These
wrenches are minimum when the center of the grip is closest to the mass center of
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the object, which can be reliably computed as the centroid of the two-dimensional
contour ([11]). The criterion calculates the Euclidean distance between the center
of the grasp, TC, and the superellipse’s center, SC (see Fig. 1b). The distance
is normalized in order to obtain values included in the range [0, 1]:

score =
D(SC, TC)
max(ax, ay)

(3)

where D(x, y) denotes the Euclidean distance between points x and y, and ax

and ay are the superellipse’s axes (see Section 2).

(a) Triangle area
(b) Equilateral triangle (c) Triangle center

Fig. 1. Triangle area, equilateral triangle and triangle center criteria

Curvature. Humans prefer concave surfaces when grasping objects. Thus, a
criterion that takes into account the curvature of the object contact points is
a desirable in synthesizing good grasps. Furthermore, [18] showed that grasps
tend to be more stable when contacts are made on concave surfaces.

The concave/convex property of an object may be as its curvature at the
contact point. The curvature may be computed using the notion of circulum
osculans (osculating circle) introduced by Leibniz, which is a circle that closely
touches the curve at the given point. It can be defined as the circle passing
through the point P , and other two arbitrary points on the object’s boundary.
The curvature of an object at the three contact points is computed as:

ρi =
1
Ri

with i=I,II,III (4)

where Ri is the radius of the obscuring circle at the contact point. ρi assumes
positive values if the contact point lies in a concave region, negative if the contact
point lies in convex region, and zero for perfectly flat surfaces. Empirical studies
show that the curvature for typical objects is in the range [−2.50, 2.50]. The
criterion assigns the following curvature measure to a grasp:

score =
Nc − ρI − ρII − ρIII

2 ∗Nc
(5)

with the normalization factor, Nc being 7.50. The score is in the range [0, 1].
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5 Genome

The correct choice of the genome is fundamental for the success of the genetic
algorithm. It codes the solution to the problem, and the genetic algorithm out-
puts the individual with the best fitness value in the population. Each gene in
the genome is a quantity we wish to estimate. Up to now we have considered a
three degrees-of-freedom genome for the purposes of the grasp synthesis: contact
points at the boundary of the object expressed as functions of the superllipse’s
parameter ω (see section 4). However, in real-world robotic applications, this
choice is inappropriate for two reasons:(1) Genetic algorithm may output con-
tact points which do not respect the kinematics of the robotic system;(2) Inverse
kinematics for a redundant hand/arm robotic system must a posterior be solved.

Our approach takes into account the kinematic constraints of the real robot in
that it encodes the final configuration of joint angles which the robot should as-
sume in order to successfully perform a three-fingered grasp of an object. Limits
on the extension of joint angles of the robot, as imposed by mechanical design,
are easily expressed as the admissible range of variation of each gene representing
such quantities. Furthermore, our solution implicitly solves the inverse kinemat-
ics for the robotic hand. This choice makes the problem more challenging given
the increased search-space of the possible solution. Recall that our robotic sys-
tem has 22 degrees-of-freedom: 6 DOFs for the PUMA arm and 4 DOFs for each
finger of the robotic hand. Next sections depicts several reasonable assumptions,
whose adoption makes the grasp synthesis problem tractable.

5.1 Robotic Arm and Hand Assumptions

We are interested the most suitable position and orientation of the robot’s end-
effector in order to grasp an object. This information can be expressed relatively
to the position of the object to be grasped which significantly reduces the vari-
ability of the input arguments. Since we deal with planar grasp, some degrees-
of-freedom may be set beforehand. We assume that each object is grasped in a
similar fashion by approaching it from above. By analogy with human grasps,
we may set the pitch and yaw angles of the robot’s end-effector to some reason-
able values, and allow only the roll angle to change. We have empirically found
that pitch = 0 and yaw = 25 are reasonable choices for planar grasps. Informa-
tion about the position and orientation of the arm’s end-effector is coded in the
genome as the position of the frame attached to the end-effector expressed in the
object-centered coordinate system (X,Y, Z) and the roll angle of the end-effector
frame (θ).

Our robotic hand has four identical fingers, with index, middle and ring fin-
gers in opposition to the thumb finger. Each finger has four degrees-of-freedom
corresponding to tendon driven rotational joints. The structure of the robotic
hand appears to be similar to the human hand. This inspired us to adopt some
biomechanical constraints in order to reduce the search space for the genetic
algorithm. The constraints are of two types: static(limit the range of finger mo-
tion), and dynamic (describe relationships between some finger joints) [19]. We
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are particularly interested in dynamic constraints. The most commonly used
constraint is the one which relates proximal interphalangeal (qPIP ) and distal
interphalangeal (qDIP ) joints of each finger except the thumb. Since these two
joints are driven by the same tendon it can be stated that: qDIP = 2

3qPIP . This
relation may be used to further reduce the dimensionality of our genome, since
for index and middle fingers of the robotic hand it provides an acceptable ap-
proximation. The genes qI

1:4, qII
1:3 and qIII

1:3 encode the joint angles of the thumb,
index and middle fingers respectively (fourth joint angle for index and middle
is computed using the dynamic constraint). Since we deal with three-fingered
grasps only, we do not consider the fourth, ring, finger of the robotic hand.

5.2 How Does the Genome Encode the Contact Points?

Quality criteria explained in section 4 need an information about contact points
on the grasped object. Since we are encoding the position and orientation of the
end-effector (robotic hand) and joint angles of each finger, we need to compute
Cartesian position of each contact point in a object-centered reference system.
However, the choice of the genome allows us to perform this by simple direct
kinematics calculations.

An articulated object is made up of rigid bodies, called links, connected by
joints. Each link has its own coordinate frame in the kinematic model, and pairs
of link frames are connected by coordinate transformations. A coordinate trans-
form from frame i to frame j, jTi, is specified by a rotation matrix jRi ∈ 03x3

and translation vector jti ∈ 03x1, arranged in a 4x4 homogeneous transforma-
tion matrix. The most important reference frames in this work are depicted
in Fig. 2. Given the direct kinematics function of each finger, PALMTTIP (q),
which relates the position and orientation of the fingers’ end-effector (fingertip)
to the frame attached to the hand’s palm, and the position and orientation of
the hand’s palm, SETPALM (X,Y, Z, θ), with respect to the object-centered ref-
erence system, the frame for each finger’s end-effector can be computed by the
following expression in homogeneous coordinates (see Fig. 2):

SETTIP (X,Y, Z, θ,q) =SE TPALM(X,Y, Z, θ) ∗PALM TTIP (q) (6)

Admissible Values for Each Gene. As explained in the previous sections, our
genome is composed of 14 genes. The first three genes constitute the (X,Y, Z)
coordinates of the base of the palm (PALM) in the object-centered reference
system (SE). The fourth gene constitutes the rotation about the Z axis of the
palm base relative to the object-centered reference system, θ. There follows four
genes encoding the thumb joint angles, and six genes representing the joint angles
of the index and middle fingers. Figure 2b shows admissible values for each gene1.
These ranges take into account the mechanical properties of the robotic hand,

1 Linear measures are in cm, while angular ones are in rad. Δ is the discrete step
of variation of each gene. I, II, and III denote thumb, index and middle fingers
respectively.



574 A. Chella et al.

(a) Reference systems used to com-
pute the points of contact

Gene Min Max Δ

X −2 ∗ max{ax, ay} 2 ∗ max{ax, ay} 0.1

Y −2 ∗ max{ax, ay} 2 ∗ max{ax, ay} 0.1

Z 7 15 0.1

θ α − π/4 alpha + π/4 π/36

qI
1 0 π/2 π/36

qI
2:4 0 π/2 π/36

qII
1 , qIII

1 −π/12 π/12 π/36

qII
2:3, q

III
2:3 0 π/2 π/36

(b) Range of variation for each
gene in the genome

Fig. 2. Reference systems and range of variation for each gene in the genome

as well as empirical values depending on the characteristics of the object being
grasped. Furthermore, each gene is allowed to take values from a discrete set,
instead of a continuous one. This choice is justified by the minimum resolution
of the robot’s sensors and actuators, without sacrificing the precision of the final
grasp.

6 Fitness Computation

The fitness function assigns a score to each individual (genome) in the popu-
lation. Genomes with greater score will have greater possibility to be copied in
the new generation, or to be selected for the reproduction. Appropriate choice
of the fitness function represents a crucial factor in using genetic algorithms.
Given the genome, the coordinates Fi = [F i

x, F i
x, F i

z ]T of each fingertip (where
i = {I, II, III}) can be obtained through the direct kinematics calculations
(section 5.2). Due to a high dimensionality of the search space, several individ-
uals in the population may lead to configurations which are too far from the
object’s boundary in order to perform a grasp. If the fingertips are near enough
to the object’s boundary (i.e. below a fixed threshold, σ), the algorithm checks
if they respect the force-closure property. In this case the fitness value is the
sum of grasp quality criteria (section 4. Otherwise, a penalty fitness value, pro-
portional to the sum of the distances between each fingertip from the boundary,
is assigned to the individual. The distance of each fingertip Fi from the object
may be computed as the Euclidean distance between the fingertip [F and the
nearest point on the object’s boundary Obji = [Obji

x, Objx, 0]T . This distance
will be denoted as D(F,Obj). It worths noting that force-closure algorithm and
quality criteria work only with the contact points, without checking the actual
direction of forces acting on the object. It may happen, for example, that the
robotic finger crosses the object, thus creating an undesirable torque. An addi-
tional criterion, force direction, checks if the computed grasp could be physically
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achieved. For each finger, i, we compute the direction of its last link,
−−→
qi
3q

i
4, and

check if it points towards the object. In this case we set force direction as VALID,
otherwise it is set to INVALID. Table 1 depicts our algorithm for assigning a
fitness value to each genome. Proportional factors a, and b are empirically tuned
until satisfactory results are obtained.

Table 1. Fitness algorithm

For each genome [X, Y, Z, θ, qI
1 , . . . , qI

4 , qII
1 , . . . , qII

3 , qIII
1 , . . . , qIII

3 ] obtain the Cartesian
position of the robotic hand fingertip, Fi, and the nearest postion on the superellipse
boundary, Obji,
∀i ∈ [I, II, III ],

IF D(Fi,Obji) ≤ σ AND force direction for the ith finger is VALID,
IF force-closure property is satisfied
THEN score =

�III
i=I

�4
j=1 jth quality criteria,

where j={triangle area, equilateral triangle, curvature and triangle center}
ELSE score = b ∗

�III
i=I ‖Fi − center of grasping triangle‖

ELSE score = a ∗
�III

i=I D(Fi,Obji)

7 Neural Networks for Grasping

Genetic algorithms work well for off-line function optimization. Due to time-
to-converge requirements of a typical genetic algorithm, they are generally not
suitable for real-time applications. This is especially true in our case. As will be
shown in the experimental section, the grasp for an unknown object is synthesis
ed in an average time of 2-3 minutes, with the variance of 2 minutes. Obviously,
not what is intended for real-time behavior. We would like to have a grasp being
computed in orders of seconds, instead of minutes. This is mostly due to the
huge search space of the problem, and hard requirements we have imposed to
a solution. Several individuals simply get assigned a huge fitness because the
grasps they generate are too far from the object’s boundary, or do not respect
the force-closure property. That means that only a small number of individuals
are allowed to be reproduced across generations, which drastically slows down
the algorithm. However, if the initial population was generated from a sufficiently
good approximation of the actual solution, genetic algorithms would converge in
slightly less time.

These observations led us to adopt a neuro-genetic approach to the problem
of three-finger grasp synthesis of planar objects. Genetic algorithms are used to
create a huge training-set of good grasps on randomly created objects. During
the creation of the training-set we imposed some reasonable constraints on the
shape, dimensions and positions of objects in the workspace, in order to repro-
duce situations commonly encountered in practice. A feedforward neural network
is then trained on these values, having object parameters as input (i.e. superel-
lipse’s parameters), and genomes as output. The neural network approximates
the non-linear manifold in the solution space. Inputs to the neural network are
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the object’s shape information (arctan ySE

xSE
, ax, ay, ε, tap, bendx, bendy), together

with its orientation, θ, in the SUPERELLIPSE reference system, and the angle
α which encodes the displacement of the object relative to the base of the robotic
system (see Fig. 2). The output is the genome, as described in section 5.

At real-time, the object is extracted from the background and superellipse’s
parameters (position, orientation, shape, and deformation values) are obtained
from the fitting process. Trained neural network outputs a rough approximation
of the grasp (in terms of a genome, G), which is used to create the initial pop-
ulation for the genetic algotihm by sampling from a multivariate Gaussian with
mean value G, and covariance matrix Σ (which are empirically set). This re-
stricts the search space, and allows to set the population size, as well as the the
maximum number of generations to smaller values, thus improving the overall
computational time. The genetic algorithm then outputs the improved solution
in terms of grasp quality.

8 Experimental Results

We have tested our algorithm on a variety of shapes obtained by varying the
superellipses’ parameters. Tests have been performed both in simulation and
on the real robotic platform with excellent results. Main features used in our
gentic algorithm and neural network are depicted in the figure Fig. 3. With
these settings, an average time of 2-3 minutes is needed to obtain a solution.
The trained neural network is a feedforward network with one hidden layer.
Input and output layers have 8 and 14 neurons respectively, while the hidden
layer is composed of 50 neural units. The mean-square error is shown in Fig. 4.

Type Steady-state

Population size 4000

Reproduction operator Tournament

Crossover(%) Uniform(40%)

Mutation(%) Swap(5%)

(a) GA characteristics

Training (test) set size 4500 (500)

Learning rate 0.7

Training algorithm Backprop.

Training epochs 2000

Training (test) set MSE 0.89 (0.92)

(b) NN characteristics

Fig. 3. Characteristics of the genetic algorithm and neural network used in the exper-
imental section

In practice, objects are segmented from the background and the fitting of su-
perellipses is performed. Neural network outputs an approximation of the grasp,
which is then used as input to the genetic algorithm, which refines the grasp. The
algorithm operates in 2-3 sec which is acceptable for most applications. During
this time interval the robot may perform the reaching and pre-grasp operations,
without affecting the performances of the overall robot control system. Figure 5
shows some successful grasps obtained with our algorithm. Tables depict values as-
sumed by the quality criteria for the best individual, number of generations needed
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Fig. 4. Mean square error during neural network training

Feature Value
TA 0.685
TC 0.126
Curv. 1.03
ET 0.165
Tot. 2.006

Generations31

Time 3.2 sec

(a) GA summary

(b) Contact points

(c) Successful grasp

Feature Value
TA 0.787
TC 0.072
Curv. 0.997
ET 0.043
Tot 1.899

Generations15

Time 1.5 sec

(d) GA summary

(e) Contact points

(f) Successful grasp

(g) Grasping a rectangular object (h) Grasping a spherical object

Fig. 5. Some successful grasps performed in simulation and on real robotic system

to converge, and the total time on our hardware2. Contact points for robotic hand
fingers are depicted in green for thumb, red for index, and blue for middle. The
position of the palm base and its orientation with respect to the object is shown
in black. Some examples of grasps on the real robotic platform are also shown.

2 2GHz CPU, 2GB RAM, Linux OS; software is written in C++ programming lan-
guage.
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Università degli studi di Palermo, Dipartimento di Ingegneria Informatica,
Viale delle Scienze ed. 6

Abstract. This paper describes a robotic architecture that uses visual
attention mechanisms for autonomous navigation in unknown indoor en-
vironments. A foveation mechanism based on classical bottom-up gaze
shifts allows the robot to autonomously select landmarks, defined as
salient points in the camera images. Landmarks are memorized in a be-
havioral fashion, coupling sensing and acting to achieve a representation
view and scale independent. Selected landmarks are stored in a topo-
logical map; during the navigation a top-down mechanism controls the
attention system to achieve robot localization. Experiments and results
show that our system is robust to noise and odometric errors, being at
the same time adaptable to different environments and acting conditions.

1 Introduction

Navigation in unknown environments is one of the most fundamental subject in
mobile robotic research. Recent works tend to provide the robot with abilities to
autonomously navigate without relying on a priori environment knowledge. For
the purpose of localization and navigation, the robot must construct a represen-
tation of the world, or a map, (for example see [1]). Occupancy grid map [2] is
an usually adopted approach, which produces accurate results but requires large
amount of memory. Other common approaches include: i) appearance based nav-
igation [3], which uses a sequence of frontal views in a route (memorized during
the learning phase) for matching and recognition; ii) landmark-based naviga-
tion, which uses static recognizable sensor patterns to build a coarse map (for a
review of robotic mapping and localization see [4]). In our work we adopted a
landmark-based approach, using an absolute diktiometric map; instead of giving
the robot a pre-defined set of landmarks, our system should be able to choose
them by itself. To define what a landmark is for the robot, we relied on the visual
attention mechanisms present in biological systems.

One of the most studied aspect of biological vision is the shift of visual at-
tention to direct our gaze towards parts of scene meaningful for the being [5,6].
This is accomplished by a small part of the eye, called fovea, which contains the
major density of photo-receptors. By moving the fovea (foveating) we can shift
our focus of attention, allowing to cut off the complexity of analyzing all the
information that crosses the optic nerve. It is generally accepted that the atten-
tion system is guided by two main components acting in parallel: the bottom-up

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 579–590, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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gaze shifts controlled by low-level features of the image and the top-down ones
controlled by cognitive tasks (for a review, see [7]). One of the first computa-
tional model of the bottom-up attention system has been described in [8]. Their
hypothesis was that a centralized two-dimensional map, called saliency map,
was the basis for the control of attention shift. Such map was built from several
pre-attentive layers, each of them tuned to detect features like colors, contrast,
intensity, orientations, junctions and so on. The output of the layers is com-
bined in the saliency map. Its greatest value is chosen for the next foveation in
a winner-take-all fashion. After a foveation a mechanism of inhibition of return
[9] prevents the fovea from remaining in the same position. There are distinct
ways to define top-down attention: from a physiological point of view, top-down
neural signals go from the higher sensory areas to the lower ones, in an anatom-
ical hierarchy [10]; from a psychological point of view, the task being performed
modulates the low-level stimuli, enhancing the ones meaningful for the task itself
[11].

The proposed system uses a classical model of biological inspired attention
mechanism [12] to select salient locations from the whole input image. More-
over, we adopted a foveation mechanism [13] based on classical bottom-up gaze
shifts allowing the robot to autonomously select as landmark those regions which
yield a sufficiently complex local descriptor. Following this approach, which in-
troduces an interesting concept of sensory-motor coupling, we gained a landmark
representation robust to noise and scale-invariant. To solve the obvious problems
related to recognition in the case of viewpoint changes, we extended the single
view approach of [13] to a multi-view representation by memorizing different
snapshots of the same landmark along with the related viewpoint. To control
the shift of attention, we focused on the task role, i.e. looking for a landmark in
a scene or finding information about a landmark itself.

2 An Overview of the Proposed Architecture

The proposed architecture is depicted in figure 1. The two main components are
the memorizing system, concerned with landmarks selection and representation,
and the recognizing one, related to robot localization. All these operations are
carried out while navigating (in autonomous or controlled way) in a static en-
vironment. The two systems share a memory, where all the information about
landmarks is stored.

During the memorization phase the robot observes the scene in front of it,
while the bottom-up attention system is active. It will find some places with
saliency value strong enough to attract its attention, and among them will choose
one. This place (which is not necessarily an object or a location with a semantic
value) is a candidate landmark L. Once discovered L, the robot starts memoriz-
ing information about it: the position relative to the robot and a series of small
foveations as in [13]. The number of different foveations is the criterion by which
to accept or reject a landmark: if the number of foveations is over a threshold
(currently set to 4), the landmark is accepted, otherwise it is rejected and the
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robot will continue navigating and looking for another salient place. Once ac-
cepted, the landmark is placed in a topological map, and the robot starts to
move around it to gather some snapshots from different viewpoints. Each snap-
shot is stored in the memory referring to the same landmark L. Once the track
system fails to recognize the landmark, the robot will resume its task until a
new location is discovered (see section 2.1).

Recognizing

Learning

Memory

Topological
Map Snapshot

Covert and
overt shift of

attention
(Bottom-Up)

Landmark
Identification

Tracking

Covert and
overt shift of

attention
(Top-Down)

Landmark
Exploring

Position
Reconstruction

Hypotesis
Generator

Landmark
Approaching SLAM

Landmark
Recognition

Image

Fig. 1. The schema of the proposed architecture

During the recognition phase the robot uses the landmarks memory to make
hypotheses about its position. The nearest landmark in the topological map is
selected and the robot approach it. Pan-tilt unit is controlled to center the image
with respect to the estimated position of L . When the robot is near enough to
L, the snapshot indexed by the current angle between the robot and L is selected
for matching. If such a match succeeds the robot’s estimated position is nearly
correct and it can continue navigating. Otherwise other hypotheses have to be
considered, including trying other orientations or moving around to get rid of
occlusions. If none of these tries succeed, the memory entry of that landmark is
deleted and the robot will start a new memorize process.

The algorithm 1 summarizes the above description. Further details will be
given in next sections.

2.1 The Topological Map

In our approach the topological map is an absolute diktiometric map ([14,15,16])
represented as an unoriented graph (see figure 2): each node stores information
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Fig. 2. The topological map constructed after recognizing five nodes (landmarks). For
each node is associated the position as estimated by the odometer and the map-position
correction algorithm ([14]). The frame of reference origin is placed at the starting robot
position and orientation.

about the landmark position, while an edge exists between two landmarks li and
lj if the robot discovered the landmark j right after the landmark i (either in
memorization mode or recognition mode) or vice-versa. The topological map is
used by the robot to localization and mapping.

The localization procedure computes the robot position in an absolute frame
of reference as in [16]. The mapping procedure is concerned with nodes creation
and correction in the topological map. A new node is added to the graph as
soon as the robot reaches a new place. There are many criterions to determine
when the robot has reached a new place, depending on the sensors the robot is
equipped with and the kind of computations involved. The robot will look for
a new landmark when the distance from the previous one is above a threshold
(currently it is set to three meters in a straight line) or the similarity between
subsequent images is too low. We applied a block matching motion compensation
algorithm [17] to estimate the similarity between the current image It0+t and
the reference image It0 , acquired as soon as a landmark memorization process
ends. The difference between It0+t and It0+t−1 is computed as:

ε =
∑

j

ej (1)

where ej is the mean squared difference between the block bj ∈ It0+t and the
matching block in It0+t−1. The similarity between It0+t and It0 is computed as:

Et =
∑

k

εt0+k (2)

In the current implementation, as the robot moves it tracks its position using
odometry, accumulating errors due to wheel slippage and floor irregularities. If
during navigation the robot is near enough to a known landmark, the recognition
process is activated. This allows to correct both robot position and map. If the
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Algorithm 1. The system main loop
– If no known landmark is near enough, start the memorization process:

1. Look for a landmark L1 using the attention system of [12]. Once found, calcu-
late its position and store it in the topological map.

2. Detect basic and context edges as in [13].
3. Memorize the edges in a scale-translation-rotation invariant frame of reference.
4. If there are unvisited context edges, move the fovea along them and go to step

2.
5. If there are not enough foveations, roll back the topological map changes and

go to step 1.
6. Insert a snapshot in L1 node containing all the fovea movements and edges

and index it with the angle between the robot and L1
7. Move the robot around L1 while tracking it.
8. If there are not enough snapshot get a new one returning to step 2.
9. Suppress the memorization process and the recognition process, until the robot

is far enough from L1.
– If the robot is near enough to a known landmark L2, start the recognition process:

1. Move the camera to center the known L2 position.
2. Try to recognize L2 using the snapshot indexed by the current angle between

the robot and L2 by reproducing the memorized fovea movements.
3. If the recognition succeeds, calculate the new L2 position and update the node

in the topological map. Next suppress the recognition process.
4. Otherwise, use all the stored snapshots (i.e. all the other angles) to recognize

L2, go to step 2.
5. If L2 is not recognized, delete the corresponding node in the topological map

and start the memorization process.

recognition succeeds the landmark position is updated using an average of the
previous position xt−1 and the current one xt with innovation factor α:

xt ← αxt + (1− α)xt−1, 0 ≤ α ≤ 1 (3)

For similar approaches see [18] and [14]. We did not choose to update the
nodes offline (as in [19]), because our main purpose is not a perfect metric
representation of the environment, but rather a study of the use of biological
inspired attention systems in robotic.

2.2 The Landmark

The fovea movements have the purpose of focusing the attention on the most
informative part of an image. Looking at an object may be seen as moving
the fovea around it, recording the movements done and the parts of the object
foveated. This way there is strong coupling between the ‘passive’ vision, i.e.
detecting features like edges or contrast, and ‘active’ vision, i.e. memorizing the
possible interactions with an object in a behavioral fashion.

For the purpose of our system, which is unable to interact with the world
apart from seeing it and moving inside it, we adopted the approach proposed
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(a) Figure 6(a) zoomed inside
the white rectangle. Here the
Gaussian pyramid effect may
be seen.

(b) The landmark memory structure.

Fig. 3.

in [13]. We define a landmark as a collection of snapshots of a static pattern,
each of them being a series of sequential foveation. In particular, a landmark is
memorized with:

– its position in the topological map;
– a set of n snapshots from n different viewpoints, each of them storing:

• the angle between the robot and the landmark itself;
• a basic edge;
• one or more context edges;

A schematic representation of the landmark memory is depicted in figure 3(b).
Each snapshot is indexed by the angle between the robot and the landmark.
Such angle is computed using the estimated robot position and the landmark
position in the topological map.

During the memorization process a landmark is initially perceived as a salient
point in the camera image, detected using the model of [12] tuned to give the
orientation channel more weight. Fovea movements are restricted to a square
region centered in the saliency point and with a side of about 1

4×Ih
, where

Ih is the image height1. In such square (referred as R) we identify a circular
area, named Attention Window, which diameter is about 1

2 the length of R
side. A recursive Gaussian-like convolution ([20]) is applied to obtain a decrease
in resolution from the center to the surrounding. The central point (named the
fixation point) is surrounded by three concentric circles, with a resolution ranging
from full in the center (the fovea) to 1

22 in the outer circle (see figure 3(a)). The
feature detector mimics some functions similar to the ones in the primary visual
cortex orientationally selective neurons. Edge detection is dependent on the circle
resolution the edge is inside and it is performed by the neural network described
in [21]. Such network uses competitive dynamics to reach a steady state where
only one neuron is firing, in which case an edge is found with orientation equal

1 If the square falls outside the image, the pan-tilt is rotated to center such point.
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to the one the firing neuron is tuned to, or no neurons are firing, in which case
no edge is present.

According to [13], in the Attention Window we distinguish two kind of edges:
the basic edge, located in the center of the fovea, and context edges. The basic
edge orientation (in an absolute frame of reference) will be the basis for a new
relative frame of reference where all the context edges may be expressed. The
parameters of such frame of reference may be plotted on three toroidal surfaces,
achieving a representation of the image features invariant to shift, rotation and
scale. The three surfaces are next used to train a classical Hopfield neural network
for recognition of images under the Attention Window, and compose the ‘what’
memory of a pattern. Once the edges are found in R the fixation point is chosen
from all the detected edges in a winner-take-all fashion using the formula:

Ak = a1zk + a2λk + a3ηij(t) + a4χij (4)

where, referring to context edge k, Ak is the ’importance‘ level, zk is the activa-
tion level, λk is its distance from the fovea center, ηij(t) is an inhibition of return
function and χij is a ’semantic‘ value associated with an image to introduce a
top-down control in the attention process. While in [13] such a value was used to
push the fovea along pre-defined meaningful image regions (for example eyes or
mouth), we used it to obtain the pattern shown in figure 4. This way the fovea
is forced to get away from the same vertical edge after few foveations because
vertical edges are prevailing in indoor environment and they are not distinc-
tive. The coefficients a1, a2, a3, a4 are found experimentally. Once the context
edges importance levels are computed, the Attention Window is centered on the
maximum one, starting a new context edges memorization procedure. All the
movements are recorded using the same relative frame of reference described
above, achieving a scale translation rotation invariant ‘where’ memory of all the
fovea movements used to memorize a landmark (see figure 6(a) and 6(b) for
examples of fovea movements). The fovea movements are terminated when a
previous selected edge is selected again.

During the recognition process the robot places itself in a position in the
environment with a known angle θ between the landmark and itself, centers the
camera over it, and starts doing the memorized fovea movements to recognize the
landmark. The recognition starts from the image center and uses the snapshot
correspondent to the angle θ. However the recognition may fail: if this happens,

Fig. 4. The spiral-like pattern used to look for the first landmark foveation
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the search will be done in the entire image in a spiral-like pattern, thus moving
away from the image center, as in figure 4. If this search process fails too, the
robot will try to move to another position and start again the search process,
this time querying the entire snapshots memory. If the researched landmark is
found, then the topological map (including the robot position) is updated using
the new information, otherwise the robot suppose it lost itself and will begin a
new memorization process.

2.3 Controlling the Robot

Let suppose that the landmark L has been identified in the right image; in
order to reconstruct its position, the fovea intensity in the initial position is
matched along the direction of the related epipolar line in the left image. Once
the correspondence has been determined, the landmark 3D position, computed
by triangulation, is stored in the Topological Map and used to compute the next
points of view. To this aim, a tangential potential field is generated forcing the
robot to move along a circle centered in the current landmark. Such field is ob-
tained by computing the direction θ of a repulsive potential field centered in L
and therefore by setting θ ← θ ± 90. The resulting vector points in the direc-
tion of the tangent to the circle centered in L. The sign of the new θ (clockwise
or counterclockwise) is chosen according to the current robot heading. During
robot motion, pan-tilt movements are performed to keep L in the image center.
However, due to odometry errors, the landmark could not be at the predicted
location, so a Kalman filter [22] has been adopted to track L in the image se-
quence. The next point of view is selected as the effective landmark position in
the image is outside of a central region (its width is one third of the camera
image width and its height is about half of the camera image, see figure 5), or
the distance from the last viewpoint is greater than a threshold, which is di-
rectly proportional to the robot-landmark distance. The landmark exploration
procedure stops when the robot can not follow its trajectory anymore (i.e. due
to the presence of some obstacle) or when the landmark is not visible anymore
from the current robot position.

The robot is provided with a set of low-level behaviors (i.e. wall-following)
allowing it to explore its environment. The environment exploration strategy

(a) Landmark loss (b) Re-centering the land-
mark

Fig. 5. The tracking. In the left image, the landmark (depicted as white cross) gets
out of the white central region, triggering the camera re-centering (right image)
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(a) (b)

Fig. 6. a) The first landmark recognized by the robot. The red circle is the first fovea
placing, while along the white line there are the subsequent movements. The large
white square is the image region inside which fovea movements are allowed during the
landmark memorization. b) The two landmarks detected in the lab near the corridor.
The robot at first detected the salient point to the right, discarded it (see text) and
memorized the second landmark to the left.

consists of turning towards an open direction and selecting a low-level behavior
to be activated.

3 Experiments and Results

The proposed system has been tested on a Real World Interface RWI-B21 robot,
equipped with a pan-tilt stereo head, laser rangefinder and sonars. The tests were
performed in an indoor static environment composed by three laboratories and
a corridor. For the purpose of landmark identification and during the bottom-
up attention process, only one of the two images captured by the calibrated
stereo rig has been used; the stereo procedures are activated after the landmark
identification to compute its 3D position. In figure 6(a) the robot was placed
at the start of the corridor and was carrying the memorization process (the
topological map was empty). The bottom-up subsystem detected a salient point
(the red circle), a region around that point was selected (the white square)
and a sequence of foveating movements was performed in this region (the white
line). In this situation the number of fixation points was 8, and the points set
was accepted as a valid landmark (our threshold was 4). Its 3D position was
computed and stored in the topological map as node 1 (see figure 2). It should
be pointed out that a landmark could be rejected if its 3D position can not
be accurately determined (i.e. it is farther than 3 meters away). Finally the
move around behavior started. As soon as the landmark position moved outside
the image center, a new snapshot was taken, the robot centered its camera on
the landmark and the snapshot procedure started again (figure 5). The robot
movements during the move around behavior are depicted in figure 7(b). After
the robot circled the first landmark, the tracker lost it and a standard navigation
procedure restarted (in this experiment a simple wall-following behavior). The
next candidate landmark was a large door at the end of the corridor, but it
did not receive enough foveations and was discarded. The bottom-up attention
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Fig. 7. Figure (a) shows the complete path made by the robot during the memorization
process. We omitted the circling paths and the error paths for figure clarity. Figure (b)
shows the move around behavior during the snapshotting procedure of landmark 1.

subsystem chose a coffee machine as new landmark, it received 5 foveations
and was memorized as landmark 2. The wall-following behavior made the robot
turn ahead, going down the corridor. During such traveling it discovered again
the first landmark, recognized it and went across the open door on its left.
After the robot moved from the corridor to a lab, it had gone for more than
3 meters, so it started to look for a new landmark. The first candidate (the
green circle on the right in figure 6(b)) was rejected because only 3 foveations
happened around it. The next candidate (the red circle on the left in the same
figure) received 7 foveations, so it was accepted as a new landmark numbered 3.
The memorization procedure started again, together with moving around and
snapshooting. It should be pointed out that the selected landmark was not an
object, but only a salient region of the image. Furthermore the robot was unable
to take rear snapshot of the landmark, because of occlusions (there was a monitor
on its left). The robot went on in the other two labs memorizing the landmarks
and gaining a complete topological map of its environment (see figure 2) The
whole robot path during the memorization phase is displayed in figure 7(a).

We carried out experiments to evaluate our model. We tested the system per-
formances on 20 trials in the previously learned map under different conditions.
For each landmark (identified by its number) we reported the recognition success
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(b) Autonomous

Fig. 8. Landmark recognition rate over 20 trials. Two different conditions were tested.
The x-axis shows the landmark ID, while the y-axis shows the ratio of correct recogni-
tions. The red line is an acceptability threshold of 80%.
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ratio, fixing an acceptability threshold of 80%. Figure 8 summarizes the results
of these experiments. In figure 8(a) the robot was teleoperated (i.e. odometric
errors were absent), and the recognition rate was very high. In figure 8(b) the
robot was autonomously controlled as described in our model; as pointed above
the third landmark was the most difficult one to recognize, and it obtained only
a 70% success rate.

4 Conclusions

In this paper we proposed a robot navigation system based on a biological in-
spired attention mechanism. The robot is able to recognize landmarks in its
environment, memorize them in a topological map and use them for navigation
and localization. A particular care has been dedicated to the attentive systems:
we put together bottom-up and top-down attention, reacting to salient part of
images when necessary and stepping to a controlled search in the visual input
when the robot ‘knows’ what and where to look for. Following this guideline,
we allowed the robot to detect by itself the landmarks, defined as salient points
in the images taken from the camera. A landmark is memorized in a behavioral
fashion, using a mixture of fovea movements and robot movements to grasp its
shape and features.
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Abstract. A 3D virtual model of the human lower extremity has been
developed for the purpose of examining how the neuromuscular system
controls the muscles and generates the desired movement. Our virtual
knee currently incorporates the major muscles spanning the knee joint
and it is used to estimate the knee joint moment. Beside that we devel-
oped a graphical interface that allows the user to visualize the skeletal
geometry and the movements imparted to it. The purpose of this paper
is to describe the design objectives and the implementation of our EMG-
driven virtual knee. We finally compared the virtual knee behavior with
the torque performed by the test subject in order to obtain a qualitative
validation of our model. Within the next future our aim is to develop a
real-time EMG-driven exoskeleton for knee rehabilitation.

Index Terms - EMG signals, human knee, exoskeleton, simulation.

1 Introduction

Muscles and tendons actuate movements by developing and transmitting forces
to the skeleton [20]. We investigate how individual muscles are activated to gen-
erate joint moments and movements, and to produce coordinated knee torques.
This knowledge is instrumental to design a robotic exoskeleton suitable to sup-
port a neurologically injured human knee and to provide the proper rehabilita-
tive treatment to the patient. Since exoskeletons necessitate of great amount of
resources to be developed, the availability of realistic simulators to be used in
testing different situations of rehabilitation is a must. Furthermore, from a me-
chanical point of view, exoskeletons are becoming more and more cost effective
and reliable. On the other hand, the increasing availability of small computing
devices with considerable embedded computational power makes now possible
to endow exoskeletons with more and more intelligence and autonomy. Following
our former research experiences with service robotics and humanoids, we are now
investigating how more intelligence can be brought on-board exoskeletons. We
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particularly wish to develop control systems capable of learning a specific motor
gait and independently move the robotic orthosis when the injured patient can’t.

The virtual knee presented in this manuscript is actually a three-dimensional
graphical representation of a human knee which moves in response to electromyo-
graphic activity pre-recorded from the legs of different test subjects as they per-
form time varying knee flexion and extension tasks. Our virtual knee is suitable
for the study of the neural control mechanisms involved in the transition between
two knee postures.

2 Initial Observations

We mainly focused on the study of the knee torsion. In order to keep simple
the structure of the model (see Sect. 5), we decided to limit to a number of two
the EMG signals to acquire for the control of the virtual knee. Adding more
muscles, already in this first experimentation, would have indeed leaded to a
complex model very hard to handle. We chose to record the contractile activity
of the biceps femoris because, among all the flexor muscles, it has the highest
Physiological Cross-sectional Area (PCA) [22], therefore its contribution to the
total force generated at the knee articulation will be the highest one [13,14,15,16].
Among the extensor muscles we chose the rectus femoris because of its proximity
to the skin surface. For this reason it’s possible to record its activity without
experiencing too much cross-talk interferences [10,12].

3 Graphical Interface

The Fig. 1 depicts the virtual leg which is driven by the biomechanical model ac-
cording to the pre-recorded electromyograms. The 3D Human Lower Extremity
has been developed at the Department of Anatomy of the University of Brussels
(ULB) and it is anatomically correct. The original 3D image was a *.msf file.
By using the Data Manager program, also developed at the University of Brus-
sels, we exported every single part of the lower extremity in the *.wrl format.
Successively we wrote a VRML program in order to put all the exported parts
together again and to form the image shown in the Fig. 1. We chose to adopt
VRML for rendering the 3D knee, mainly because it makes the communication
with the MATLAB Simulink biomechanical model easier to set up [5].

The 3D model of the human skeleton developed at the University of Brussels
(ULB) is available online [2].

4 A Forward Dynamics Approach

We have used a forward dynamic approach in the study of the human movement
(Fig. 1). This choice has been encouraged by the results obtained by Buchanan
et al. [8,19]. A detailed description of the phases involved in the control of the
virtual knee will be offered in the following subsections.
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Fig. 1. The Forward Dynamics Approach and the Graphical Interface. The flowchart
depicts the neural commands and forces for two muscles and moments and the joint
angle used to control the virtual human lower extremity.

4.1 Signal Acquisition and Muscle Activation

The acquisition stage comprises the sampling and the processing of the EMG
signals while the subject executes flexions and extensions of his leg. The signals
have been sampled at 1 kHz while the BIOPAC MP35 data acquisition unit [1]
was connected to a personal computer with an Intel Centrino processor and a
512 MB RAM memory. The disposable differential surface electrodes have been
placed as shown by the Fig. 2. We retrieved information on how to correctly
place the electrodes and on how to adequately prepare the skin tissue from the
SENIAM Project web site [3]. During the acquisition stage the signals have been
amplified (gain of 1000V

V ) on both channels and successively bandpass filtered
from 20 to 450 Hz [4,11]. In software, the resulting signals have been full wave
rectified and normalized to approximate the activation of the muscles, ai(t).

4.2 Muscle Force

We now want to obtain some kind of measure of the force, starting from the
muscle activation, ai(t), previously computed. We can theoretically express the
muscular force, Fi(t), as a function of ai(t):

Fi(t) = f(ai(t)) (1)

We approximated it with the following formula:

f(t) =
1
T

∫ t

t−T

|a(t)| dt (2)
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Fig. 2. Electrodes placed in the correspondence of: the rectus femoris neuromuscular
junction (a), the biceps femoris neuromuscular junction (b) and the ankle intended as
a neutral area (c)

where T is a temporal window specifying the dimension of the interval during
which the calculation of every sample is executed. The equation (2) is actually
a very rough approximation of the muscular force. However, we should keep in
mind that our aim is not performing a careful clinical analysis of the muscles
behavior. For our purposes it’s enough understanding the time interval during
which the muscles are active along with the intensity of contraction. Refer to
Sect. 6 to see how our approximations did not negatively affect our simulations.

4.3 Driving the Virtual Knee

Once all the muscle forces are calculated, it is important to compute the cor-
responding contribution to the joint moment. This requires knowledge of the
muscle’s moment arms. We evaluated them as follow:

ri(θ) = b0 + b1 · θ + b2 · θ2 + b3 · θ3 + b4 · θ4 (3)

where θ is the knee joint angle expressed in degrees, while b0, b1, b2, b3, b4 are co-
efficients related to the i-th muscle (see [18] for more details). The corresponding
joint moment M can now be estimated:

M(θ, t) =
m∑

i=1

(ri(θ) · Fi(t)). (4)

The muscle’s force Fi(t) is obtained from (2). In this case the index i has been
introduced, and it corresponds to a particular muscle. The joint moment, in
turn, will cause the movements. The knee angular acceleration and the related
command signal are calculated directly from the computed joint moment as
shown in the following section.

5 The Biomechanical Model

5.1 Modeling the Human Lower Extremity

The human lower extremity has been modeled as a rigid body swinging between
0◦ and 130◦ (Fig. 3). Our software mainly simulates the action of the gravity
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Fig. 3. The human lower extremity has been modeled as a rigid body capable of swing-
ing in the interval of 0◦ < α < 130◦

force affecting the rigid body during its movement, the action of the extensor
muscle force and the action of the flexor muscle force. It also simulates the force
that takes place when the leg is extended until reaching the angular position α
= 0◦. At this point an impulsive force is generated in order to stop the motion of
the leg preventing it from extending beyond the threshold α = 0◦. As soon as the
leg is blocked, the effect of the force fades away and the leg is free again to flex
itself under the action of the successive contraction. The anthropometric data
for modeling the rigid body has been taken from [9]. We particularly considered
a centre of mass of the rigid body placed at 21.67 cm from the knee joint and
with a weigh of 3.805 Kg.

5.2 The Structure of the Model

The Fig. 4 shows the structure of the biomechanical model which evaluates a
prediction of the torque executed by the subject. In the first stage the muscular
forces, along with the gravity, are coupled with their respective moment arms
(according to the formula 4). The net knee joint moment, M , is then combined
with the inertial coefficient and the resulting acceleration ϑ̈ is composed with
the action of the Virtual Walls placed at α = 0◦ and at α = 130◦. The resulting
signal is integrated twice to obtain the angular position ϑ used as a command
signal for the virtual knee depicted in the Fig. 1.

5.3 The Virtual Walls

As already explained in the Sect. 5.1, the Virtual Walls generate an impulsive
force that stops the motion of the leg before it reaches undesired positions. The
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Fig. 4. Biomechanical Model. It calculates the command signal starting from the pre-
recorded electromyograms. The original biomechanical model has been developed using
MATLAB Simulink. The diagram here depicted is to show the general structure of the
control system.

force must be impulsive and it has to be generated only in the correspondence
of the temporal instants in which α gets equal to 0◦ (critical instants). In the
Fig. 5 is depicted the structure of the Simulink block implementing the Virtual
Wall placed at α = 0◦. We will omit the explanation of the Virtual Wall placed
at α = 130◦ because its organization is highly similar to the one we are about to
describe now. We will just say that the Virtual Wall at α = 130◦ is to simulate the
restriction of motion caused by an hypothetical exoskeleton wore by a subject.
The Virtual Wall at α = 0◦ constantly checks the current angular position and
as soon as it gets negative (critical instant) an unitary impulse is generated
and multiplied by the scalar value of the velocity in the correspondence of the
critical instant (Fig. 5). The outgoing slowing down impulse train (Fig. 6) is
thus composed by a series of impulses that are centered in the critical instants
and multiplied by the related scalar value of the velocity. In order to stop the
motion of the leg in the correspondence of the critical instant we must set to
zero the velocity of the leg in those instants. To achieve this we subtract the
impulse train to the acceleration signal, ϑ̈(t), as follow:

Γ (t) = ϑ̈(t)−
∑

c

δ(t− tc) (5)

where δ(t − tc) is an impulse centered in the critical instant tc. Γ (t) is then
integrated as follow: ∫ tstop

tstart

Γ (t)dt = ϑ̇(t)−
∑

c

3(t− tc) (6)



A 3D Virtual Model of the Knee Driven by EMG Signals 597

Fig. 5. Virtual Wall placed at α = 0◦

Fig. 6. The acceleration is combined with the action of the Virtual Wall and the
resulting signal is double integrated

where tstart and tstop indicate, respectively, the starting and stopping time of the
simulation, while

∑
c 3(t−tc) is a step train (resulting from the integration of the

impulse train) whose steps are centered in the critical instants. What happens is
that the velocity signal ϑ̇(t) is set to zero by the action of the integrated impulse
train exactly in the correspondence of the critical instants.

6 Test and Simulation

To verify the accuracy of our simulator in predicting the human movement, we
performed two tests. In both tests the command signal, and therefore the number
of knee torsions reproduced by the virtual knee, are compared with the muscle
forces from which it is possible to understand how many torsions the subject
actually performed. In this way it is possible to have an idea about the precision
of the simulation.

6.1 The First Test

The first test has been done by recording the contractile activity of the flexor
muscle only. The subject was supposed to flex his leg until reaching the position
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Fig. 7. First test. Biceps femoris force and command signal (a). Angular velocity and
impulse train (b).

of α = 90◦ and successively to let the leg fall down under the action of the gravity.
The test has lasted 35.456 seconds and seven torsions have been performed. The
Fig. 7a shows that after every muscle contraction (blue signal) the biomechanical
model generates an appropriate command signal (red signal). The command
signal will drive the virtual knee which will correctly reproduce all the seven
torsions. The Fig. 7b shows that the velocity (blue signal) is set to zero, in the
correspondence of every critical instant, after the generation of an impulse (red
signal).

6.2 The Second Test

The second test has been done by recording the contractile activity of both the
flexor and extensor muscles. The test has lasted 51.078 seconds and four torsions
have been performed. The Fig. 8a shows that after every flexor muscle contrac-
tion (green signal) and after every extensor muscle contraction (blue signal) the
biomechanical model generates the command signal (red signal) that drives the
virtual knee which will reproduce all four torsions. However, note that between
torsions there are some small oscillations that should not occur. These undesired
movements are mainly due to cross-talk interferences between the recorded elec-
tromyograms. The noise can be eliminated by improving the processing of the
EMG’s. The Fig. 8b shows that the velocity (blue signal) is set to zero, in the
correspondence of every critical instant, after the generation of an impulse (red
signal).

6.3 Medical Problems

During the development of our simulator we have been working together with Dr.
Giovannini (Head of the Department of Rehabilitation, Sant’Antonio Hospital,
Padua). We believe that putting together our knowledge about Engineering and
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Fig. 8. Second test. Biceps femoris and rectus femoris force overlying the angular
position (a). Angular velocity and impulse train (b).

Computer Science along with the experience of doctors will lead us toward the
development of efficient robotic devices capable of supporting the patient safely
and to provide a valid aid for the therapist during his or her supervision. We
are actually trying to answer to a set of questions; how can neuroplasticity be
stimulated in a patient? We know that neuroplasticity is the key element lying
at the basis of every motor relearning [6,7,17,21]. How should an exoskeleton
behave in order to support a paralyzed patient? Answering to this question will
give us hints on how to design an appropriate control system to properly drive
the device. Those are only some of the questions that emerge when dealing with
neurorehabilitation mediated by robots. We believe that an organized cooper-
ation between doctors and engineers is the only way to carry real progresses
out.

7 Discussion and Future Work

Since the here-shown simulator is a prototype, there are still many improvements
to do. First of all we need to extend the biomechanical model to include at least
two extensor and two flexor muscles, otherwise the torque prediction in the knee
joint could be inaccurate depending on the movement. At the present state our
simulator only uses the rectus femoris extensor muscle that is mainly active
during low force movements. This means that when the subject performs higher
force extensions the evaluated prediction might be imprecise.

Several studies show that the EMG-to-force relationship strongly depends on
the muscle’s length. A non inclusion of such a relationship may lead to predictions
off by 50% or more, depending on the joint angle [8,14,19]. We therefore want to
include a geometry model that takes into account the force-length relationship
of muscles.

We have noticed that the resulting knee joint torque (which is converted into
acceleration, velocity and finally in position) is an overlay of the torque produced
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by the muscles and all external contact forces. This means that the latter have to
be measured accurately, otherwise the movement prediction might be inaccurate.
In the specific case we have been studying in the work here presented, this
problem does not occur, but it will as soon as we will start with experiments
involving walking. For this reason, we will start to use sensors to detect physical
signals as the pressure force between the foot and the ground.

We also intend to endow our model with a real-time controller. This will allow
us to apply our biomechanical model directly on a real exoskeleton. Furthermore
our software will be used to test the reaction of the exoskeleton to EMG’s before
its application on patients preventing dangerous situations.

In order to focus on the design of good rehabilitative tools, we will keep the
co-operation with rehabilitation practitioners.

8 Conclusions

In this paper, we sketched the direction of building a model of a human leg.
More precisely, we focused on the knee articulation. First, we studied the major
muscles spanning the knee joint and the equations that govern the knee articula-
tion movement in an adult human subject. Then we developed a biomechanical
model capable of evaluating a torque prediction starting from the pre-recorded
electromyograms. We then performed two experimentations to test the accuracy
of our simulator. Our aim is to develop robotic orthosis capable of learning a
specific motor gait and supporting the patient in his or her movement. Finally,
we discussed our work and presented our future research direction.
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Abstract. In this paper we investigate the interaction between emotional and 
non-emotional aspects of persuasion dialogues, from the viewpoint of both the 
system (the Persuader), when reasoning on the persuasion attempt, and the user 
(the Receiver), when reacting to it. We are working on an Embodied Conversa-
tional Agent (ECA) which applies natural argumentation techniques to persuade 
users to improve their behaviour in the healthy eating domain. The ECA ob-
serves the user’s attitude during the dialogue, so as to select an appropriate per-
suasion strategy or to respond intelligently to user’s reactions to suggestions re-
ceived. We grounded our work on the analysis of two corpora: a corpus of 
‘natural’ persuasion examples and a corpus of user’s reactions to persuasion at-
tempts. 

1   Introduction 

We are working at an Embodied Conversational Agent  (ECA) which applies natural 
argumentation techniques to persuade users to improve their behaviour in a given 
domain. Observing of the users’ attitude during the dialogue is crucial to select an 
appropriate persuasion strategy and to respond intelligently to their reactions to sug-
gestions received. The ECA plays the role of the Persuader (P), the user the role of the 
Receiver (R) of the argumentation message. 

With ‘natural’ argumentation, we mean integrating rational arguments with the 
common sense, friendly style and emotional ingredients that are used in human-
human communication. With ‘observing the user’, we mean two kinds of tasks: 

a. to prudently wait to get knowledge about the user’s attitudes (values, interests, 
goals etc) before planning the persuasion strategy to adopt, so as to select the pre-
sumably strongest arguments in the given circumstance; 

b. to observe the user’s reaction to the received suggestion, so as to understand  
whether and how to correct inappropriate choices and integrate the information 
provided with other data that might increase the user’s level of persuasion. 

Among the various aspects that are considered in designing an ECA, we are inter-
ested in verbal rather than nonverbal communication forms. We therefore focus our 
study on both generating the natural language persuasion message (planning its con-
tent and how to render it) and recognizing and interpreting the user’s reactions. Two 
aspects of the users’ reaction are of particular relevance in this kind of dialogues: their 



 ‘O Francesca, ma che sei grulla?’ Emotions and Irony in Persuasion Dialogues 603 

level of engagement, which proved to influence considerably the success of the dia-
logue itself (see, e.g. Bickmore and Cassel, 2005) and the way they react to the infor-
mation item or the suggestion received. 

In addition to the theories about argumentation and persuasion (Walton 1992; 
O’Keefe, 2002; Fogg, 2002), we grounded our work on two corpora (in Italian): a 
corpus of ’natural’ persuasion examples that we collected from subjects with various 
backgrounds (de Rosis et al, 2006a) and a corpus of user’s reactions to the ECA’s 
suggestions, that we collected with a Wizard of Oz (WoZ) study (de Rosis et al, 
2006b) 

In this paper we describe the results of the analysis of the first corpus in the light of 
theories about persuasion and show the role played by ‘a-rational’ persuasion strategies 
(Miceli et al, 2006). We then briefly describe how knowledge acquired with the cited 
theories and the experimental corpus may be represented into a knowledge base, which 
enables selecting the appropriate strategy in a given context. The highlight of this work 
is in the choice of a formalism that allows representing uncertainty and gradualness in 
building an image of the message Receiver, which are typical of any persuasion process. 
From the analysis of the second corpus, we formulated a method to recognize the level 
of engagement of users in the dialogue and their reaction to the information or the sug-
gestion received. We adopt, in this case, a method which integrates Latent Semantic 
Analysis (Landauer, 1997) with Bayesian classification (de Rosis et al., 2007). Although 
the application domain we considered so far is advice-giving about healthy dietary be-
haviour, the methods described are domain independent.  

2   Background Theories 

O’Keefe (2002) suggests defining persuasion as “human communication designed to 
influence others by modifying their beliefs, values or attitudes”. By influencing oth-
ers, one may intend attempting to modify either their beliefs or their intentions, and 
may name ‘argumentation’ and ‘persuasion’ the respective communication processes. 
In both cases, influencing is not a direct and rough suggestion, but is supported by a 
careful selection of the target beliefs, values or attitudes and of the methods to acti-
vate or strengthen them. Factors related to the Receiver, the context in which the 
persuasion dialogue occurs and the source of information provided are considered, by 
O’Keefe (2002) to be of primary importance for the success of a persuasion attempt. 
To Fogg (2002), computer tools may increase the persuasion power by providing 
tailored information or by leading people through a selected process. O’Keefe claims 
the importance of source credibility, liking and physical attractiveness: this suggest a 
thoughtful choice of the ECA’ s aspect, of the language adopted and of its ‘scientific 
credibility’. These requirements are achieved by demonstrating awareness of the pe-
culiarities of the Receiver with which the ECA interacts. If not purely rational persua-
sion strategies are adopted, another key factor is the role the ECA pretends to play: a 
‘scientific’ consultant or a competent but also friendly persona. However, users are 
not necessarily inclined to establish a friendly relationship with an artificial agent:  
they may rather prefer to see them as animated versions of a scientific advice-giving 
website. A good persuading ECA should therefore observe the user’s reactions during 
the dialogue, to decide whether to put itself in the shoes of a traditional therapist or to 
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recur to artifices of various kinds (such as irony, colloquial language, admitting its 
knowledge limits and so on) to reciprocate the social attitude of the user. 

The last ten years witnessed a flourishing of contributions on how an argumenta-
tion (or persuasion) message may be formulated, given a goal to achieve. Walton 
reflected, in particular, on the relationship between the phases of ‘reasoning’ and of 
‘argumentation’; in the first one, P performs a what-if kind of reasoning on R’s mind 
to select the most promising strategy to adopt; in the second one, this strategy is trans-
lated into an appropriately formulated message (Walton, 1990). The same author 
cooperated with other researchers to define a set of ‘argumentation schemes’ to for-
malize the structure of argumentation messages (premises that must hold for the 
scheme to be applied and conclusions) and the ‘critical questions’ (CQs) that Receiv-
ers may formulate in their attempts to argue in their turn. With some exceptions, these 
are schemes adopting rational arguments, such as pointing out the positive or negative 
consequences of (respectively) performing or omitting the suggested action. Other 
authors suggested an extension of these schemes, to enable formalizing, as well, a-
rational aspects of persuasion (Miceli et al, 2006; Mazzotta and de Rosis, 2006). In 
this case, enthymemes (that is, omissions from the message of some of the premises 
that P considered in his reasoning: Walton, 2001) are not limited to the facts the two 
interlocutors are presumed to share but are aimed at hiding emotional considerations 
which, if expressed in the message, would compromise its efficacy. 

3   Two Corpora 

In this Section we describe more in detail the two corpora on which we designed and 
tested the methods that will be outlined in the next one. In both cases, the application 
domain is that of advice giving about healthy eating. 

3.1   Corpus 1: ‘Common Sense’ Persuasion Messages  

To study the strategies our ECA should apply in attempting to persuade the users to 
adopt a ‘correct’ eating behaviour, we performed a web-based experiment. Two ver-
sions of a scenario describing the situation in which the subjects involved (taking the 
role of P) should imagine to be, were presented randomly: one of them was formu-
lated in a ‘positive framing’ (positive consequences of a diet rich in vegetables), the 
other one in a ‘negative framing’ (negative consequences of a diet poor in vegetables) 
(Levin et al, 1998). We collected, overall, thirty-two messages from Italian subjects 
with various backgrounds (psychologists, philosophers, computer scientists, epidemi-
ologists, health care providers), aged between 23 and 63, of both genders (all exam-
ples in this paper will be translated into English).  We factored every message into 
‘discourse segments’, each including one or more utterances with a given communi-
cative goal. To test the framing effect of the scenario on the valence of arguments 
employed by the subjects, we categorized every discourse segment as ’negative’ or 
‘positive’. To test the effect of the rational formulation of the scenario on the argu-
ments employed by the subjects, we classified a discourse segment as ‘emotional’ 
when it included one of the techniques mentioned in (Miceli et al, 2006): ‘appeal to 
the goal to feel an emotion’, ‘emotional activation of a goal’, expression of emotion in 
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the language style or display of some form of empathy. The following are the main 
findings of our experiment: 

• independently of the framing scenarios, the subjects tended to combine negative 
with positive arguments but preferred positive arguments to negative ones. 

• Rational and a-rational arguments were usually combined in the messages, with 
a prevalence of emotional arguments, both in the negative and the positive fram-
ing conditions. Some examples of emotional hints: 

- in the desirability of the goal and its activation: “Just think Mary, how much more 
beautiful and healthy you would be if you ate more fruit and vegetables!”; 

- in the proofs that conditions existed for making the activity: “you are a really 
good cook!”  

- in introducing high-order values that the activity might contribute to achieve: 
“You wouldn’t be hurting anyone and you’d be helping the biological farmers to live better”or 
“With vegetables you can prepare gorgeous, very light meals”;  

- in making more or less explicit appeal to emotions:  “Here lies the wisdom of a 
mature woman: you have creative intelligence on your side (pride), “If you insist on not eat-
ing fruit and vegetables, you show that you don’t care about yourself” (self-esteem). 

• The recommendation of the behaviour to follow was usually introduced at the 
beginning of texts which were prevalently rational, only subsequently in more 
emotional ones, after preparing the subject to receive the suggestion. In some 
cases, this section was substituted with the description of some tempting conse-
quences of the activity. This recommendation was supported with a combination 
of different strategies: by attempting to increase the desirability of the outcome, 
by reminding information about activity-outcome relationship or by proving that 
conditions hold to make the activity. E.g.: “A meal based on vegetables can be tasty: with 
just a little imagination you can prepare a first-rate dinner for your friends!”. Other segments 
were aimed specifically at evoking the cognitive dissonance in R’s mind 
(Festinger, 1957). 

3.2   Corpus 2: WoZ Dialogues 

To study the kind of response the users might display when interacting with our ECA 
(a female, young character implemented with a wrapper to Haptek and Loquendo:  
see de Rosis et al, 2006b), we performed a Wizard of Oz study. In this study, we col-
lected thirty text-based and thirty speech-based dialogues (with 1600 moves overall) 
from subjects aged between 21 and 28, equidistributed by gender and background (in 
computer science or in humanities). The ECA’s moves available to the wizard in-
cluded a set of sentences responding to several communicative goals: to Assess the 
situation and collect information about the subject, to Provide suggestions about 
healthy eating, to Persuade the subject to follow these suggestions in case of doubt, 
and others. The subjects were left totally free in answering to the ECA’s dialogue 
move. A log of the dialogues was collected, to analyse the factors affecting dialogue 
and move length, level of initiative of the subjects and language features (as described 
in Section 4.2). 
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4   PORTIA: A Persuasion Dialogue Simulator 

PORTIA1 is a speech-based mixed-initiative dialogue system based on the Informa-
tion-State architecture (Traum and Larsson, 2003). In this system, the ECA plays the 
role of the Persuader, the user the role of the Receiver. The system includes a user 
model to represent the presumed characteristics of R that are acquired and updated  
during the dialogue both explicitly (that is, through direct questions) and implicitly 
(that is, through the interpretation of user moves). The User Model includes a specific 
knowledge (facts acquired during the dialogue) and a generic knowledge (criteria to 
infer the user’s attitudes in conditions of uncertainty). These components are re-
stricted to the aspects that are relevant for the persuasion process:  behaviour and 
beliefs in the domain of the dialogue, goal and values of R, ‘social’ attitude of R to-
wards the ECA. Both a system’s ‘persuasion attempt’ and its subsequent replies  to 
the user’s reaction are based on a sequencing of ‘reasoning’ and ‘planning’: P first 
reasons on R’s mind to select a promising persuasion strategy or an appropriate re-
sponse to the user’s reaction and then translates the selected strategy into a rhetori-
cally coherent NL message.  

4.1   Generating a Persuasion Attempt 

In the reasoning process, PORTIA (Mazzotta et al, in press) simulates the presumed 
effect of different persuasion strategies on its image of R’s mind: appeal to the conse-
quences based on the presumed goal and values of R (“Just think how satisfied you would feel 
after adopting a correct eating pattern!”), appeal to cognitive dissonance to encourage R to a 
more consistent behaviour (“Are you silly Francesca? -‘O Francesca, ma che sei grulla?’- You do 
sport, look after yourself with regular medical check-ups and then you almost excludes vegetables from 
your diet!”) and others. Dynamic Bayesian Networks (implemented by Hugin’s OOBN) 
are used to represent uncertainty and progressiveness in building and updating the 
image of R’s mind. After reasoning on R’s mind to select the attitudes on which to 
ground persuasion, an argument is constructed to express the selected strategy. The 
strategy is translated into a ‘discourse plan’ by combining, if necessary, fragments of 
different plans and pruning them out to avoid too complex messages. Message plans 
represent Walton’s argumentation schemes as XML files. We extended these schemes 
to formalize a-rational aspects of persuasion (Miceli et al, 2006; Mazzotta and de 
Rosis, 2006). 

To demonstrate the functioning of this module, let us consider the following case: 
R (Francesca) declared, during the dialogue, that she does sport and regular medical 
check-ups. At the same time, her diet seems to be poor in fruit and vegetables. 
PORTIA propagates in its model of Francesca the available knowledge: it infers that 
being in good health is probably an important goal to her, selects a ‘rational’ persua-
sion strategy focused on the goal of ‘being in good health’ and translates it into a 
discourse plan (Fig. 1). In formulating its persuasion message in natural language, 
various techniques are combined to express the message in positive terms, to employ 

                                                           
1 From the famous character of The Merchant of Venice, who was skilled in argumentation. 
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a ‘friendly’ language, to reinforce Francesca’s awareness of the positive effects of 
eating vegetables and finally to appeal to cognitive dissonance. The following is the 
message produced: “Are you silly, Francesca? You do sport, look after yourself with regular medical 
check-ups and then you almost excludes vegetables from your diet! Perhaps you don’t know the benefits 
that a diet rich in vegetables can have on your health”. Fig. 1 shows the complex discourse plan 
used to build this message: this plan is built by instantiating and combining the ele-
mentary plans of ‘PersuasionFromConsequences’ and ‘ArgumentFromEvidence’. 

 

Fig. 1. An example of complex discourse plan 

4.2   Observing the User’s Reaction 

In adapting its answer, the ECA should be equipped to recognize two main aspects of 
the users’ reaction: their social attitude towards the ECA and their reaction to its sug-
gestion. 

a.   Social attitude displayed  
To distinguish warm from cold social attitude, we refer to Andersen and Guerrero’s 
definition of interpersonal warmth (1998) as “the pleasant, contented, intimate feeling 
that occurs during positive interactions with friends, family, colleagues and romantic 
partners...[and]... can be conceptualized as... a type of relational experience, and a 
dimension that underlines many positive experiences”. According to this definition, 
users display their social attitude towards the agent through various ‘signs’ in the 
language employed (table 1), that is by introducing colloquial style, friendly greet-
ings, farewells or humour as ‘offers of sympathy’, questions about the agent’s ‘private 
life’ and self-disclosure to establish a common ground, positive or negative comments 
as a demonstration of interest in the dialogue.  
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b.   Reaction to a  suggestion 
If the dialogue is natural in its developing, users tend to not accept a-critically the 
system’s suggestions. We found, in our WoZ corpus, several examples of perplex-
ity, requests of more information, provision of information about their own situa-
tion, or clear objections. We grounded our analysis of the user’s reaction to a  
persuasion attempt on Walton’s argumentation schemes and their later interpreta-
tions and refinements (Verheij 2003, Gordon 2005). Argumentation schemes are 
common types of defeasible arguments, evaluated by a set of related critical  
questions (Walton and Godden, 2005). The majority of them are focused on ‘per-
suading to believe’ (Argument from Evidence, Argument from Expert Opinion, 
Argument From Position to Know). Among the few of them which are aimed at 
‘persuading to do’, the most commonly applied are the Argument from Conse-
quences and the Practical Reasoning. Critical questions can be seen as ‘represent-
ing additional relevant factors that might cause an argument to default’ (Walton 
and Reed, 2003). They are used in everyday conversational arguments ‘when a 
user is confronted with the problem of replying to an argument or making some 
assessment of what the argument is worth and whether to accept it’ (Walton and 
Gordon, 2005). From the viewpoint of the Receiver, CQs are questions that inquire 
about the conditions or circumstances that tend to challenge premises of a sugges-
tion or the suggestion itself. We started from analysis of the critical questions of 
these schemes to define a markup language which enables us to define a method to 
recognize the User’s reaction to the System’s suggestions. 

c.   Markup language 
We asked three independent raters (PhD students) to annotate dialog pairs (System 
move–User move), after segmenting complex moves into individual communicative 
acts. Two markup languages were employed to annotate the subjects’ moves accord-
ing to the two kinds of features mentioned above.  

The first language is described in Table 1: this table shows that two sets of signs 
were defined, to be recognized respectively from language and from prosodic fea-
tures.  

Although the ECA adopted, in the Wizard of Oz study, a purely rational persuasion 
strategy, subjects introduced various a-rational elements in their reactions. The fol-
lowing are some examples of subjects’ responses to the following ECA’s suggestion: 
“International research demonstrated the importance of fruits and vegetables in a correct diet. It recom-
mends a daily assumption of a portion of row and a portion of cooked vegetables and two or three por-
tions of fruits. Precooked food helps in controlling the portions”. 

U1: uhm… but I don’t like fresh fruits: how may I substitute them?   
U2: But I know fresh food is better than precooked products. 
U3: But… a sin of gluttony is better than any healthy and balanced diet!   
U4: I can’t eat vegetables because I suffer of colitis 
U5: Are you sure that precooked food is not dangerous for health? 

Table 2 describes the language that was defined to annotate the subjects’ reactions to 
a persuasion attempt: as we are still in the process of defining a recognition method 
for these features, we do not include recall and precision data in this table. 
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Table 1. Our markup language for signs of social attitude 

Linguistic signs Recall Precision 
Friendly self-introduction: The subjects introduce themselves with a friendly attitude (e.g. by 
giving her name or by explaining the reasons why they are participating in the dialogue) 

99.5 37.5 

Colloquial style: The subject employs a current language, dialectal forms, proverbs etc 75.9 11.7 
Talks about self: The subject provides more personal information about self than requested by 
the agent 78.5 48.9 

Personal questions to the agent: The subject tries to know something about the agent prefer-
ences, lifestyle etc, or to give it suggestions in the domain. 

85.2 30.9 

Pos 4.3 66.7 Positive or negative comments: The subjects comment the agent behavior in the 
dialogue: its experience, its domain knowledge etc. Neg 48.4 94.9 
Friendly farewell: This may consist in using a friendly farewell form or in asking to carry-on the 
dialogue. 

99.5 38.9 

Neutral: No signs of social attitude. 48.4 94.9 
Humor and irony: The subjects make some kind of verbal joke in their move - - 
Acoustic signs   
Agreement: The dialogue segment displays an intonation of agreement with the system 47.1 21.4 
Friendly intonation: The dialogue segment displays a friendly intonation  24.5 20.9 
Laughter: The dialogue segment displays a smile or laughter 44.7 23.8 
Neutral: The dialogue segment does not display any affective intonation 32.6 58.8 
Negative intonation: The dialogue segment displays a negative intonation 19.6 12.4 
I’m thinking: The dialogue segment displays, in its intonation, a reflection attitude 57.5 62.4 

5   User Move Recognition Methods 

Several studies investigated how to recognize emotions from written or spoken lan-
guage, by combining prosodic information with language features (Litman and 
Forbes-Riley, 2003; Devillers and Vidrascu, 2006. By working on WoZ data, Batliner 
et al (2003) demonstrated that the combination of prosodic with linguistic and conver-
sational data yielded better results than the use of prosody only, for recognizing the 
beginning of emotionally critical phases in a dialogue. To our knowledge, our work is 
the first one in the domain of recognition of social attitude from language. All the 
mentioned methods show some common steps: a. defining a markup language and 
tagging of the corpus by independent raters; b. evaluating the markup language and 
classifying units of annotation to create a training dataset; c. applying learning meth-
ods to the training corpus, to subsequently verify the method’s accuracy by applying 
it to a test database. 

5.1   Detecting Signs of Social Attitude 

To recognize the linguistic signs of social attitude listed in Table 1, we applied a 
Bayesian classifier in which an input text is categorized as ‘showing a particular sign 
of social attitude’ if it includes some word sequences belonging to semantic catego-
ries which are defined as ‘salient’ for the considered sign. Bayesian classification 
enables associating with every string (segment or full move) a value of a-posteriori 
probability for every sign of social attitude (de Rosis et al., in press).  
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Table 2. Markup language for the subject’s reaction to a System’s suggestion 

Comm. Act Purpose Examples 
UNCERTAIN R nods without expressing any clear opinion mmm 
ASKIF R ask the truth value of a fact  Do you think my diet is correct? 
ASKINFO R asks for more information about  

some topic 
How could I substitute fruits? 

ASKJUSTIFY R asks the system to justify its statement  And how do you know it? 
INFORM R provides some evidence about his/her attitudes or behav-

iour 
I eat meat, fish, vegetables, lots of 
fruits…  

CONFIRM R declares to agree with the evidence provided by the system Right, I agree 
DISCONFIRM R declares to disagree with the evidence provided by the 

system 
No, you’re wrong. I don’t agree 

I-REBUTTAL R presents an exception that falsifies the system argument I love unbridled life, with light aversion 
towards healthy food. 

OBJECT R argues about the truth value of  
a premise of the suggestion 

Are you joking? So you mean I have 
to bring a fruit bag with me, at work? 

ACCEPT R declares to agree with the  
received suggestion  

Understood! So I should try to do it? 

COMMIT R commits him/herself to apply 
 the received suggestion  

Ok, I will do it 

CHALLENGE R declares to not be persuaded  
by the suggestion 

So many portions of fruits? I’ve heard 
contrary theories on this topic 

REJECT  R refuses the suggestion But… a sin of gluttony is better than 
any healthy and balanced diet! 

S-REBUTTAL R presents an exception that falsifies the suggestion I don’t want to avoid sweets at all 

 
The last two columns of Table 1 show the level of accuracy of the method in terms 

of recall and precision. We did not attempt to recognize irony, because of the low 
frequency of moves displaying this sign. The table shows that Positive and Negative 
comments are the most difficult signs to recognize, while the recall for the other signs 
is quite good. Selecting a cutoff point that insures a good compromise between recall 
and precision is not an easy task: by changing the cutoff values, and checking the 
effect of this change by means of ROC analysis (Zweig and Campbell, 1993) one may 
get a different balancing between the two measures. This decision is not a technical 
one, but depends on the consequences of identifying a sign which was not actually 
expressed in a move or missing a sign that was expressed. In the maximize recall 
strategy, the ECA will risk to respond with a ‘warm’ social attitude to a ‘neutral’ or 
’cold’ behaviour of the user. In the maximize precision strategy, the inverse will oc-
cur. A ‘good for all cases’ solution does not exist but depends on the application do-
main and the goals one aims to achieve: we therefore applied the cutoff points sug-
gested by ROC analysis in order to build a ‘reasonably social’ ECA (not too cold but 
not too warm either). More details about the method and its results may be found in 
(de Rosis et al., in press). 

When language analysis is integrated with prosodic one (a work we are performing 
in cooperation with the University of Erlangen), a good recognition accuracy of the 
social attitude of users is obtained. In this case, linguistic analysis is aimed at recog-
nizing in a user move the signs that may be employed to adapt the next system move. 
At the same time, as far as the dialogue goes on, linguistic signs discovered in the 
dialogue history contribute to build an overall, dynamic image of the social attitude of 
the user towards the advice-giving ECA (de Rosis et al, 2006b). Acoustic analysis is 
aimed at enriching the linguistic connotation of moves with information about their 
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intonation. When the segment corresponds to an entire move, acoustic parameters just 
refine the linguistic description. When several acoustically different segments are 
isolated in a single move, the variation of prosody within a move may help in inter-
preting its meaning and reducing the risk of errors. In table 3, the 8x6 combinations of 
linguistic and acoustic labels are compacted into a lower number of categories, de-
fined according to adaptation purposes (‘negative’, ‘neutral’ or -light or strong- 
‘warm’ attitude of the user). We processed this dataset with the K2 learning algorithm 
(k-fold cross validation, with k=number of segments with WEKA) and got a 90.05 % 
of recall. 

Table 3. Confusion matrix for the combination of acoustic and linguistic features 

 Negative Neutral Light-warm Warm Recall Precision 

Negative 232    (94 %) 11    (4 %) 1   (.5 %) 4  (1.5 %) .94 .94 
Neutral 2      (1 %) 174  (95 %) 8    (4 %) 0 .95 .84 
Light-warm 10    (3 %) 23   (6 %) 317  (85 %) 21  (6 %) .85 .92 
Warm 3     (1 %) 0 19    (9 %) 201   (90 %) .90 .89 

 

5.2   Understanding the User’s Reaction to a System’ s Move 

As we said, this part of the research project is still ongoing. Data in our corpus are 
very sparse: therefore, we cannot rely only on machine learning techniques to auto-
matically infer communicative acts during the dialogue but we also need to refer to 
the context (previous system move). Latent Semantic Analysis (Landauer and Du-
mais, 1997) has been already employed to extract the semantics of students’ dialogue  
turns (Graesser et al., 2000) and might help us in recognizing the communicative act. 
According to the results of our markup experiment (majority agreement among rat-
ers), the complete range of possible users’ reactions will be represented in a ‘docu-
ments by terms’ matrix. In this multidimensional representation, documents are the 
single communicative acts while the choice of features to include as ‘terms’ is still an 
open problem. A possibility is to build a lexicon based on the language used in the 
database of user’s reactions. In general, a simple word based approach demonstrated 
to be not powerful enough (de Rosis and Novielli, 2007) and the accuracy of text-
based methods may be improved by introducing rules based on the observation of 
context based-features, such as the target of the communicative act or the contextual 
role of words. 

6   Conclusion 

In this paper we investigated the interaction between emotional and non-emotional 
aspects of persuasion, from the viewpoint of both the system, when reasoning on the 
persuasion attempt, and the user, when reacting to it. We grounded our work on the 
analysis of two corpora: a corpus of ‘natural’ persuasion examples and a corpus of 
dialogues with an ECA. With analysis of the first one, we singled out the a-rational 
persuasion strategies adopted by our subjects; from the analysis of the second corpus, 
we formulated a set of criteria and a method to recognize the users’ level of  
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engagement and their reaction to the received suggestion. The preliminary results of 
our study proved that purely rational strategies were employed very infrequently and 
that emotional elements could be found everywhere and in various forms (first cor-
pus). Similarly, in the second corpus we could find several forms of rational but also 
a-rational user’s reactions, which go beyond the formalization of critical questions 
proposed by Walton. We are working at the speech-based, mixed initiative dialogue 
system PORTIA which applies ‘natural’ argumentation techniques to persuade users 
to improve their behavior in the health promotion domain. According to the analysis 
exposed so far,  PORTIA should be equipped to recognize the user’s reaction in terms 
of social attitude and level of acceptance of the suggestion received. We defined a 
Bayesian classifier which analyses the users moves linguistically to extract a social 
attitude value. Future work will focus on implementing a module which combines 
LSA with decision rules based on context to recognize the users’ reaction. 
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Abstract. A paradigm for music expression understanding based on a
joint semantic space, described by both affective and sensorial adjectives,
is presented. Machine learning techniques were employed to select and
validate relevant low level features, and an interpretation of the clustered
organization based on action and physical analogy is proposed.
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1 Introduction

Human mind is embodied, that is to understand the world we live in, we humans
mediate the environmental information by the body in such a way to provide
compact and abstract representations. Cognitive sciences indeed focus on how
humans interact with their environment, searching the connection between per-
ception and action to bridge the semantic gap that humans experience in their
everyday life: as sound and music are linked to their physical energy, the mean-
ing/content of the auditory information has to be linked to meaningful actions
that we can use to access the encoded high-level information. To face this gap
problem we pursue the idea that the human mind is embodied, so the relation
between meaning and physical energy is mediated by the human body. This
embodiment viewpoint can also lead to a different way to think about ICT, cre-
ating machine-embodied knowledge for the understanding of high-level contents.
This consequence is linked to the development of machine-embedded knowledge
supplied, for instance, by machine-learning techniques: such methods can pro-
vide useful bridges between information technology and cognitive sciences and
neurosciences, which are particularly relevant disciplines for research in music
technology and for the specific design of techniques for signal processing related
to artificial intelligence.

In verbal and non-verbal communication, both research and technology spent
big efforts to understand explicit messages represented by the text or the musi-
cal score, but implicit messages are not understood just as well. Understanding
the expressive intentions is one of the key tasks associated with this implicit
channel, and in the context of music we are interested in comprehending the
expressive intentions from the performers side regarding what the music should
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express to the listeners. In particular, we are interested in actions and feedback
mechanisms that, at different processing levels, allow for creating the missing
link from actions to perceived expressions: within such multi-sensorial scenario,
machine-learning techniques can supply the necessary information to compre-
hend the main lines of the phenomena. In the context of artificial intelligence,
we can adapt this theory in order to embody expressive knowledge in machines
and to adapt the communication to the basic forms of human behavior. From this
perspective, the comprehension of the mechanisms of expressive communication
by a music performer can help us designing systems to retrieve expressive content
on audio data, and then to design a next generation of search engines for Music
Information Retrieval (MIR). The music performance paradigm can indeed be
very useful, since musicians can act on their playing to communicate different
expressive intentions, resulting in deviations of acoustic parameters from a per-
formance played in a scholastic way. Beyond the potential applications to the
MIR field, other application fields can be forecast for virtual expressive environ-
ments [1] and artistic applications [2].

In this paper we present a paradigm for music expression understanding based
on a joint semantic space, described by both affective and sensorial adjectives in
order to embody in machines the knowledge for music expression understanding.
We aim to two different goals: from one side, we want to recognize the expressive
content in audio data by using machine learning techniques; also, we want to see
how these descriptors organize within a joint space where adjectives from both
spaces are taken into account: since our audio descriptors can be specifically
related to qualitative descriptions of the sound by physical metaphors, we can
establish a correspondence among different semantic levels. In such a way we can
speculate on the usefulness of our descriptors as support to machine-embedded
knowledge for the understanding of expressive content on audio data.

2 An Experiment to Embed Expressive Knowledge

Up to now, many empirical studies have demonstrated that moods and emo-
tions can be conceptualized both by labelling emotions as discrete categories
and by mapping emotions as points on multi-dimensional space, distinguished
by their relative position. Also, the relation between music and emotions has
been addressed by various studies. From the categorical viewpoint, Gabrielsson
and Juslin [3] concluded that there is no universally accepted set of adjectives
for classifying music according to emotion, while on the other side dimensional
models were proposed demonstrating that the valence-activity organization of
Russell’s circumplex model of affect [4] is confirmed in the music domain [5].
Other spaces were derived by using physical descriptors of the dimensions: in [6],
a kinematics-energy space for expressive representation of music performances
was conceptualized.

Moreover, interesting approaches on emotion representations have been pro-
posed as in [7], where a hierarchical framework was investigated considering
independence and bipolarity views as respectively structured at low and high
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levels. Following this hierarchical approach, our research focuses on a model for
the automated analysis of music expression by linking the hierarchy of represen-
tations to the embodied description of emotions, using the physical descriptions
as metaphors. This approach can help bridging the semantic gap between the
physical level and the affective domain, since it allows for approaching the anal-
ysis of music expression at an intermediate level, between music intended as a
structured language, and sound at a more physical level [8].

Most models for analysis of expression are based on modelling the measured
deviations in human performances [9]. These works are based on the knowledge
of the score, but it is not advisable in practical applications since it excludes
musical improvisation or many non-western musical forms and score following
is difficult. A few attempts tried to describe expression without the reference to
a score. In [10], a system to predict which emotion the performer is trying to
convey was developed, while other approaches used machine learning and data
mining algorithms: in [11] the aim was oriented to the extraction of regularities
and to recognize performance styles. In [12], a model based on Bayesian networks
was proposed to automatically recognize the expressive content of MIDI piano
improvisations, and in [13], a hierarchical framework was proposed to detect the
mood in a music clip by means of intensity, timbre, and rhythm features.

Expression is conveyed at different level of musical structural complexity. How-
ever, it was demonstrated [14] that emotions in music performance can be esti-
mated from excerpts of few notes: this means that high level structural factor
are not necessary for expression recognition and that performer uses cues at
different level to convey expression. It may be argued that expression can be
recognized only considering features which are independent from the score. In
order to better understand the expressiveness it is advisable to study all the
levels with an integrated approach: thus our choice on the material to use in our
experiments included simple notes, structured patterns and music excerpts.

2.1 Our Approach and Domains

By means of significant cases we want to find which are the most suitable labels
to be suggested to performers. These significant cases derive from the Valence
Arousal space (affective space) and to the Kinematics Energy space (sensorial
space), respectively conceptualized in [4] and [6] (Fig. 1). These spaces were
extensively used in previous researches on music expression, and they were con-
firmed in many experiments to be robust. Inspired by these spaces, different
antinomies were used to label the dimensions, thus we choose the adjectives
well representing these antinomies. Within each space, we investigated musical
expressions represented by labels situated at the opposite sides of the axis. Re-
garding the affective space, the categories Happy-Sad (High and Low Valence),
Angry-Calm (High and Low Arousal) represent the bipolarity induced by inde-
pendent dimensions valence and arousal; for the sensorial space, we have the
correspondences Hard-Soft (High and Low energy) and Light-Heavy (High and
Low Kinematics). In this way each adjectives has its opposite in order to de-
liberately induce contrasting performances by the musician. Beyond the pair of



Music Expression Understanding Based on a Joint Semantic Space 617

Angry

Calm

Happy

Sad
A
RO
U
SA
L

Hard

Heavy

Soft

Light
KINETICS

EN
ER
G
Y

VALENCE

Fig. 1. The Valence-Arousal space (left) and the Kinematics-Energy space (right),
respectively adapted from [4] and [6]

adjectives representing the bipolarities of the spaces, we considered a neutral
performance as well, which listeners placed between the pair of opposite ad-
jectives [6]. By “neutral” we intend a human performance without any specific
expressive intention and stylistic choice.

The experiment starts with the extraction of audio features from a set of ex-
pressive performances played by professional musicians on various instruments.
Then we employed two feature selection procedures: in a first step, we applied
Sequential Forward Selection (SFS) with reference to a Naive Bayesian classifier
to rank and select a set of features; as second step, to overcome limitations due to
nesting effect we made the Principal Component Analysis (PCA) on the perfor-
mance data by taking into account additional cues. We derived a set of features
for a general description of the expressions and a set of descriptors specific for
each instrument. To test the selected features we measured the effectiveness by
the leave-one-out cross validation.

2.2 Audio Cues Extraction

Professional performers of violin, flute and guitar were invited to play musical
performances inspired by different expressive intentions, described by the adjec-
tives that lies on the affective space (happy, sad, angry and calm), and on the
sensorial space (light, heavy, soft and hard). Moreover, we asked to record a neu-
tral performance for each excerpt. We recorded six pieces to cover three levels
of structural complexity: two sets of repeated notes with different fixed pitches
G4 and D5 (simple musical gestures), a G major scales (simple patterns, struc-
tured musical gestures), and some excerpts from the classical and traditional
repertoire (performance based on score, structured musical gestures): Twinkle
Twinkle Little Star (traditional), theme from Handel’s Sonata in E minor (Ada-
gio), Frère Jacques (traditional). These excerpts were selected among simple
traditional melodies in order to induce few artistic ambitions to the performers,
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so that they felt free to play also with extreme emphasis. In total we collected
324 examples (6 pieces x 9 adjectives x 2 emphasis x 3 instruments) resulting
in about 190 minutes of music in monophonic digital form at 16 bits, 44.1 kHz.
We extracted a set of cues that were found to be important for discriminating
emotions in listening experiments [5], and that were used to classify the style [11]
and the expressive content in musical performances [10]. Two sets of features
were computed: we extracted a first set of 10 audio features by using 46 ms-
length non overlapping frames, and additional 7 audio features (related to note
events) using larger windows with 4 s duration and 3.5 s overlapping. In total
we collected 17 audio features on about 9700 different windows:

Roughness (R) is considered to be a sensory process highly related to sound
texture perception, and a good method to compute this feature is based on
Leman’s Synchronization Index Model [15]. Spectral Centroid (C) is a quan-
tification of spectral energy distribution and it is related to perceptual tim-
bre attribute of brightness. Spectral Ratios SRa, SRm,SRh, are computed by
splitting the frequency range in two ways: by splitting below and above a fre-
quency close to 1000 Hz we derive features SRa and SRb, while features SRl,
SRm and SRh are given by the separation of the frequencies into three re-
gions below 534 Hz, from 534 Hz to 1805 Hz, and over 1805 Hz. These bands
are derived from the actual frequencies separation of the cochlear filter-bank
used for the roughness computation. Features SRb and SRl were not used
because they can be derived directly from the other spectral features. Resid-
ual Energy REa,Reb,REl,REm,REh) describe the stochastic residual of the
audio signal, obtained by removing the deterministic (harmonic) sinusoidal com-
ponents. The computation of the residual energy on various bands of the spec-
trum can give information on the quality of the perceived effort [17]. We
extracted the residual over different frequency regions by removing the sinu-
soidal component, and we characterize such residual by opportune ratios within
the same subbands used for spectral ratios, yielding audio descriptors indicated
with REsb =

∑
j∈sb |XR(j)|2/

∑N/2−1
k=1 |X(k)|2, where sb indexes each subband

and XR is the spectrum of the residual component of the signal.
Additional 7 audio features were computed inside the 4 s long windows and

they are related to the audio events. These features were computed after segmen-
tation of the signal by onset detection, based both on the derivative of the spec-
tral magnitude and on pitch-tracking approach (the offset instant was detected
when the temporal envelope RMS(t) falls by the 60% from its previous maximal
value): Notes per Second (NPS) is the number of notes that occur in one second.
Note Duration (D) is the measure of time between note-onset and note-offset.
Inter-Onset-Interval (IOI) is the measure of time between two consecutive note-
onsets. Attack time (A) is the time required to reach the RMS(t) peak, starting
from the onset instant. Articulation or Legato Degree (L) defined as D/IOI.
Peak Sound Level PSL = max [RMS(t)] directly derived from the RMS(t)
temporal envelope. Sound Level Range SLR = max [RMS(t)] − min [RMS(t)]
derived from the RMS(t) temporal envelope.
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2.3 Features for General and Specific Description

We applied two feature selection procedures: Sequential Forward Selection (SFS)
with reference to a Naive Bayesian classifier, and as second step we made the
PCA analysis on the performance data by taking into account additional cues.
The SFS method [16] starts the search with an empty variable subset and con-
sists of successively building up a feature subset by adding one feature at a time.
During one step, SFS considers for selection all the features that have not yet
been selected, by adding the locally best feature that provides the highest ob-
jective function. In our experiment the objective function was assumed as the
highest F-measure score, i.e. the harmonic mean between precision and recall
indicators obtained by the classifier. After the PCA analysis, we finally selected
the features with significant factor loadings. We call General descriptors the fea-
tures selected from the whole data set, while we call Specific descriptors the
features selected from data of each instrument separately. This analysis allowed
us to collect the set of features suitable for recognizing expressions in case of
knowledge of the instrument. Once the features for each instrument were se-
lected, we trained a Naive Bayesian classifier in order to test the features using
leave-one-out cross validations, and we identified and removed the most corre-
lated features via PCA analysis avoiding misleading results. Bayesian classifiers
have been used in previous works for the analysis of style [11] and expressive
content in musical audio [12].

SFS started from the 17 features of pieces played according to 8 intentions
plus a neutral performance by violin, flute and guitar. Analysis led to a best set
of features from each performance by the leave one out method, and the average
dimension of the optimal feature vector was 4.15, yielding an average value of
maximal F-measure equal to 64.97% of correct classifications. We proceeded by
taking into account the set of features formed by NPS, PSL,A, and R, which
in our experiment represented the most frequently selected features for reaching
the maximal number of correct classifications. We call G this set of features.

Then, via PCA analysis we derived two dimensions for each space, leading to
the following cumulative explained variance: 56.19% and 99.01% in the sensorial
space, 71.33% and 98.69% in the affective space. We found large magnitude of
factor loadings of features NPS, PSL,A, and R along the principal components
(Fig. 2). Other features appeared correlated (such as L to A) and other features
had minor magnitude, due to the contribution of the various instrument. We
argued that much of the expressive information is carried on by features of set
G (General descriptors), confirming the results from previous SFS analysis.

More specific analysis were also conducted on the data from instruments sep-
arately: for violin performances, PCA analysis on cues selected via SFS revealed
that both spaces are characterized by high relevance of G. An interesting aspect
is given by Roughness, which is an important feature for discriminating expres-
sions along the Energy dimension and along the Arousal dimension. Regarding
features selected by considering flute performances only, SFS led to a set of 5
features: A,SRa,NPS,R,REh. As expected, flute has less dynamic capabilities
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Fig. 2. Principal Component Analysis on the whole recorded audio from three instru-
ments, according to affective adjectives (left) and sensorial adjectives (right). The factor
loadings of each feature contribution are shown.

Fig. 3. Middle 50% of the data, median and extreme points. Nine adjectives played
by three instruments are considered: from left to right respectively hard, soft, heavy,
light, happy, sad, angry, calm, neutral.

with respect to violin, resulting in lower dynamic range: in fact, PSL was not
selected. Via PCA we finally selected the set of features A,SRa,NPS,R,REh.

Concerning guitar, SFS led to select 8 features, reaching 86.93% of correct
classifications: NPS,L, PSL,R,D,REb, SRh,REc. In spite of this high num-
ber of features, PCA analysis revealed many correlations and low magnitude of
factor loadings from several audio features, and we finally selected the set G for
guitar. We found that expressions from violin and guitar can be described by
the same group of features G. In addiction, for violin the additional feature REh
related to residual energy was selected. Moreover, the flute due to dynamic lim-
itations, showed less dependance to PSL but the feature SRa has to be taken
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into account. In fact, the bowing fluctuations in the violin and the blowing of the
flutist are expressive means used by the performers to convey expressions. Fig-
ure 3 shows the middle 50% of the data, the median, and the extreme points for
features G and additional specific features REh and SRa are taken into account.

We trained a Naive Bayesian classifier with the following sets of features, us-
ing leave-one-out cross validations: i) General descriptors, selected by taking into
account the whole data set from three instruments, in order to test the cues in
the general case when the instrument is not known; ii) Common descriptors (i.e.
General plus Specific descriptors), in order to test whether by adding descrip-
tors that are specific for each instrument we improve the detection; iii) Specific
descriptors, to test the features in case of instrument knowledge. In this case we
classified data from each instrument separately.

We trained the classifier with all data, excluding each time one piece which
was used for testing. We found that the average classification accuracy using
the General set of features is 64.58%, greater than the accuracy when using
the Common descriptors (Average = 62.68%), supporting the choice of General
descriptors. Concerning the confusion matrices, we found that opposite expres-
sions (e.g. Hard/Soft) are never confused. Some misclassifications arose for the
expression Calm: for flute and for guitar it is classified as Sad, while violin present
significant percentages of misclassifications. Moreover, better recognition rates
were achieved for expressions Heavy and Happy in particular.

3 Description of the Joint Space

In this experiment we used machine learning techniques to select the most rele-
vant low level features allowing to recognize different expressive intentions both
in the emotional and sensory domain. Then we explored the organization of ad-
jectives in the feature space and their relation with the intended expression. The
PCA analysis shows two 2D projections of the features space (Fig. 2). We can
see that the positions of emotional and sensory adjectives are in good agreement
with their positions in the corresponding perceptual space (Fig. 1). We now
want to investigate how these features are projected by PCA within the joint
space, taking into account all the performances related to both spaces (Fig. 4).
We want to see whether the organization of the selected features, in this joint
space, gives us information about the association between sensorial and affec-
tive labels. Normally emotional and sensorial adjectives are studied separately,
to avoid problems associated with subjective evaluation and comparison of dif-
ferent psychological functions. However our feature space allows us to directly
compare different level adjectives in a mathematical way. Thus we exploited
the significance of the selected features in order to see how all the adjectives are
jointly organized in the feature space, and to explain the found relations relating
the space to a semantic interpretation.

By comparing the two axis, we can observe that performances are projected in a
way that allows us to relate the descriptors to the dimensions Energy/Kinetics and
Valence/Arousal. In particular, we can see that the adjectives from the two spaces
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Fig. 4. Principal Component Analysis on the whole recorded audio from three in-
struments, according to adjectives from both affective and sensorial spaces (left), and
representations of adjectives with their physical descriptions (right)

Table 1. Qualitative description of adjectives

Tempo Intensity Attack Texture Brightness Effort

Physical Adjectives + fast + loud + loose + rough + bright + strong
analogy - slow - weak - sudden - smooth - dark - weak

friction Hard, Heavy – Angry - +++ - ++ - - - ++

elasticity Happy – Light +++ - - - - - + - -

inertia Sad, Calm – Soft - - - - - - +++ - - ++ -

are placed along the projections of the General descriptors PSL,NPS,A,R:
Hard-Soft and Angry-Calm are mainly differentiated along the descriptors PSL
and R; Light-Heavy and Happy-Sad mainly along the descriptors NPS and A.

A qualitative physical description of the expressive intentions by means of
the selected features can be derived as well from Fig. 2 and 4. Tab. 1 summa-
rizes the qualitative contributions to the expression description. NPS, PSL,A
are directly related to physical properties of the signal, and they can easily be
mapped into physical description such as fast/slow, loud/weak, sudden/loose
respectively. Moreover, roughness R is considered to be a sensory process highly
related to texture perception, thus we can think of texture-related properties of
expressions explained by the physical metaphor of rough/smooth. Feature SRa
is related to the amount of energy in the frequency region below 1000 Hz. Thus,
expressions characterized by low values of SRa reveal high energy in the higher
bands, and this can be translated into the Brightness property, and then the ad-
jectives can be described by means of bright/dark description. Finally, feature
REh is related to the quality of the perceived effort, and it can be associated
with physical metaphor of strong/weak. We can also notice that the position
of the neutral performance, that in perceptual experiments subjects normally
tend to place it near the center of the semantic space, in our feature space it is
still in a central position but it tends to cluster with sad/calm/soft adjectives.
Probably performers choose to play with an inertial character, as opposed to the
other two cluster which present a strong or sudden reaction to a cause.



Music Expression Understanding Based on a Joint Semantic Space 623

We can compare our projection with the results of an experiment by Bigand
et al. [14] which consisted in requiring participants to group pieces according to
superficial similarities: multidimensional scaling analysis of such task leaded to
very similar grouping of our feature space. These findings support the idea that,
during expressive intention communication, the expressive musical structures,
used for expression communication both at structural and performance level are
strongly associated with some superficial cues.

Moreover psychological functions (as perception, cognition and emotion) over-
lap each other and distinctions are relative, not absolute. We can observe that
sensorial adjectives may have an emotional quality. Words as hard, light or
heavy are used in many different contexts with a variety of meanings, including
emotional meanings and are adequate for describing the behavioral aspects of
emotions as anger, happiness and sadness, respectively. This possible semantic
relation is reflected in our space, where these couples of sensorial and emotional
adjectives are placed in the same region. On the other hand experiments on the
time course of musical emotion e.g. [18,14] showed that very short music excerpt
(containing even a single tone) are quite sufficient to generate consistent, and
emotionally relevant, categorizations in listeners. This implies that performance
and timbre cues are often adequate to induce or recognize a specific emotion.

This relation between cues and expression encourages us to proceed with
the interpretation of positions in the joint feature space. Another important
aspect arises by observing this diagram, we can notice that the audio features
split in three clusters. The expressive labels belonging to each cluster reflect
the intuitive correspondence of Light with Happy, Sad with Calm and Soft,
Hard with Heavy and Angry. After having proposed an interpretation of the
dimensional organization of the two categories of adjectives based on linguistic
analogy and human behavior, we suggest an interpretation of the clusters based
on action and physical analogy [8]. In fact, actions can be considered as an
intermediate level of representation between the semantic and superficial feature
levels. Moreover in many domains, and especially in music, expressive contents
are conveyed by actions and gestures, which are essentially physical and dynamic
events. Therefore, direct or indirect reference to human physical behavior can
be a common denominator to all the multi-modal expressive actions and it can
yield a suitable representation. As an example, consider a pianist or a dancer
who wants to communicate, during a performance, an intention labelled as soft.
Each performer will translate this intention into modifications of his action in
order to render it softer, e.g. by taking into account the attack time of single
events (such as notes or steps). The actions will therefore be more “elastic”
or “weightless”. These and other overall properties (like inertia or viscosity),
together with energy (used as a scale factor), will be taken into account to
define the mid-level description.

When using the physical analogy, force is often subjectively considered as
the cause and movement (velocity or position) as the effect. The cause-effect
relationship is represented by the admittance Y which mathematically describes
the dynamic mapping and the qualitative behavior from force to velocity by an
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integral-differential equation. We can distinguish three kinds of basic behaviors:
friction, which determines the amount of effect and thus scales the energy; elas-
ticity, which opposes changes in force; inertia, which opposes changes in move-
ment. In friction velocity is proportional to applied force, in elasticity velocity is
proportional to the derivative of the force, and in inertia velocity is proportional
to the integral of the force: their behavior in the frequency domain is all-pass,
high-pass and low-pass respectively. This allows us the associate an interpreta-
tion to the three clusters shown in tab. 1: the heavy/hard/angry cluster can be
related to the concept of energy and (low) friction, the cluster happy/light to
elasticity, and the cluster sad/calm/soft to inertia.

There is finally a potential link between this analogy and the natural language
processing. According to Ortony, Clore and Collins [19], emotion theory defines
emotions as valenced reactions to events, or objects with their particular nature
being determined by the way in which the eliciting situation is construed. Thus,
emotions result the outcome of an evaluation of the extent to which one’s goals
are being met in interaction with the environment, from cognitive interpretation
of some emotion eliciting situation. Authors propose a mechanism for converting
eliciting situations into cognitive emotions, but not much is done for converting
eliciting situations into expressions: our interpretation of music expressions by
means of physical analogy can be helpful to find a mechanism for converting
eliciting situations such as events or objects into cognitive expressions, even
in practical applications e.g. to disambiguate language expressions in a movie,
through understanding the musical expressions that may accompany them.

4 Conclusions

In this experiment we used machine learning techniques to select the most rele-
vant low level features allowing to recognize different expressive intentions both
in the emotional and sensory domain. Then we explored the organization of
adjectives in the feature space and their relation with the intended expression.
Since our audio descriptors can be directly mapped to physical properties of the
sound, we could establish a correspondence among these properties and higher
semantic levels. In this way, the expression can be embodied in machines by
means of physical metaphors based on a low-level descriptors rather than musi-
cal attributes.
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Abstract. Game generation systems perform automated, intelligent de-
sign of games (i.e. videogames, boardgames), reasoning about both the
abstract rule system of the game and the visual realization of these rules.
Although, as an instance of the problem of creative design, game genera-
tion shares some common research themes with other creative AI systems
such as story and art generators, game generation extends such work by
having to reason about dynamic, playable artifacts. Like AI work on cre-
ativity in other domains, work on game generation sheds light on the
human game design process, offering opportunities to make explicit the
tacit knowledge involved in game design and test game design theories.
Finally, game generation enables new game genres which are radically
customized to specific players or situations; notable examples are cell
phone games customized for particular users and newsgames providing
commentary on current events. We describe an approach to formaliz-
ing game mechanics and generating games using those mechanics, using
WordNet and ConceptNet to assist in performing common-sense reason-
ing about game verbs and nouns. Finally, we demonstrate and describe
in detail a prototype that designs micro-games in the style of Nintendo’s
WarioWare series.

1 Introduction

Game generation systems perform automated, intelligent design of games, rea-
soning about both the abstract rule system of the game and the visual realization
of these rules. While procedural content generation focuses on the generation of
assets such as textures, meshes, animations, sounds, and the physical layout of
levels, game generation involves the entire game design process, including gen-
erating the game rules themselves, the game mechanics that describe how the
game state evolves over time, how player action influences the game state, and
the audio-visual realization of the game.

The goal of our research is not to replace human designers, but rather to:
facilitate formal game analysis through the computational expression of game
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rules, mechanics, and representations; enable new game mechanics and game
genres where the game dynamically changes as a function of player interaction;
move human design up the abstraction hierarchy to the meta-authorship of gen-
erative processes that generate games; and enable intelligent game design tools
to support human game designers.

Game designers and scholars have discussed the need for a game design lan-
guage, noting that there is no unified vocabulary for describing existing games
and thinking through the design of new ones. While some semi-formal analy-
sis languages are being developed [1], game design has not been described at
the level of detail and formality necessary to support automatic generation.
Automatic game generators can serve as highly detailed theories of both game
structure and game design expressed operationally as a program. In the same
way that AI-based story generators have, over the years, served as operational
models of both narrative and the story generation process, and thus served to
expose the strengths and weaknesses of different models of narrative, so too can
game generation facilitate the development of a design science for games.

In addition to shedding light on the game design process, dynamic generation
enables new game mechanics and game genres where the game dynamically
changes (or is generated from scratch) as a function of player input or other
exogenous events. Newsgames are one such category of game—micro-games that
provide commentary on a news item, much like political cartoons. Unlike political
cartoons, however, newsgames provide their commentary through gameplay: the
point is made through interaction on the part of the player. Some well-known
newsgames include Madrid,1 a memorial game released shortly after the Madrid
train bombings on March 11, 2004, and Bacteria Salad,2 a game about the fall
2006 E. coli infections spread by spinach in the United States. To offer timely
commentary on a news item, newsgames must be created rapidly, motivating the
need for automatic (or at least AI-assisted) game design. Newsgames tend to be
relatively small micro-games, making automated generation tractable, even in
the short term.

In the rest of the paper, we describe our view of game design as a problem-
solving activity comprising four major aspects of games, and describe a prototype
system that generates games in the style of Nintendo’s WarioWare games—short
games that typically last several seconds, come in rapid sequence, and ask the
player to do a single thing, such as dodging a car or shooting a duck.

2 Game Design as a Problem-Solving Activity

To understand game design as a problem-solving activity, we factor it into four
interacting domains (or aspects): abstract game mechanics, concrete game rep-
resentation, thematic content, and control mapping. A game design space (the
space of possible games the design system can reason about) is defined by the

1 http://www.newsgaming.com/games/madrid/
2 http://www.persuasivegames.com/games/game.aspx?game=arcadewireecoli

http://www.newsgaming.com/games/madrid/
http://www.persuasivegames.com/games/game.aspx?game=arcadewireecoli
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knowledge given to the system for each of these domains. Though the domains in-
teract, we hope to support the modular mixing and matching of different knowl-
edge sources for each domain, thus supporting the rapid specification of new
design spaces.

We’ll use the 1983 arcade game Tapper as an example. Tapper is a nice ex-
ample because is it well known within the game-design community, and small
enough to allow formal analysis yet large enough to clearly exhibit all four knowl-
edge domains. In Tapper, the player is a bartender who fills up mugs of beer and
serves customers by sliding the beers down one of several bars. The customers
move along the bars towards the bartender; serving a customer pushes him back
towards the door. The goal is to push the customers out of the bar without let-
ting any reach the bartender. Effective Tapper play is an exercise in rapid time
management.

A game’s abstract game mechanics specify an abstract game state and how
this state evolves over time, both autonomously and in response to player in-
teraction. In Tapper, the abstract mechanics are those of an order-fulfillment
game: There are requesters (customers) who want certain items (beers) within
time limits, sources for the player to get those items (taps), and a means for
the player to ferry the items from the sources to the requesters (sliding them
down the bar). The space of order-fulfillment mechanics is defined by general
knowledge about requesters, sources, requested objects, the progression of time,
and the relationships between each; the mechanics in Tapper are one instance,
making commitments to specific design decisions in this space. Chess likewise
makes concrete design commitments within the space of symmetric, 2D, tile-
based games [2]. In WarioWare games, the abstract mechanics are usually a
single rule, such as “avoid being hit for five seconds”.

Concrete game representation specifies how the abstract mechanics are in-
stantiated and represented to the player in a concrete game world, that is, the
audio-visual representation of the abstract game state. In Tapper, the abstract
time limit within which an order request must be serviced is represented con-
cretely by the customer’s position along the bar; in other games, an abstract time
limit might be represented by a literal on-screen clock, through a slowly emptying
bar graph, etc. In WarioWare, one concrete representation of the “avoid being
hit for five seconds” abstract mechanic is a dodging game in which the player has
to move around in a 2d top-down view and avoid getting hit. General knowledge
about representational strategies for different types of abstract game states (and
state transitions) constitutes a visual design space. Holding the abstract me-
chanics domain constant while changing the game representation domain results
in a new overall design space, such as 3D, first-person order-fulfillment games
(Tapper is a 2D, third-person game).

Thematic content comprises the real-world references expressed by the game.
For example, Tapper takes place in a bar, with beer glasses, customers, and so
on; Diablo takes place in a fantasy world with swords and monsters; The Sims
takes place in a suburban house; and a WarioWare dodging game might have a
person on a road dodging cars. The thematic knowledge domain comprises the
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common-sense knowledge about the real-world domain being expressed in the
game. Holding the other domains constant while changing the thematic content
domain results in a new overall design space, such as the design space of 2D
order-fulfillment games set in fast-food restaurants.

Finally, control mapping describes the relationships between the physical
player input, such as button presses and joystick movement, and modification
of abstract game state. In Tapper, pressing a button at the tap begins filling a
mug, while releasing the button stops filling and, if the mug is full, automatically
slides it down the bar. Possible alternative mappings for filling the beer include
repeatedly pumping the joystick back and forth, repeatedly hitting a button,
holding the joystick down for a specified period of time, etc. (to say nothing of
alternate physical control mechanisms such as dancepads or gestural controllers).

It might be tempting to see these four game-design aspects as a pipelined
process: Come up with an abstract game, represent it concretely, add a “skin”
of thematic content, and finally set up control mappings. That approach may
work for some types of games, but we feel that enabling non-pipelined inter-
actions between these aspects is likely to lead to more interesting and creative
game designs. Even something as seemingly straightforward as setting up the
control mappings is not a one-way street; for example, a game written for a
computer with keyboard and mouse might call for different game mechanics and
representations than one written for the Nintendo Wii, with its physical gestu-
ral controller (indeed, the idea that an interesting control scheme can lead to
interesting game design is one of the core market hypotheses of the Wii).

Thematic knowledge should also ideally be more than a “skin” chosen ac-
cording to the constraints of an already-designed abstract mechanic; instead, it
should suggest gameplay opportunities as well. For example, thematic knowl-
edge from a bar theme might lead a system to reason that as people drink they
become drunk and that drunk people move erratically, suggesting that drunk
customers might serve as obstacles for the player as they serve drinks, but only
if the player is a cocktail server moving between tables. This movement from
theme to mechanics and representation is particularly important for the gen-
eration of newsgames and other games dealing with real-world events, where
much of the rhetorical force of the game depends on the appropriate incorpo-
ration of thematic elements into the gameplay—rather than merely skinning an
off-the-shelf game with the faces of politicians or something equally superficial.

Of course, it is not a requirement that all games equally emphasize all aspects.
In chess the thematic content and concrete realization are of minimal importance;
design of interesting chess variants would focus on the abstract game mechanics.
A first-person shooter, on the other hand, puts large emphasis on the game’s
concrete representation (3D graphics and physics); design of first-person shooters
would focus on this aspect. Our goal is to have all these aspects available for
interesting interaction when desired.

Like any problem-solving activity, game design is driven by goal achievement.
These may be internal goals such as “maximize the variety in a collection of
generated games” or “design an interesting game”, where internal notions of
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variety and interestingness guide design; or external goals to create games with
specific properties for one or more aspects of the design, or specific properties
relative to a player model. For example, one might ask for a symmetric chess-
like game with a certain locality of movement [2] (here abstract mechanics would
be the guiding aspect of the design process), or an order-fulfillment game with
a desired visual complexity in terms of the number of simultaneously moving
objects on screen (here concrete representation would be the guiding aspect).
For our WarioWare-style generator, we chose to focus on theme as the guiding
aspect. Design goals are specified in terms of nouns and verbs; the generator’s
job is to create micro-games that are “about” the verb and/or noun. Since a
micro-game instantiates a single, atomic game mechanic, and maps real-world
referents onto this mechanic, such games are a nice vehicle for exploring the
common-sense reasoning issues that arise in the thematic aspect of game design.

3 Generating WarioWare-Style Games

Although WarioWare-style micro-games are quite simple structurally, usually
containing one or two pieces of abstract mechanics and lasting for no more than
a few seconds, they are an example of a game style that actual game designers
work on and release commercially (rather than an artificial toy domain), with
a design space that touches on a wide cross-section of issues in game design
[3]. Their abstract simplicity allows us to focus on the thematic elements of
game generation, and the fact that they are lightweight games that are easy
and quick to play meshes well with a number of potential applications, such as
web-distributed casual games and customized cell-phone games.

3.1 Common-Sense Thematic Content

Since our initial focus is on the thematic aspect of game generation, we have the
user direct the system by specifying a verb and/or noun to describe a desired
theme (e.g. a game about “shooting” and “ducks”). Generating a game that
fulfills the request is now a combination of two common-sense problems: The
game should “make sense” in terms of the roles its thematic elements are playing,
and it should be “reasonably close” to what the user requested.

To address both problems, we use a combination of the ConceptNet [4] and
WordNet [5] knowledge bases. ConceptNet is a graph-structured common-sense
knowledge base mined from OpenMind [6], a collection of semi-structured En-
glish sentences expressing common-sense facts gathered from online volunteers.
ConceptNet’s nodes are English words or phrases, and links between them ex-
press semantic relationships such as (CapableOf "person" "play video
game"). Compared to more formally specified common-sense knowledge bases
such as Cyc [7] and ThoughtTreasure [8], ConceptNet uses natural language and
informal semantics. This is nice for ease of use and interfacing with text, but
has drawbacks when it comes to ambiguity and inability to usefully respond to
complex queries; nonetheless, it has been useful for a number of applications [9],
and we have found it useful as well.
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A second drawback of ConceptNet is that its coverage is somewhat weak: it
knows that a duck can be shot, but not that a pheasant can be shot. Fortu-
nately, combining it with data from WordNet mitigates this problem to a very
large extent. WordNet is a similarly graph-structured knowledge base (Concept-
Net’s structure was based on WordNet’s), but it positions itself as a dictionary
rather than as a semantic knowledge base. Nonetheless, it contains semantic in-
formation in the form of word hierarchies, where a word below another one in
the hierarchy is a specialization of the higher-up one (the higher word is a “hy-
pernym”, and the lower one a “hyponym” if a noun, or “troponym” if a verb).
This information allows us to add inheritance to ConceptNet queries: If some-
thing is true of animals in general, then it is true for specific kinds of animals
as well. Since ConceptNet knows that an animal can be shot, WordNet-based
inheritance lets us figure out that a pheasant, as a specific kind of animal, can
also be shot.

In addition to using WordNet to extend ConceptNet’s coverage, we use its
hypernymy relationships to determine simple attributes, such as whether a noun
is animate (if it is, it will be below “animate thing” in the hierarchy). This is
only possible for attributes deemed primary by WordNet—although we might
say “money” is conceptually a type of “valuable thing”, that isn’t a sufficiently
primary attribute for WordNet. Finally, we use distances between nouns and
verbs in WordNet and ConceptNet, respectively, as simple measures of similar-
ity. We use WordNet for nouns due to its fairly comprehensive taxonomy, and
ConceptNet for verbs since this captures more complex notions of similarity such
as “can operate on the same object”. While link distance is a simple notion of
similarity, it has worked well as a first approximation; in the future we plan to
explore more complex measures [10].

3.2 Decomposing WarioWare

To facilitate generation, we abstract a number of styles of WarioWare games into
abstract game types; currently the system knows about three of them. An Avoid
game is one in which one entity, the “avoider”, must avoid (for the duration of the
game) one or more other entities, the “attackers”, which may attack the avoider
either directly or via other objects. The player can play either role. An Acquire
game is one in which the player must find an object within a time limit. A Fill
game is one in which the playermust fill a meter within a time limit. These abstract
game types capture the abstract mechanics the system currently knows about.

These game types can be implemented via several stock sets of concrete game
mechanics, represented in a mixable J2ME (Java mobile platform) class library.
A Dodger game is a 2d top-down game in which one object, the “dodger”, tries
to avoid one or more other entities, the “attackers”; it is used to implement some
Avoid games and some Acquire games. A Shooter game is a 2d side-view game
in which objects move across the screen, and can be shot by aiming crosshairs
and firing; it is used to implement some Avoid games. A Pick-Up game is a 2d
top-down game with a player and an object for them to pick up, usually through
some obstacle such as a maze; it is used to implement some Acquire games. A
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Fig. 1. Two games generated for the noun “pheasant” and verb “shoot”. A duck is in
both since it is the closest noun to “pheasant” for which the generator has a sprite. Both
are Avoid games with Attacker-verb “shoot”, Avoider-noun “duck”, and Attacker-noun
“bullet”. The left game is implemented by the Shooter concrete mechanic and has the
player trying to shoot the duck; the right game is implemented by the Dodger concrete
mechanic and has the player, as the duck, trying to avoid bullets.

Pump game has a reservoir of some sort that needs to be filled up; it is used to
implement some Fill games. A Move game has a player moving some distance;
it is used to implement some Fill games.

Each of the five types of game mechanics can then be matched with compos-
able movement managers that determine how the non-player-controlled objects
will move, based on some common-sense reasoning about the thematic repre-
sentation they’ve been assigned (see next section). For example, attackers in a
Dodger game where the player plays the dodging side might chase the player (if
animate) or travel in a straight line (if not). The interface mappings are cur-
rently bundled with the objects in the concrete game mechanics: If the player
plays the dodging side in a Dodger game, then the controls will be arrow-keys to
move. These concrete game mechanics capture the concrete representations and
control mappings the system currently knows about. Finally, we have a stock
set of sprites, each attached to a noun describing them, that can be used as the
graphical representation of any of the objects in any of the games.

The end result of the generation process is a recipe for building a game. The
game is then built out of the composable classes corresponding to the five sets of
stock concrete mechanics (plus input and movement-control classes) to produce a
running game. Screenshots of the realizations of two generated games are shown
in Figure 1.

3.3 Common-Sense WarioWare Generation

In response to a request, we generate a number of games meeting a set of con-
straints on what games “make sense” in each of the three types of abstract games,
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and score them according to a heuristic measure of how “reasonably close” they
are to the player’s actual request. These games are then built and fed to the
player in rapid-fire sequence, much as in Nintendo’s original WarioWare, with
the games growing increasingly distant from the original request as the system
has to stretch further to find games satisfying the thematic request that it hasn’t
yet used.

We start by defining prototype verbs that specify some canonical ways of
describing the action in each game. For example, an Avoid game from the per-
spective of the attacker has prototype verbs “attack”, “injure”, “shoot”, and
several more. If the user requests a verb, we compare it with a set of proto-
type verbs via ConceptNet distance (with closer verbs making for higher-scored
games), to determine if the verb can be mapped onto one of the abstract game
types. The original verb, not the prototype, is then used to determine which
nouns can be mapped into the game.

Filling in a game’s nouns is where the meat of common-sense reasoning comes
in; the process varies per game type, but can usually be done to reasonable
accuracy with surprisingly simple constraints once the basic logic of the game
type is teased apart. We choose nouns from those for which we have sprites that
meet the constraints of the game and are close to what the player requested.
The methods we use for each of the three game types are described below.
In addition to selecting the abstract game type, the specifics of the semantic
relationships discovered between the noun and verb are also used to select the
concrete realization (e.g. deciding to implement Acquire using Dodger with the
player playing the attacker).

Avoid. The relationship of nouns and verbs in an Avoid game can follow two
patterns: “Avoider-noun Avoids-verb being Attack-verbed by Attacker-noun”;
or “Avoider-noun Avoids-verb an Attacker-noun Attacker-verbed by Instigator-
noun”. In the first case, an attacker directly attacks the avoider (e.g., “person
avoids being hit by car”), while in the second, an attacker is a projectile being
used by some other noun (the instigator) to attack the avoider (e.g., “pheasant
avoids a bullet shot by gun”). Although both types of games make sense, it is
important not to confuse one for the other, lest we end up with a gun shooting
a pheasant by moving across the screen towards it instead of firing bullets at
it. Since many of the same nouns could conceivably function in either type of
game, we decide between these two phrases by testing the verb. We say that
a game is of the projectile sort if the Attacker-verb is a type of verb that acts
on devices; that is, whether for some noun that is a hyponym of “device”, that
noun is CapableOfReceivingAction the Attacker-verb.3

In either version, the Avoider-noun must be CapableOfReceivingAction
the Attacker-verb, and furthermore must be an “animate thing”. The
3 We use “device” rather than “projectile” because some non-hyponyms of “projectile”

can be used as projectiles, such as “baseball” and “hammer”. There are also devices
that would be awkward to use as projectiles, but with the semantic information in
ConceptNet and WordNet they are difficult to avoid, so for now we admit some—
hopefully amusing—games with unlikely projectiles.
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Attacker-noun’s constraints depend on whether this is a projectile or non-
projectile Avoid game. In a projectile game, the Attacker-noun is a device being
acted upon by the Attacker-verb, so it must be CapableOfReceivingAction the
Attacker-verb and must be a “device”. In a non-projectile game, the Attacker-
noun is doing the attacking itself, so it must be CapableOf the Attacker-verb.

The player can be assigned to play either side. If assigned to play the Avoider-
noun, the game is implemented by the Dodger concrete game mechanic. If the
game is a projectile type game, then the Attacker-noun will be duplicated into
multiple copies that move via a “move in a straight line” movement manager.
If the game is a non-projectile type, then there will be a single Attacker-noun,
controlled by a “chase the player” movement manager.

If the player is assigned to play the attacking side, the specifics depend on
whether this is a projectile or non-projectile type game. In a projectile game, the
player plays the Instigator-noun, and the game is implemented by the Shooter
concrete game mechanic, with the player firing Attacker-noun projectiles. In a
non-projectile game, the game is implemented by a Dodger game in which the
player plays the Attacker-noun, and the Avoider-noun has a movement manager
that runs away from the player.

Acquire. In an Acquire game, the situation is somewhat simpler. There is an
Acquirer-noun, which the player always plays, and it is trying to acquire a Target-
noun. The Target-noun must be a DesireOf the Acquirer-noun (for example, a
squirrel may want to acquire a nut). The game is usually implemented by the
Pick-Up concrete game mechanic, but if the Target-noun is an “animate thing”,
then it may also be implemented by the Dodger mechanic, with the player playing
the attacker. In either case, a non-animate Target-noun will have a movement
manager that causes it to sit still, while an animate Target-noun will run away
from the player.

Fill. In a Fill game, the player is a Filler-noun trying to fill an abstract reservoir,
which can be represented as a literal reservoir via the Pump concrete mechanic,
or metaphorically by distance across the screen with the Move mechanic; there
are prototype verbs for both. Once we’ve chosen a verb, we require that the
Filler-noun be CapableOf the verb. If the verb is a troponym of “move”, we
generate a Move game; otherwise, we generate a Pump game with a Thing-To-
Fill-noun that is CapableOfReceivingAction the verb.

4 Related Work

The earliest automatic game-generation system we’re aware of is the component
of METAGAMER [2] that generates “symmetric chess-like” games. METAGAMER

itself is a general game player for such games: It takes a formal description of
a particular game written in a grammar that can represent a class of games,
and tries to figure out how to play it well. Given a class of games specified by
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a grammar, new games can be generated at random by following production
rules in the grammar. To generate games that would test specific aspects of
METAGAMER, Pell parameterized the generator along four axes so it could, via
some heuristics, generate games with greater or lesser rule complexity, decision
complexity, search complexity, and movement locality. Although the primary
purpose of the generator was to provide games with which to test METAGAMER,
Pell notes that it nonetheless generated some interesting games. From of our view
of game generation, METAGAMER tackles the portion of game design involving
the abstract gameplay mechanics.

EGGG [11], on the other hand, takes a formally specified game as its input,
and from that generates a graphical, playable game. The formal specification
gives the abstract mechanics for a specific game from one of several classes of
games (chess-like games, card games, etc.), and also partly specifies the concrete
game representation (e.g. whether the abstract rules should be represented as
operating on cards or board pieces). EGGG itself then tackles the process of
fleshing out the on-screen representation, assigning input mappings, and “com-
piling” this all into a final product. For two-player games it also generates an AI
opponent, which could be seen as generating abstract game mechanics to flesh
out the one-human-player version of the game.

Another body of work, mostly in the game industry and graphics field, aims
to procedurally generate graphics, animations, terrain, and levels [12,13,14,15].
Though only a subset of the game design problem, procedural content generation
would be a useful component of an automated game-design system, allowing it
to generate custom content on demand rather than relying on libraries of canned
content.

Holm, Jukka, & Arrasvuori [16] propose games that customize themselves to
music, for example by synchronizing movement in the game to the music’s beat.
This is similar to our goal of customizing games, but it is not game generation
per se, since the games are programmed explicitly to respond to music as input,
rather than adapted on the fly by a process that explicitly reasons about the
game’s design.

Insofar as we’re exploring an expressive domain at least partly in order to
better understand the potential for computer creativity within it, there are sim-
ilarities with work in automated story generation [17,18], art generation [19],
music composition [20,21], and film generation [22]. The main difference is that
in story generation the product is an interactive artifact, rather than text, art,
music, or film, and so involves mechanics and dynamics as well as content.4 A
particularly interesting parallel is with MAKEBELIEVE [23], a demo that pro-
duces very short stories about a requested subject by querying OpenMind for
plausible things the subject might do and stringing them together. Our proto-
type might be viewed as the interactive analog, generating micro-games that tell
plausible stories about the noun and/or verb the user requests.

4 It’s worth noting that several of these systems [22,21] are themselves highly interac-
tive, but they don’t generate interactive systems.
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5 Conclusions and Future Work

Automated game generation is a little-explored area of research that we feel holds
great potential, both as a technique that would enable the development of new
types of games, and as a research agenda that tackles the problem of machine
creativity from the perspective of the generation of highly interactive artifacts.
We described a general framework for viewing this problem, and a prototype
system that generates games in the style of WarioWare about user-requested
subjects, while respecting common-sense expectations about the roles of verbs
and nouns in those games.

There are a large number of avenues for future work on this subject. In the
short term, we plan to scale up our prototype to generate a wider variety of War-
ioWare-style games and gain feedback from users on the perceived strengths and
weaknesses of the system to guide future improvements. We will also explore the
use of the system to generate newsgames, using biased summaries of news stories
as a starting point for generation. In the longer term, we’d like a more iterative
blackboard approach to generation, in which different components of the gener-
ator revise a design-in-progress, allowing design failures in various aspects of the
design to force revision of other aspects. To allow such a system to perform com-
plex analysis of its design-in-progress, we envision a more formal representation
of a game, perhaps as a high-level game simulation defined by logical assertions;
in such a system, a more formal database of common-sense knowledge along the
lines of Cyc might be a good fit.
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Abstract. We have recently presented CarpeDiem, an algorithm that
can be used for speeding up the evaluation of Supervised Sequential
Learning (SSL) classifiers. CarpeDiem provides impressive time perfor-
mance gain over the state-of-art Viterbi algorithm when applied to the
tonal harmony analysis task. Along with interesting computational fea-
tures, the algorithm reveals some properties that are of some interest to
Cognitive Science and Computer Music. To explore the question whether
and to what extent the implemented system is suitable for cognitive mod-
eling, we first elaborate about its design principles, and then assess the
quality of the analyses produced. A threefold experimentation reviews
the learned weights, the classification errors, and the search space in
comparison to the actual problem space; data about these points are
reported and discussed.

Keyword: AI in Art and Music; Cognitive Modeling; Machine learning;
Music Analysis.

1 Introduction

Musical domain always exerted a strong fascination on researchers from very
different fields; in the last few years a wealth of research has been invested in
attempting to analyze music, under a twofold academic and industrial pressure.
Not only music investigation is interesting per se, but it is also required by the
novel forms of music e-commerce, e.g. to devise systems for recommendation,
algorithmic playlist generation, and music summarization. Recent technological
advances significantly enhanced the way automatic environments compose mu-
sic [1], expressively perform it [2], accompany human musicians [3], and the way
music is sold by web stores like iTunes, as well [4].

Music analysis is a necessary step for composing, performing and –ultimately–
understanding music, for both human beings and artificial environments (see,
e.g., the works in [5] and [6]). Within the broader area of music analysis, we
single out the task of tonal harmony analysis. This is a challenging problem
for music students, that spend considerable amounts of time in learning tonal
harmony, as well as for automatic systems. In Western tonal music at each time
point of the musical flow (or vertical) one can determine which chord is sounding:
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harmonic analysis mainly consists in indicating the fundamental note (or root)
and the mode of the chord.

We have designed a system for tonal analysis, breve, where the analysis task
is cast to a supervised sequential learning (SSL) problem [7]. From a method-
ological viewpoint, it transports to the musical domain the state-of-art machine
learning conditioned models paradigm, originally devised for the part-of-speech
(POS) tagging problem [8]. A set of features has been devised mimicking the
main cues used by human experts to analyze music. Intuitively, the analysis
of a musical piece can be computed by finding the optimum path in a layered
graph (with T layers, one for each vertical) where a node represents one of the
possible K labels. The most widely used algorithm to solve this problem is the
Viterbi, a dynamic programming algorithm having Θ(TK2) time complexity [9].
To overcome the quadratic dependence on K, we designed a novel algorithm,
CarpeDiem, which finds the optimal path in O(TK log(K)) time in the best case,
degrading to Viterbi complexity in the worst case [10]. Further computational
considerations about CarpeDiem have been carried out in [11].

In this paper we provide an assessment of the system for tonal harmony anal-
ysis. Since our approach puts together various insights from the fields of Machine
Learning, Cognitive Science and Computer Music in an interdisciplinary fashion,
several aspects are considered. We discuss experiments along three main lines:
we elaborate on the meaning of the learned knowledge; we expand on committed
errors; and analyze how the search strategy of CarpeDiem allows considering a
reduced set of meaningful labels. One major strength lies in the attempt to dis-
cuss on the same table strengths and weaknesses of the two cooperating systems:
breve and CarpeDiem. Yet, an interesting finding is that both accuracies and
time performances reveal deep cognitive roots.

2 Tonal Harmony Analysis Problem

We define the problem of harmonic analysis as follows. In Western tonal music,
at each time point of the musical flow one can determine which chord is sounding.
A chord is a set of (three or more) notes sounding at the same time. Harmonic
analysis consists in indicating the fundamental note (or root) and the mode of the
chord, e.g., C-Maj or F-min, at each time point of the musical flow (Figure 1).
Given a score, we individuate sets of simultaneous notes (verticals), and associate
to each vertical a label 〈fundamental note, mode〉. We individuate added notes
that can enrich the basic harmony: namely, the cases of seventh, sixth and fourth.
This approach to the harmonic structure analysis directly compares, e.g., with
that of [12]. However, an higher level functional analysis approach exists that
aims at individuating harmonic functions in chords. We’ll address the latter in
future work.

To analyze the harmonic structure of a piece is a sequential task, where con-
textual cues play a fundamental role. We start by considering two main musical
dimensions: vertical and horizontal information. The former grasps the simul-
taneity of sounds, whereas the latter applies to successions.
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Fig. 1. The tonal harmony analysis problem consists of indicating for each verti-
cal which chord is currently sounding. Excerpt from Beethoven’s Piano Sonata
Op.10 n.1.

Tonal harmony theory encodes how to build chords, that is which sets of
pitches can be played simultaneously. For example, three main kinds or modes
of chords are defined, and specifically they are major, minor and diminished
chords. Optionally, these basic patterns can be enriched with added notes. This
is an example of what we refer to as “vertical” information. Furthermore, tonal
harmony theory encodes how to concatenate chords, that is which successions
are acceptable: for example, after a C-Maj chord one could expect F-Maj or G-
Maj, rather than C�-Maj. This is an example of what we refer to as “horizontal”
information.

To complicate things for music analysts, music can be incompletely stated
(i.e., we could find only one or two elements of a major triad), or it can be
stated by arpeggio (i.e., one note at a time); moreover, passing tones, retards,
etc., can make the correct identification a less trivial task. In addition, one has to
handle ambiguous cases, where composer’s strategies aim at violating listener’s
expectation: intuitively, this corresponds to breaking “grammatical” rules. To
disambiguate unclear cases, analysts refer to horizontal features of music as
well. Hence, tonal harmony analysis can be represented as a sequential problem,
where both vertical and horizontal aspects prove to be notably influential.

3 HMPerceptron Algorithm Grounded on CarpeDiem

The SSL task can be specified as follows [13]:

Given: A set L of training examples of the form (Xm, Ym), where each Xm =
(xm,1, . . . , xm,Tm) is a sequence of Tm feature vectors and each Ym = (ym,1,
. . . , ym,Tm) is a corresponding sequence of class labels, y ∈ {1, ...,K}.

Find: A classifier H that, given a new sequence X of feature vectors, predicts
the corresponding sequence of class labels Y = H(X) accurately.

Presently, Xm corresponds to a particular piece of music; xm,t is the information
associated to the event at time t; ym,t is the chord label (i.e., the chord root and
mode) associated to the event sounding at time t. The problem is, thus, to learn
how to predict the sequence of chord labels given the musical events information.

The SSL problem can be solved with several techniques, such as Sliding Win-
dows, Hidden Markov Models, Maximum Entropy Markov Models [14], Condi-
tional Random Fields [15], and Collin’s adaptation of the Perceptron algorithm
to sequential problems [8] (henceforth, HMPerceptron).



Tonal Harmony Analysis: A Supervised Sequential Learning Approach 641

breve is implemented by the HMPerceptron algorithm. Although not ground-
ed on a solid probabilistic framework as some of the cited algorithms, the HM-
Perceptron is reportedly as accurate as other state of the art learning tools,
with the advantage of faster learning times. The hypothesis acquired by the
HMPerceptron has the form

H(X) = arg max
Y ={y1...yT }

∑
t

∑
s

wsφs(X, yt, yt−1) (1)

where φs is a boolean function of the sequence of events X and of the previous
and current labels. The φs functions are called features : they are used by the
algorithm to collect information about the salient aspects of the sequence be-
ing analyzed. The ws weights are the parameters that need to be estimated by
the HMPerceptron. This is done by iterating over the training set and updat-
ing the weights so that features correlated to correct outputs are emphasized,
whilst those correlated with incorrect ones are penalized. We first introduce the
features, and then focus on how the HMPerceptron works.

3.1 Features Design

In general, features are used to provide discriminative power to the learning
system. They are evaluated at each time point t in order to compute an in-
formed prediction about the label to be associated with the event. The present
features analyze a small neighborhood of the current event, and return 1 if it
contains evidence that the predicted label is correct. Formal definitions cannot
be reported here for space reasons. We distinguish among vertical features, that
do not require knowledge about the previously predicted label, and horizontal
features, that make use of the surrounding context information: both classes are
outlined in the following, where x·,t denotes the current event, and yt denotes
the currently predicted label.

Vertical features. typically report about the presence (or absence) of some
note in a given event, thus providing a proof for (or against) a given label. For
example, the feature Chord-root-is-asserted informs about whether the root note
of label yt is present in event x·,t. This feature can provide a precious cue, since
the root note is the most salient sound in any chord. Other features providing
similar cues are Fully-stated-chord, Asserted-added-note and Root-asserted-in-
next-event. Altogether, they form the class of features Asserted-degrees.

Features named v-chord-notes-asserted are triggered when exactly v notes of
yt are present in x·,t. In principle, the smaller is v, the lesser evidence exists for yt.

It is relevant to point out that our features allow learning classifiers that
naturally generalize to unseen chords. For instance, Fully-stated-chord will fire
any time all the notes of label yt are present in x·,t, regardless of whether yt was
present in the training set or not. Such generalization capabilities characterize
all features we implemented, and are a major aspect of breve.

Horizontal features. can be arranged into two classes. One reports about how
meter and harmonic changes relate. The other one reports about transitions
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relevant in tonal harmony theory. Chord-changes-on-metrical-pattern features
account for the correlation of label changes and the beat level of a neighborhood
of x·,t. We have two kinds of beat (accented, unaccented). In analyzing event
x·,t, we consider events x·,t−1 and x·,t+1, too. We denote with triplets of 1 and 0
the eight possible metrical patterns. For instance, 010 denotes an accented event
surrounded by two weak beats. The associated feature returns 1 if yt−1 
= yt in
correspondence of such a pattern.

Human analysts are known to refer to a reduced set of transitions frequent
in tonal music. Chord-transition-pattern features are used to model them, as
a way for biasing the system to behave accordingly. We represent a transition
as a pattern composed by i) a starting mode and added note; ii) a distance
between root notes, expressed in number of half-tones; iii) an ending mode and
added note. For instance, the notation (Maj7, 5,Maj) refers to a transition from
a major chord with added seventh to a major chord with no added note, whose
roots are five half-tones apart (e.g., from FMaj7 to B'Maj).

Finally, both Chord-changes-on-metrical-pattern and Chord-transition-pat-
tern features can be used to capture musical aspects that are deeply ingrained
with musical style. On one side, this implies that restrictive constraints are posed
to the stylistic homogeneity between training and testing sets. On the other one,
such style sensitivity grasps valuable ‘linguistic’ aspects that characterize musical
language.

3.2 Learning Strategy

As mentioned, to find the best sequence of chord labels for an excerpt can be
seen as finding a path in a graph. An example of such a graph for the music
analysis problem is reported in Fig. 2.

As a main difference w.r.t. non sequential classification tasks, to classify a
sequence implies considering an exponential number of possible label sequences.
For instance, in music analysis over 150 different chord labels exist, so that in
principle 150200 possible labelings need to be examined in analysing an excerpt
containing 200 events. In order to tame the complexity, a (kind of) first order
Markov assumption can be made: this amounts to assume that observing any
given label yt does not depend on labels preceding t−1. Given the above assump-
tion, Viterbi decoding can be used to decide about the best possible sequence of
labels.

The HMPerceptron algorithm uses Viterbi decoding to evaluate H (see Equa-
tion 1) and estimates the weights associated to the features so to maximize H
accuracy over the training set. Briefly stated, the algorithm works as follows. The
weights vector is initially set to 0. Then, for each example (a music excerpt) in
the training set, H is evaluated using the current set of weights. If H correctly
labels the entire sequence, nothing is done and the algorithm simply jumps to
the following sequence. Otherwise, the weights vector is updated so to increment
the weights of features that would have contributed to a correct classification,
and to decrement the ones that caused a wrong classification.
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Fig. 2. Graphical representation of the labelling problem for K=6

3.3 CarpeDiem Algorithm

As mentioned, it is reasonable to assume that human analysts mainly exploit
vertical information, resorting to horizontal cues primarily to resolve ambigui-
ties [16,17]. This is to say that to label a given vertical, one first looks at informa-
tion provided by the current event; then one uses surrounding context to make
a decision if still in doubt. Relatedly, vertical information restricts the number
of possibilities faced by the analyst, allowing human beings to only consider a
subset of possible labeling alternatives.

CarpeDiem implements the described strategy: it uses vertical information over
horizontal information, aiming at reducing the number of nodes considered per
layer. To provide an intuitive description of the algorithm, it is worth recalling
that Viterbi algorithm [9] spends most computational resources to evaluate the
formula:

max
yt,yt−1

⎡⎢⎢⎣weight of the best path to yt−1︷ ︸︸ ︷
ωyt−1 +

weight for transition yt−1, yt︷ ︸︸ ︷∑
s

wsφs(X, yt, yt−1, t)

⎤⎥⎥⎦ (2)

where ωyt−1 denotes the weight of the best path to label yt−1.
If we partition the set {1, 2, . . . p} of all feature indexes into the two sets Φ0

and Φ1, corresponding to indexes of vertical and horizontal features respectively,
then the equation (2) can be rewritten into:

max
yt

[∑
s∈Φ0

wsφs(X, yt, t) + max
yt−1

[
ωyt−1 +

∑
s∈Φ1

wsφs(X, yt, yt−1, t)

]]
(3)

Equation (3) is equivalent to Equation (2); in addition, it emphasizes how fea-
tures in Φ0 need to be evaluated only once per yt label, and not once for each
yt,yt−1 pair. It is then obvious (and in accord with the intuition) that when-
ever Φ1 = ∅ the cost of the Viterbi algorithm can be reduced to be linear in
the number of labels. The core idea underlying CarpeDiem is to exploit vertical
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information for avoiding the evaluation of the inner maximization as long as
possible. In this way, we resort to the use of horizontal features only in case this
is really necessary for the classification purposes.

4 Experimentation

In previous works we showed that breve accuracy is 81.5% on a corpus of
Bach chorales; this figure lowers to 73.8% over a much less homogeneous dataset
(namely, the Kostka-Payne corpus [18]). Also, CarpeDiem saves over 88% of clas-
sification time w.r.t. Viterbi [11]. Here we are concerned with the quality of its
outcomes and, specifically, we explore i) whether the learned rules are meaning-
ful, based on musical accounts; ii) whether the error analysis can shed any light
or suggest any improvement to the set of features or to the classification strategy,
and iii) whether the labels actually considered through the search process are
to some extent similar to the ‘reduced set’ of labels considered by humans.

The system has been trained on a data set composed of 30 4-parts harmonized
chorales by J.S. Bach. A different set of 42 chorales from the same author has
been used for testing.

i) Did we learn anything musically meaningful? In Figure 3 we present
the learned weights arranged into the four classes introduced above.

The highest positive weights involve vertical features (see for instance Chord-
root-is-asserted (Fig. 3(a)) and v-chord-notes-asserted (Fig. 3(b))): as expected,
information about which notes are currently sounding prevails over contextual
information. In other terms breve, like human analysts, puts much emphasis on
vertical information1. In considering v-chord-notes-asserted features (Fig. 3(a)),
we see that the case v=3 received more emphasis with respect to the case v=4.
In the examined corpus events with 4 or more notes are likely to contain passing
tones which mislead the 4-chord-notes-asserted feature. Furthermore, the lower
frequency with which the feature is asserted influences the magnitude of the
learned weight as well.

In cases v=1 and v=2 we note how the features are used to report about
evidence against a given label, rather than supporting it. We also note how the
feature with v=1 received a penalty heavier than the feature with v=2. This in
spite of the fact that seeing one single asserted note provides, in principle, much
more evidence against a given label w.r.t. seeing two of them. To understand
this surprising fact, one needs to recall that the HMPerceptron changes the
weight of a given feature when the predicted labeling is wrong. In particular, the
algorithm decreases the weight of the features that voted for the wrong class,
and increases the weight of features that voted for the correct one. 1-chord-notes-
asserted feature fires when harmony is only loosely stated. If, in the meanwhile,
the correct label does contain exactly one of the sounding notes, then the feature

1 It is also interesting to study the musical and cognitive effects of weights’ evolution
in a dynamic fashion, as learning proceeds. The surprising computational impact of
weights evolution on classification times has been investigated in [11].
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Fig. 3. Weights learned on a training set composed by 30 4-parts harmonized
chorales by J.S. Bach. Graphics in the first row present weights obtained by
vertical features, whilst in the second row the weights obtained by horizontal
features are presented.

correlates with exact classification and its weight is augmented. On the contrary,
when more notes are present and the classification is wrong, the label predicted
by HMPerceptron probably contains more than a single note in common with
the current vertical. Thus, the feature for v=1 is not to be deemed responsible
for the error and its weight is not decremented. The same explanation, with
inverted arguments holds for v = 2, since this feature is the most likely to fire
in correspondence of wrong labelings.

By looking at the Asserted-degrees features class (Fig. 3(b)), we observe that
the features Fully-stated-chord, Chord-root-is-asserted, and (2|3)-chord-notes-
-asserted necessarily fire simultaneously. In such situations, the ‘amount of evi-
dence’ in favour of yt is overwhelming and breve will probably investigate only
few alternative labels.

Let us now consider horizontal features (Figure 3(c) and 3(d)). Weights as-
sociated to harmony changes in correspondence with weak beats (?0? patterns)
receive the highest penalty among all features. While harmony change is glob-
ally discouraged, the system clearly exhibits a preference for changing harmony
on accented beats. The preference for chord transitions in correspondence with
accented events substantially fits to experimental evidences and analytical strate-
gies known in music cognition literature, e.g., the Strong beat rule proposed by
[16], and experimentally verified by Temperley [17]. Interestingly, the speed of
harmony changes is deeply ingrained with musical style: these features result
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in a rough way of modeling the harmonic rhythm and, as a consequence, they
provide important indications about style.

Chord-transition-pattern features do not provide highly discriminative con-
tributions to the classification process; they rather constitute refinement criteria
when classification is ambiguous. This fact is somehow surprising, as in Bach
chorales one would expect to find few, well-distinguished transition patterns.
However, each and every transition in the cadence have been identified2. In fact,
the following five best scoring features are those needed to build cadences.

����
���� �������� �������� ��������� �

(M,2,M7)(M7,5,M)(M,5,M){ { {
(M,7,M7)(M,7,M) (M,5,M) (M7,5,M)

{ { { {

This fact would suggest that (at least for dealing with Bach chorales), it is
possible to reduce the Chord-transition-pattern features to those involved in the
cadence, in that all the other ones are mainly used for fine tuning purposes. A
new experimentation with the Chord-transition-pattern features reduced to the
five mentioned still obtains a 79.44% classification accuracy (2% less than with
the full block).

ii) Do errors shed any light on the system’s functioning, or suggest
any improvement? As mentioned, breve is incorrect in the 18.5% of cases. A
closer look at the errors shows some identifiable error classes. First, in about 30%
of errors, we obtain completely wrong labelings. In these cases breve classifies
with wrong root, wrong mode and wrong added note: i.e., situations where the
system is totally mislead. In many cases the system is caught in interpretative
nuances that are hardly avoided given the simplified input representation (e.g.,
the system cannot consider inversions, chord substitutions, nor tonality). In other
cases, the resistance to chord changes forces the system to inherit by mistake
previously attributed labels (this is especially true for chord changes on weak
beats).

Among other mistakes, few errors appear execrable from the viewpoint of
harmony theory. For instance, those due to confusing chord modes such as major
with minor chords or viceversa. This is an error never committed by human
analysts, and seldom committed by breve: only 5% of the overall error rate
falls in this class. One may argue that a lager context is needed to improve on
this issue.

The errors due to confusion between relative keys amount to 15% of the
total. Relative keys are intrinsically related tones (in that they share the same
key signature while having different roots), and to confuse between them is
considered venial from a musical perspective.

Many errors (namely the 23.2%) are due to wrong added note (root and mode
being correct). In these cases the chord is analyzed in a substantially correct

2 Cadence is a sequence of chords comprising the close of a musical phrase, which is
commonly acknowledged to be a sort of “cradle” of tonal language.
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fashion. In some cases, it is again the resistance to chord changes that causes this
kind of mistake. For example, in the case of succession F-Maj→F-Maj→B'-Maj
let us consider the case that the added seventh of F-Maj is stated in correspon-
dence of the second unaccented F-Maj chord. This case can be controversial even
for human analysts, in that both F-Maj and F-Maj7 can be considered correct
labelings for the second vertical. In summary, there is evidence that the system
makes errors that are either venial, or justifiable on musical accounts, or due to
information lacking in the input representation.

iii) Which labels are considered. On average, breve inspects only a fraction
of all possible labels. This datum, which grasps a kind of “computational effort”
measure, correlates (though only mildly) with the classification error. In fact,
if we consider the correctly predicted labels, breve inspects 48% of them; this
figure raises to 62.5% in case of wrong predictions. In other words, to analyze
difficult events a larger effort is required. We now show that inspecting few/more
labels obeys a musically reasonable strategy.

Let us examine the behavior of breve in action as it analyses the first few
measures from the chorale presented in the top part of Figure 4. We consider
this toy example (many more labels are usually present) suitable to provide
some insight on breve’s inner mechanisms. At the bottom of the Figure we
report three pictures showing the state of the analysis (i.e., nodes just inspected
(opened), nodes yet to be opened, and nodes opened in previous steps), at the
time points t = 7, 8, 9.

breve always inspects all nodes of the first vertical: only for the first time step
this is a cheap operation that through a preliminary reconnaissance provides solid
ground for subsequent investigation. In the subsequent steps, breve exploits
vertical information to inspect only few labels.

Figure 4 points out a that counterintuitive fact occurs at t = 8. Even though
ambiguities arise at time step 8, to solve them the algorithm inspects 16 la-
bels for event 7, and only 3 for event 8. At t = 8 we have a passing note on
a weak beat; notes sounding at t = 8 〈F�,D,A,C〉, make labels D-Maj, D-Maj7
and F�-dim plausible. It is then necessary to find the best ancestors for those
nodes in the 7th layer, thus considering their ‘true’ horizontal contribution to
the maximization strategy (see [10]). Among the possible ancestors considered
at time step 7 there are some that are not completely justifiable on musical
accounts. breve often succeeds in reducing the search space by exploiting a
bound on the maximal horizontal score. Instead, in the present case the bound
is not sufficient to cut the search and the algorithm forcefully inspects even
less musically justifiable alternatives like B-Maj. It is somehow ironic that, af-
ter all the efforts spent in analyzing this layer, metric considerations override
any other criterion and prevent harmony from changing. Though correct, this
is amazing, in that D-Maj7 chord is fully asserted, and it is remarkable how
much horizontal features contribute to tune the classification towards meaningful
labelings.
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Fig. 4. The starting measures of the chorale BWV 206 by J.S. Bach (top), along
with three dumps of the analysis graph when dealing with the events at times t =
7, 8, 9 (bottom). Gray chord labels indicate nodes yet to be inspected (closed),
while black labels stand for open nodes; white labels on a gray background
indicate nodes that have been opened at the last step; finally, underlined labels
indicate the correct label.

5 Conclusions

This paper addressed the issue of tonal harmony analysis, which is at the ridge
of AI, Cognitive Science and Computer Music. After surveying the learning prin-
ciples of the HMPerceptron algorithm, we have pointed out that music harmony
is an appropriate test-bed for SSL classifiers. The classifiers designed for tonal
analysis greatly benefit from working in conjunction with CarpeDiem. In addition
to computational gain w.r.t. to the Viterbi algorithm, we argued that CarpeDiem
performs analyses that are also more justifiable on cognitive grounds. Results
have been presented about a threefold experimentation discussing i) the mean-
ing of the learned weights –interpretable as high-level rules–; ii) which errors
were committed –along with some arguments on causes and solutions–; and iii)
the part of the search space actually explored.

Few final remarks about the future extensions of the work are in order. First,
we will focus on extending the music representation to allow taking into account
inversions, chords substitutions and functional analysis. Moreover, we are devis-
ing an extension of CarpeDiem that allows for the exploitation of higher order
Markovian hypotheses.
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Abstract. An advertising message induces in the recipient a positive (or
negative) attitude toward the subject to advertise, for example through
the evocation of a appropriate emotion. This paper is about the use of
text processing techniques for proposing solutions to advertising profes-
sionals, opening up the way to a full automatization of the whole process.
The system has two steps: (i) the creative variation of familiar expres-
sions, taking into account the affective content of the produced text, (ii)
the automatic animation (semantically consistent with the affective text
content) of the resulting headline, using kinetic typography techniques.

1 Introduction

Variating familiar expressions (proverbs, movie titles, famous citations, etc.) in
an evocative way has been an effective technique in advertising for a long time
[1]. A lot of efforts by professionals in the field go into producing ever novel
catchy expressions. Indeed it is common of “creatives” to be recruited in pairs
formed by a copywriter and an art director. They work in a creative partnership
to conceive, develop and produce effective advertisement. While the copywriter
is mostly responsible for the textual content of the creative product, the art di-
rector focalizes efforts on the graphical presentation of the message. Advertising
messages tend to be quite short but, at the same time, rich of emotional meaning
and persuasive power.

We combined some computational functionalities for the semiautomatic cre-
ation of advertising messages. In particular, we implemented a strategy for the
creative variation of familiar expressions. This strategy is articulated in two
steps. The first consists in the selection and creative variation of familiar or
common sense expressions. The second step consists in the presentation of the
headline through automated text animation, and it is based on the use of kinetic
typography.

1.1 Advertising Messages and Optimal Innovation

An advertising message induces in the recipient a positive (or negative) attitude
toward the subject to advertise, for example through the evocation of an ap-
propriate emotion. Another mandatory characteristic of an advertisement is its
memorizability. These two aspects of an ads increase the probability to induce
some wanted behaviours, for example the purchase of some product, the choice

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 650–661, 2007.
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of a specific brand, or the click on some specific web link. In the last case, it is
crucial to make the recipient curious about the subject referred by the URL. The
best way to realize within an ads both attitude induction and memorizability is
the generation of surprise, generally based on creative constraints.

In order to develop a strategy for surprise induction, we considered an inter-
esting property of pleasurable creative communication that was named by Rachel
Giora as the optimal innovation hypothesis ([2]). According to this assumption,
when the novelty is in a complementary relation to salience (familiarity), it is
“optimal” in the sense that it has an aesthetics value and “induce the most
pleasing effect”.

Therefore the simultaneous presence of novelty and familiarity makes the mes-
sage potentially surprising, because this combination allows the recipient’s mind
to oscillate between what is known and what is different from usual. For this rea-
son, an advertising message must be original but, at the same time, connected
to what is familiar [1]. Familiarity causes expectations, while novelty violates
them, and finally surprise arises.

1.2 Familiar Expression Variation

With “familiar expression variation” we indicate an expression (sentence or
phrase) that is obtained through a linguistic change (e.g. substitution of a word,
morphological or phonetic variation, etc.) of an expression recognized as familiar
by recipients (e.g. selected by some collection of proverbs, famous movie titles,
etc.). In this work we limited the variation to the word substitution.

Moreover,aheadline shouldhave a semantic connectionwith someconceptof the
target topic. At the same time, it has to be semantically related with some emotion
of a prefixed valence (e.g. positive emotion as joy or negative emotion as fear).

We combined all these constraints in a compatible way with the optimal in-
novation hypothesis. The “innovation” is provided by the semantic similarity
with the target topic and the emotion, and the “optimality” is guaranteed by
the assonance (i.e. the old and the new word have to be assonant, e.g. rhymed).

We were inspired in this process by some works in computational humor (e.g.
[3,4,5]) and mainly by our recent approach in this field [6], in which incongruity
theory is exploited to produce funny variations of given acronyms. In this work
we extend this approach, focussing on the affective load of lexicon for the varia-
tion production and generating automatically typographical animations that are
coherent with the emotions we want to communicate.

The paper is structured as follows. In Section 2 we introduce the resources used
in the system, in particular (i) WordNet-Affect, an extension of the WordNet
database in which some affective labels are assigned to a number of synsets; (ii)
an affective semantic similarity, based on a Latent Semantic Analysis, which
gives us an indication of the affective weight of generic terms; (iii) databases of
familiar expressions and assonance tools; and (iv) a kinetic typography scripting
language used for the final sentence animation. Section 3 describes the algorithm
to variate familiar expressions and Section 4 displays some examples. Conclusions
and future works are reported in Section 5.
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2 Resources

2.1 Affective Semantic Similarity

All words can potentially convey affective meaning. Each of them, even those
more apparently neutral, can evoke pleasant or painful experiences, because of
their semantic relation with emotional concepts. While some words have emo-
tional meaning with respect to the individual story, for many others the affective
power is part of the collective imagination (e.g. words “mum”, “ghost”, “war”
etc.).

We are interested in this second group, because their affective meaning is part
of common sense knowledge and can be detected in the linguistic usage. For this
reason, we studied the use of words in textual productions, and in particular
their co-occurrences with the words in which the affective meaning is explicit.
As claimed by Ortony et al. [7], we have to distinguish between words directly
referring to emotional states (e.g. “fear”, “cheerful”) and those having only an
indirect reference that depends on the context (e.g. words that indicate possible
emotional causes as “killer” or emotional responses as “cry”). We call the former
direct affective words and the latter indirect affective words [8].

In order to manage affective lexical meaning, we (i) organized the direct affec-
tive words and synsets inside WordNet-Affect, an affective lexical resource
based on an extension of WordNet, and (ii) implemented a selection function
(named affective weight) based on a semantic similarity mechanism automati-
cally acquired in an unsupervised way from a large corpus of texts (100 millions
of words), in order to individuate the indirect affective lexicon1.

Applied to a concept (e.g. a WordNet synset) and an emotional category,
this function returns a value representing the semantic affinity with that emotion.
In this way it is possible to assign a value to the concept with respect to each
emotional category, and eventually select the emotion with the highest value.
Applied to a set of concepts that are semantically similar, this function selects
subsets characterized by some given affective constraints (e.g. referring to a
particular emotional category or valence).

As we will see, we are able to focus selectively on positive, negative, ambigu-
ous or neutral types of emotions. For example, given “difficulty” as input term,
the system suggests as related emotions: identification, negative-concern,
ambiguous-expectation, apathy. Moreover, given an input word (e.g. “uni-
versity”) and the indication of an emotional valence (e.g. positive), the system
suggests a set of related words through some positive emotional category (e.g.
“professor” “scholarship” “achievement”) found through the emotions enthu-

siasm, sympathy, devotion, encouragement.
This fine-grained affective lexicon selection can open up new possibilities in

many applications that exploit verbal communication of emotions. For example,
1 In particular, we used the British National Corpus, a very large (over 100

million words) corpus of modern English, both spoken and written (see
http://www.hcu.ox.ac.uk/bnc/). Of course, it is possible to add and/or consider
specific corpora to get a more domain oriented similarity.
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[9] exploited the semantic connection between a generic word and an emotion
for the generation of affective evaluative predicates and sentences.

WordNet-Affect and the Emotional Categories. WordNet-Affect is an
extension of the WordNet database [10], including a subset of synsets suitable
to represent affective concepts. Similarly to what was done for domain labels
[11], one or more affective labels (a-labels) are assigned to a number of WordNet
synsets. In particular, the affective concepts representing an emotional state are
individuated by synsets marked with the a-label emotion. There are also other
a-labels for those concepts representing moods, situations eliciting emotions, or
emotional responses. WordNet-Affect is freely available for research pur-
pose at http://wndomains.itc.it. See [12] for a complete description of the
resource.

Table 1. Number of elements in the emotional hierarchy

# Synsets # Words # Senses
Nouns 280 539 564

Adjectives 342 601 951
Verbs 142 294 430

Adverbs 154 203 270

Total 918 1637 2215

We extended WordNet-Affect with a set of additional a-labels (i.e. the
emotional categories), hierarchically organized, in order to specialize synsets with
a-label emotion. In a second stage, we introduced some modifications, in order
to distinguish synsets according to emotional valence. We defined four additional
a-labels: positive, negative, ambiguous, neutral. The first one corresponds
to “positive emotions”, defined as emotional states characterized by the pres-
ence of positive edonic signals (or pleasure). It includes synsets such as joy#1 or
enthusiasm#1. Similarly the negative a-label identifies “negative emotions”
characterized by negative edonic signals (or pain), for example anger#1 or
sadness#1. Synsets representing affective states whose valence depends on se-
mantic context (e.g. surprise#1) were marked with the tag
ambiguous. Finally, synsets referring to mental states that are generally con-
sidered affective but are not characterized by valence, were marked with the tag
neutral.

Computing Lexical Affective Semantic Similarity. There is an active research
direction in the NLP field about sentiment analysis and recognition of semantic
orientation from texts (e.g. [13,14,15]). In our opinion, a crucial issue is to have
a mechanism for evaluating the semantic similarity among generic terms and
affective lexical concepts. To this aim we estimated term similarity from a large
scale corpus (i.e. the BNC in our case). In particular we implemented a variation
of Latent Semantic Analysis (LSA). LSA yields a vector space model that allows
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for a homogeneous representation (and hence comparison) of words, word sets,
sentences and texts. For representing word sets and texts by means of a LSA
vector, we used a variation of the pseudo-document methodology described in
[16]. This variation takes into account also a tf-idf weighting schema (see [17] for
more details). In practice, each document can be represented in the LSA space by
summing up the normalized LSA vectors of all the terms contained in it. Also
a synset in WordNet (and then an emotional category) can be represented
in the LSA space, performing the pseudo-document technique on all the words
contained in the synset. Thus it is possible to have a vectorial representation
of each emotional category in the LSA space (i.e. the emotional vectors), and
consequently we can compute a similarity measure among terms and affective
categories. We defined the affective weight [9] as the similarity value between
an emotional vector and an input term vector (e.g. we can check how a generic
term is similar to a given emotion).

For example, the noun “gift” is highly related to the emotional categories:
love (with positive valence), compassion (with negative valence), surprise

(with ambiguous valence), and indifference (with neutral valence).
In summary, the vectorial representation in the Latent Semantic Space al-

lows us to represent, in a uniform way, emotional categories, generic terms and
concepts (synsets), and eventually full sentences.

2.2 Database of Familiar Expressions

The base for the strategy of “familiar expression variation” is the availability of
a set of expressions that are recognized as familiar by English speakers.

We considered three types of familiar expressions: proverbs, movie titles,
clichés. We collected 1836 familiar expressions from the Web, organized in three
types: common use proverbs (628), famous movie titles (290), and clichés (918).
Proverbs were retrieved in some of many web sites in which they are grouped (e.g.
http://www.francesfarmersrevenge.com/ stuff/proverbs.htm or www.
manythings.org /proverbs). We considered only proverbs of common use. In
a similar way we collected clichés, that are sentences whose overuse often makes
them humorous (e.g. home sweet home, I am playing my own game). Finally,
movie titles were selected from the Internet Movie Database (www.imdb.com).
In particular, we considered the list of the best movies in all sorts of categories
based on votes from users.

The list of familiar expressions is composed mostly of sentences (in particular,
proverbs and clichés), but part of them are phrases (in particular, movie title
list includes a significant number of noun phrases)

2.3 Assonance Tool

To cope with this aspect we got and reorganized the CMU pronouncing dictio-
nary (http://www.speech.cs.cmu.edu/cgi-bin/cmudict) with a suitable indexing.
The CMU Pronouncing Dictionary is a machine-readable pronunciation dictio-
nary for North American English that contains over 125,000 words and their
transcriptions.
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Its format is particularly useful for speech recognition and synthesis, as it
has mappings from words to their pronunciations in the given phoneme set. The
current phoneme set contains 39 phonemes; vowels may carry lexical stress.

2.4 Kinetic Typography Scripting Language

Kinetic typography is the technology of text animation, i.e. text that uses move-
ment or other changes over time. The advantage of kinetic typography consists
in a further communicative dimension, combining verbal and visual communi-
cation, and providing opportunities to enrich the expressiveness of static texts.
According to [18], kinetic typography can be used for three different communica-
tive goals: capturing and directing attention of recipients, creating characters,
and expressing emotions. A possible way of animating a text is mimicking the
typical movement of humans when they express the content of the text (e.g.
“Hi” with a jumping motion mimics exaggerated body motion of humans when
they are really glad).

Taking Kinetic Typography Engine (KTE), a Java package developed at the
Design School of Carnegie Mellon University [18], as a starting point, we first
realized a development environment for the creation and the visualization of
text animations. Our model for the animation representation is a bit simpler
than the KTE model. The central assumption consists of the representation of
the animation as a composition of elementary animations (e.g. linear, sinusoidal
or exponential variation). In particular, we consider only one operator for the
identification of elementary animations (k-base) and three composition opera-
tors: kinetic addition (k-add), kinetic concatenation (k-join), and kinetic loop
(k-loop).

The k-base operator selects an elementary animation (named elementary
kinetic behavior) as a temporal variation of some kinetic property. Elementary
kinetic behaviors correspond to a subset of dynamic variations implemented in
KTE, for example linear variation (linear), sinusoidal variation (oscillate), and
exponential variation (exponential).

The kinetic addition (k-add) of two animations with the same start time
is obtained by adding, for each kinetic property of text, the corresponding

Table 2. Some elementary kinetic behaviors

linear linear variation
oscillate sinusoidal variation
pulse impulse
jitter sort of “chaotic” vibration
curve parabolic variation
hop parabolic variation with small im-

pulses at the endpoints
hop-secondary derivative of hop, used as secondary

effect to simulate elastic movements
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dynamical variation of each single animation. The kinetic concatenation (k-

join) consists in the temporal shifting of the second animation, so that the
ending time of the first is the starting time of the second. The kinetic loop (k-

loop) concatenates an animation with itself a fixed number of times. In the
development environment it is possible to freely apply these operators for the
real time building of new animations. Compositional structure of animations can
be represented in XML format and then easily exported. Finally, an interpreter
allows us to generate in real time the animation starting from its structural
representation.

linear – red

linear – y

linear – font-size

jitter – y

jitter – x

linear – alpha

behavior – kinetic property

Time (ms)
10 210 410 1010510 1510 1530

(1)

(2)

(3)

(4) (5)

(6)

(7)

(8)

Fig. 1. Kinetic behavior description for “anger” emotion

Fig. 2. Jittering anger

After building the development tool, we selected a set of emotional categories
and, for each of them, we created the corresponding text animations.

In particular, we focused on five emotional categories: joy, fear, surprise, anger,
sadness (i.e. a subset of Ekman emotions [19]).

The kinetic animation to associate to a fixed emotion can be realized imitating
either emotional and physiological rensponses (analogous motion technique), or
tone of voice. We consider only animations of the first type, i.e. we represent each
emotion with an animation that simulates a particular emotional behavior. In
particular, joy is represented with a sequence of hops, fear with palpitations,
anger with a strong tremble and blush, surprise with a sudden swelling of
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text, and finally sadness with text deflaction and getting squashed. Thus we
annotated the corresponding emotional categories in WordNet-Affect with
these kinematic properties.

Figure 1 displays in detail the behavior of the anger emotion, showing the
time-dependent composition graph of the basic animations. The string appears
(1) and disappears (8) with a linear variation of the alpha property (that defines
the transparency of a color and can be represented by a float value). The anima-
tion is contained between these two intervals and its duration is 1500 ms. The
first component is a tiny random variation of the position (2) (3), represented by
x and y kinetic properties, with jitter behavior. The second component consists
of an expansion of the string (4) and a subsequent compression (5). The third
component is given by a slow rise up (6). The last component, before disap-
pearing, is a color change to red (7). The whole behavior is then described and
implemented using the scripting language introduced above.

As it is difficult to enjoy the animations on static paper, please visit the web
page http://tcc.itc.it/people/strapparava/affective-KT where some
downloadable short movies are available.

3 Algorithm

In this section, we describe the algorithm developed to perform the creative
variation of an existing familiar expression.

1. Insertion of an input concept. The first step of the procedure consists of
the insertion of an input concept. This is represented by one or more words,
a set of synonyms, or a WordNet synset. In the latter case, it is individuated
through a word, the part of speech (noun, adjective, verb, or adverb), and the
sense number, and it corresponds to a set of synonyms. Using the pseudo-
document representation technique described above, the input concept is
represented as a vector in the LSA vectorial space. For example, say that
a cruise vacation agency seeks to produce a catchy message on the topics
“vacation” and “beach”.

2. Generation of the target-list. A list (named target-list) including terms
that are semantically connected (in the LSA space) with the input concept(s)
is generated. This target list represents a semantic domain that includes
the input concept(s).For example, given the vector representing “vacation”,
“beach”, the LSA returns a list “sea”, “hotel”, “bay”, “excursion”, etc.

3. Association of assonant words. For each word of the target-list one
or more possible assonant words are associated. Then a list of word pairs
(named variation-pairs) is created. The list of variation-pairs is filtered ac-
cording to some constraints. The first one is syntactic (elements of each pair
must have the same part of speech). The second one is semantic (i.e. the
second element of each pair must not be included in the target-list), and
its function is to realize a semantic opposition between the elements of a
variation pair. Finally, to each variation pair an emotion-label (representing
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the emotional category most similar to the substituting word) is provided
with the corresponding affective weight. Some possible assonant pairs for the
example above are: (bay, day), (bay, hay), (hotel, farewell), etc.

4. Creative variation of familiar expressions. In this step, the algorithm
gets in input a set of familiar expressions (in particular, proverbs and movie
titles) and, for each of them, generates all possible variations. The list of
variated expressions is ordered according to the global affective weight.

Following the example, a resulting ad is Tomorrow is Another Bay as a vari-
ation of the familiar expression Tomorrow is Another Day. Note that still for
moment, the final choice among the best resulting expressions proposed by sys-
tem is left to human selection.

At this point, the variated expression is animated with kinetic typography, as
explained in the above section. In particular, words are animated according to
the underlying emotion to emphasize the affective connotation.

4 Examples

In this section we want to show some additional examples of the creative varia-
tions.

Using the affective weight function, it is possible to select a variation according
to the valence (e.g. the substitution of the word bad, detected as negative, with
glad, recognized as positive) or to push some affective direction.

Table 3 shows how word substitution may propagate the change of connotation
at the level of the entire expressionIn particular, we observed that the semantic
opposition, determined by switching affective polarity, generates another more
complex semantic opposition at phrase (or sentence) level. In a possible sce-
nario in which the creative user interacts with the system to generate creative
headlines, the human recognition of high level humorous effects may be part of
the creative interaction. The system proposes a list of possible candidates and
the user makes the ultimate decision, selecting the creative variations that seem
more meaningful.

Table 3. Some variations on proverbs

Original Variation Category

when all else fails, read the instruc-
tions

when all else fails, dread the in-
structions

Fear

children and fools tell the truth children and fools repel the truth Repugnance
divide and rule divide and cool Coolness
a guilty conscience feels continual
fear

a guilty conscience feels continual
cheer

Cheerfulness

In Table 4 there are some examples of automatically generated advertising
expressions from movie titles. The creative variation has a semantic connection
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with a target topic and it is suitable for advertising purposes. In the first example,
the original word park is substituted by the work dark, that have high semantic
similarity with a target topic (clothes) and has a negative affective weight. The
global expression communicate the idea that the colours for the new fashion must
be light and the dark clothes are old fashioned. The second example shows the
substitution of the original word night with the word fright , that is semantically
similar to the target topic crash and has a negative affective weight. The entire
phrase can be used to warn young drivers about alcool related driving accidents.
The third example could be an ad for caution towards the risk of aesthetic
surgery (note the similarity between “surgery” and “suture”), while the fourth
one could be proposed for a campaign against internet frauds.

Table 4. Variations for advertising headlines

Original Variation Category
Jurassic Park Jurassic Dark Gloom
Saturday Night Fever Saturday Fright Fever Fear
Back to the Future Back to the Suture Apprehension
The Silence of the Lambs The Silence of the Scams Distress

5 Discussion

From an application point of view we think the world of advertisement has a
great potential for the adoption of AI techniques.

Investments are important, we are talking about a relevant economical sector.
For instance in the UK alone in 2002 about 28,000 million euro were spent in
advertisement (source Ac Nielsen and IPA). Media used for getting the message
across to the public is quite conservative at present. For instance in Italy in
2004 the large Italian companies (the first 200 investors) aimed 74% of their
investments towards TV commercials. For the total market TV commercials got
about 56%, while radio 5%. So we can say that media based on some technology
prevails, and also that within technology images have the lion’s share. If we look
at printed advertisement we observe that 21% advertisement investments went
with newspapers, 14% with magazines and 2.4% with posters. So, it seems it
is not just a matter of image but also that the market favors being bound to
recent news. Of course internet appears as a fundamental medium already now.
Internet advertising was about 9.4 billion $ (8,000 million euro) in 2004 according
to Kagan Research LLC. And growth is very fast: Google advertisement revenues
went from 0 to 3,400 million euro in five years according to Business Week.

The future will probably include two important factors: a) reduction in time
to market and extension of possible occasions for advertisement; b) more atten-
tion to the wearing out of the message and for the need for planning variants
and connected messages across time and space; c) contextual personalisation, on
the basis of audience profile and perhaps information about the situation. Leav-
ing alone questions of privacy as far as this paper is concerned (but of course
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advertisement and promotion can be for a good cause and for social values!), all
three cases call for a strong role for computer-based intelligent technology for
producing novel appropriate advertisements.

In this paper, exploiting some state-of-the-art natural language processing
techniques, we described a system that produces creative variations of familiar
expressions and animates them accordingly to the affective content. The creative
textual variations are based on lexical semantics techniques such as affective sim-
ilarity, while the animation makes use of a kinetic typography dynamic scripting
language.

From an applied point of view, we believe that a thorough environment for
proposing solutions to advertising professionals can be a practical development of
this work, for the moment leaving the last word to the human professional. In the
future, the potential of fully automatic production of advertisements will have a
special role if linked to an evolving context, such as incoming news, or changing
of audience location and tailored to the specific audience characteristics.
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Abstract. Image digital archives of illuminated manuscripts can be-
come a useful tool for researchers in different disciplines. To this aim, it
is proposed to provide them with tools for annotating images to disclose
hidden relationships between illustrations belonging to different works.
Relationships can be modeled as typed links, which induce an hypertext
over the archive. In this paper we present a formal model for annota-
tions, which is the basis to build methods for automatically processing
existing relationships among link types and exploiting the properties of
the graph which models the hypertext.

1 Introduction

The ideas and concepts reported in this paper build upon our experience on the
analysis of the user requirements, the design of a methodology, the development
of a prototype system, and the analysis of the feedback from real users of a
digital archive of historical material. The archive aims at the study and research
on illuminated manuscripts, which are books, usually handwritten, that include
illustrations and, in the past centuries, were manually and artistically decorated.
Illuminated manuscripts are still the subject of scientific research in different
areas, namely history of arts and history of science, and all the disciplines that
are related to the subject of the book – e.g., botany, astronomy, medicine. Before
the invention of photography, illuminated manuscripts have been the main mean
for the dissemination of the scientific culture, and to this end play a major role as
witness of the cultural heritage of different cultures, in Europe, Asia, and in the
countries under the influence of the Arabic culture. The particular application
to the cultural heritage domain poses interesting problems and challenges as
reported in [5].

According to reached results [1,2] and a deep study about annotations [3,4],
the use of annotations has been proposed as a useful way of accessing a digital
archive, sharing knowledge in a collaborative environment of researchers, dissem-
inating research results to students, automatically analysing user’s annotations,
with the aim of highlighting inconsistencies and suggesting new relationships
among the images of the digital archive. The use of annotations as a research
tool in the humanities has been reported also in [6].

The prototype digital archive of illuminated manuscripts that has been devel-
oped within our research activities has been called IPSA (Imaginum Patavinae
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Scientiae Archivum, archive of images of the Paduan science) [1,2], because the
main focus of our initial project was to provide a tool for the analysis of the role
of the Paduan school during the Middle Ages and the Renaissance for the spread
of the new scientific method in difference sciences, from medicine to astronomy.
IPSA is a case study for our research on methodologies and tools for researchers
and scholars working on the study, the preservation and the dissemination of the
cultural heritage. In this paper we focus on the modelling of additional function-
alities that will be developed in the next release of the prototype.

The paper is structured as follows. In Section 2 we introduce the motivations
and objectives of our work. The formal model for annotations of the content of a
digital archive is presented in Section 3, and the methods exploited for automatic
suggestions are presented in Section 4. Conclusions are drawn in Section 5.

2 Motivations and Objectives

Even if the primary goal of images in illuminated manuscripts was to represent
the reality, during the Middle Ages authors of drawings were more interested
on aesthetics than on realism and the primary role of illuminated manuscripts
as a tool for scientists was lost. Images were often copied from or inspired by
existing manuscripts, while the resulting drawings became increasingly different
from the subjects they should represent. For researchers, it is of primary impor-
tance to state if drawings of a illuminated manuscripts are copied from previous
manuscripts or if they are directly inspired by the nature. The disclosure of a
link between two images belonging to two independent manuscripts, because one
was the source for creating the other, allows to draw connections between the
art of natural representations through the years and across the countries.

This is one of the main reasons why illuminated manuscripts are still the
subject of research, for which a digital archive such as IPSA has to provide
support for a number of particular users’ needs.

In the following we discuss the major outcomes highlighted by the user re-
quirements.

2.1 Disclosure of Relationships Among Manuscripts

As mentioned, it is of primary importance for researchers to discover if illus-
trations have been copied from images of other manuscripts, if they have been
merely inspired by previous works, or if they are directly inspired by nature. A
major requirement thus regards the possibility of enriching the digital archive by
highlighting explicit relationships that have been discovered by a researcher. In
particular, a research user should be able to create links that connect one image
to another that it is related to, in some way. The analysis of user requirements
on link management highlighted a number of advisable features that could be
implemented.

– Link authorship: The creation of a link between two or more images de-
pends on the scientific results of a researcher, who owns the intellectual rights
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to the disclosure of a new relationship between images; for this reason the
author of each new link has to be recorded by the system.

– Link typology: Since two images can be related for a number of different
reasons, the kind of relationship should be explicit. Different typologies of
links are envisaged to express the possibility that an image is the progenitor
of a set of other images, or that two images are a copy of one another, and
so on.

– Paths: Links may form historical paths among images, because images in a
manuscript can be copies of another one which in turn are copies themselves
of previous illustrations; hence two images may not be directly linked, be-
cause there is no direct relationship between them, but it could be possible
to follow a path from one to the other by exploiting existing links.

It can be useful to clarify the notion of historical paths among images. A
concept that has been introduced by researchers in the field of illuminated
manuscripts is the one of chains of derivation among images. Each chain has
a progenitor, which is an image that has been created through a direct exam-
ination of nature (i.e., a plant or a part of the human body). Other authors,
who accessed the manuscript containing that image, may have directly copied
or may have been simply inspired by that image. These new images may in turn
be copied or be the source of inspiration of other authors and so on, creating
a chain of references to previous works. Clearly, it may have happened that a
same progenitor gave rise to more than one chain.

This requirement suggests the use of typed annotations that connects two
manuscripts, two images, or even two parts of different images. These anno-
tations, that have been called linking annotations need to have a type, which
describes the kind of relationship between the two objects and provides a se-
mantic to the link.

2.2 Dynamic Records and Intellectual Rights

Almost every digital archive dynamically changes over the years, mainly because
of new acquisitions that increase the number of documents. This is also true for
a digital archive of illuminated manuscripts, but there are other reasons that
produce changes on the archive over time. The creation of records describing the
documents and the images in a illuminated manuscript, as for any collection of
historical works, is part of the scientific research itself. Some examples of changes
to records are, for instance, that new relationships with other works have been
discovered, or that the attribution to a given author became less certain.

Because creating a new record or modifying an existing one is part of the
scientific work of researchers, the data management has to deal with intellectual
rights. A researcher may prefer that some of the newly created records are not
accessible by other users, at least until the results of his research have been
published and his work have been acknowledged. This situation implies that
users may decide which information can be shared with other users and which
can not.
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Fig. 1. Example of a personalized view on some linked images

This novel information, which is due to original results, should be stored in
the digital archive at a different level than the information that is based on
a general consensus. To this end, the use of annotations, both classical textual
annotations and the proposed linking annotations, can be a viable tool providing
that a user may state which annotations can be shared with the community or
with his research group, and which ones has to remain private. Such a mechanism
allows researchers for both using the digital archive as an advanced research
tool and protecting their intellectual rights. Moreover, linking annotations add
an hypertextual structure to the archive, which is different for each user and
reflects his personal knowledge on the field, as shown in Figure 1.

2.3 Collaborative Environment

The study of illuminated manuscripts involves a number of researchers from
different fields. In fact, illuminated manuscripts are of interest for both the his-
torian of art and the historian of science, but at the same time, a herbal is of
interest for the botanist because they represent plants and their possible vari-
ations through the centuries, a codex is useful for researchers on the evolution
of civil and penal laws, an astrological book may give insights to researchers in
medicine on the way stars where perceived to influence the health of people and
to astronomers on how constellations where seen and represented. Hence, the
scientific research on illuminated manuscripts involves a number of persons with
different expertise, which should be able to cooperate in order to share their
different knowledge and background.

As already mentioned, annotations that can be shared among researchers of
different disciplines can provide an environment for collaboration and for the



666 M. Agosti, N. Ferro, and N. Orio

sharing of knowledge and competencies. Furthermore, through the exploitation
of linking annotations, each user may enrich the archive by a graph structure
that reflects his knowledge and expertise. In general, graph structures may differ
among researchers, because for instance a connection may appear evident for a
botanist and not for a historian of arts. Sharing the set of connection, through
tools for merging the different linking annotations and for analyzing the resulting
graph, may ease the collaboration among researchers by pointing out inconsis-
tencies or suggesting new possible relationships that have not been discovered
yet.

3 A Formal Model of Annotations of Digital Content

As underlined in the previous section, the analysis of user requirements suggested
that annotations, both in the form of text and in the form of typed links, can be
a useful tool for a digital archive. This section presents the model of annotations
that we are developing, aimed at a formal approach to annotations.

Digital Object Sets. An archive of illuminated manuscripts has to deal with
different kinds of Digital Objects (DO). A preliminary user study highlighted
that the objects that are studied by researchers are of three kinds: manuscripts,
pages within a given manuscript, and details of pages, which usually are hand
drawn images. We call them Digital Contents (DC), because they carry the
information content that is the subject of scientific research.

The user study highlighted that a fourth DO has to be added to the digi-
tal archive: the annotation on digital content. Annotations are authored by re-
searchers, and they may be either a tool for studying the collection of manuscripts
– e.g., a way to highlight some interesting relationships that need to be further
investigated – or the results itself of scientific research – the disclosure of new
information about the DC in the archive. The following definition formalizes the
different sets of DOs we need to deal with.

Definition 1. Let us define the following sets:

– M is a set of manuscripts and m ∈ M is a generic manuscript.
– P is a set of pages and p ∈ P is a generic page. We define a function mp :

M → 2P which maps a manuscript to the pages contained in it. The following
constraints must be adhered to: ∀m ∈ M, mp(m) 
= ∅ and ∀m1,m2 ∈
M, mp(m1) ∩mp(m2) = ∅, that is each manuscript must contain, at least,
one page and pages cannot be shared among manuscripts.

– D is a set of details and d ∈ D is a generic detail. We define a function
pd : P → 2D which maps a page to the details contained in it. The following
constraint must be adhered to: ∀ p1, p2 ∈ P, pd(p1) ∩ pd(p2) = ∅, that is
details cannot be shared among pages.

– DC = M ∪ P ∪D is a set of digital contents and dc ∈ DC is a generic
digital content.

– A is a set of annotations and a ∈ A is a generic annotation.
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– DO = DC ∪A is a set of digital objects and do ∈ DO is a generic digital
object.

Note that DO (capital italic letters) is the set of defined digital objects, DO
(capital letters) is the acronym for Digital Object and do (lowercase italic letters)
is a digital object do ∈ DO. Similar considerations apply to digital contents and
to annotations.

Each DO is uniquely identified by means of an handle.

Definition 2. H is a set of handles such that |H | = |DO| and h ∈ H is a
generic handle. We define a bijective function h : H → DO which maps a handle
to the DO identified by it1: ∀ do ∈ DO, ∃!h ∈ H | h(h) = do ⇒ h−1(do) = h.

We will explicitly indicate when a handle identifies an annotation with the no-
tation ha, for the generic handle, and with Ha ⊆ H for the subset of annotations
handles.

Author and Group of Authors. Each DO has an author who creates it. In the
particular case of a digital archive of historical manuscripts, the author of a DC
cannot interact with the present archive, because he lived centuries ago. On the
other hand, nowadays researchers do not author manuscripts, pages, or details.
For these reasons, we refer as author to only the users of the present archive
that create annotations and that cannot create DCs. In our application scenario,
groups of authors correspond to research groups, in which different researchers
cooperate; a researcher may collaborate with different research groups.

Definition 3. Let us define the following sets:

– AU is a set of authors and au ∈ AU is a generic author. We define
a function au : AU → 2Ha which maps an author to the handles of the
annotations authored by him.

– GR ⊆ 2AU is a set of groups of authors and G ∈ GR is a generic group
of authors. We define a function gr : AU → 2GR which maps an author to
groups of authors he belongs to. The following constraint must be adhered to
∀ au ∈ AU, gr(au) 
= ∅, that is each author in AU must belong to, at least,
one group of authors.

Types of Annotation. The type of annotation represents part of the seman-
tics of an annotation. The following definition formalizes the notion of type of
annotation.

Definition 4. T is a set of types of annotation, and t ∈ T is a generic type
of annotation.

The types graph is a labeled directed graph (GT , lT ), where GT = (T,ET ⊆
T × T ), T set of vertices, ET set of edges, and lT : ET → LT with LT set of
labels.
1 ∃! is the unique existential quantifier, and it is read “there exists a unique . . . such

that . . .”.
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The goal of the types graph is to provide some sort of structure and hierarchy
among the types of annotation in order to navigate and browse through them.

As we discussed in the previous section, we need the possibility to express a
relationship between DCs in the archive through the use of a linking annotation
and the definition of the type gives us such possibility. Linking annotations are
divided in two groups, that is the types graph can be partitioned in two disjoint
subgraphs, which express a hierarchical or a relatedness relationship respectively
between DCs of the same set – M , P , or D.

Scope of Annotation. An annotation can have different scopes, i.e. it can be
private, shared, or public.

Definition 5. Let S = {Private,Shared,Public} be a set of scopes and s ∈ S
is a scope. Let us define the following relations:

– equality relation =: {(s, s) ∈ S × S | s ∈ S}
– strict ordering relation ≺:
{(Private,Shared), (Private,Public), (Shared,Public)}

– ordering relation 4 {(s1, s2) ∈ S × S | s1 = s2 ∨ s1 ≺ s2}

We assume that each annotation can have only one of the three scopes listed
above. Note that (S,4) is a totally ordered set. The choice of three levels of
scopes is motivated by the fact that, an annotation can either be: of general
interest, that is the consolidated results of past scientific research (public); a
tool for exchanging information on a research work carried out by a group of
researchers (shared); a way to highlight an interesting aspect that needs further
investigation before being submitted to other researchers (private).

Annotation. Now we can introduce a formal definition of annotation.

Definition 6. An annotation a ∈ A is a tuple:

a =
(
ha ∈ Ha, aua ∈ AU,Ga ∈ 2GR, sa ∈ S, ta ∈ T

)
where:

– ha is the unique handle of the annotation a, i.e. h(ha) = a;
– aua is the author of the annotation a, i.e. ha ∈ au(aua);
– Ga are the groups of authors which can access the annotation, such that

Ga ⊆ gr(aua);
– sa is the scope of the annotation a – Private, Shared, or Public;
– ta is the type of the annotation a.

Annotation-Based Hypertext. Given that each type of annotations that is
taken into account expresses a relationship between two DCs in the form of a
typed link, we consider that existing DCs and user’s annotations constitute a
hypertext.
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Definition 7. The annotation-based hypertext is a labeled directed multigraph:(
H = (DC,A) , annotate

)
where:

– DC is the set of vertices;
– A is the set of edges;
– annotate : A → DC ×DC is the edge-function, which puts an edge between

two DCs dc1 and dc2 if and only if there is a relationship between them,
which is expressed by the annotation a.

The following constraints must be adhered to:

1. a dc ∈ DC cannot be put in relationship with itself, that is dc1 
= dc2;
2. the two DCs connected by an annotation must be of the same type, that is

dc1, dc2 ∈M ∨ dc1, dc2 ∈ P ∨ dc1, dc2 ∈ D.

The annotation-based hypertext is built by putting an edge between two DCs
vertices, if an annotation between that two DCs exists. Note that edges can be
put only between DCs and not between annotations: this means that an annota-
tion cannot connect other annotations. The two constraints on the annotation-
based hypertext are based on a study carried out on the user requirements of
the researchers that will access and annotate the digital archive: annotations do
not have to express a relationship of a DC with itself, or with DCs of different
kind. Since there are no constraints on the number of annotations that connect
a pair of vertices, we deal with a multigraph. The existence of multiple edges
between the same pair of vertices allows us to express different kinds of relation-
ships between two DCs. In this way, we take into account both the possibility of
different interpretations of the same contents given by independent authors, and
the partial results of a same author, who is studying a particular subset of the
digital content and expresses alternative relationships that need further investi-
gations. Users are not expected to access the whole annotation-based hypertext,
because annotations have scopes that are related to user’s access rights. Thus,
the following definition introduces an operator suitable for choosing the subset
of the annotation-based hypertext that can be accessed by a user.

Definition 8. Given an annotation-based hypertext H, we introduce a projec-
tion operator that can have the forms:

– Hπ = π (H, AUπ, Sπ, Tπ), with AUπ ⊆ AU , Sπ ⊆ S, Tπ ⊆ T , constructs a
new annotation-based hypertext Hπ ⊆ H such that:{

Aπ = {a ∈ A | aua ∈ AUπ ∧ sa ∈ Sπ ∧ ta ∈ Tπ}
DCπ = DC

– Hπ = π (H, GRπ , Sπ, Tπ), with GRπ ⊆ GR, Sπ ⊆ S, Tπ ⊆ T , constructs a
new annotation-based hypertext Hπ ⊆ H such that:{

Aπ = {a ∈ A | Ga ∈ GRπ ∧ sa ∈ Sπ ∧ ta ∈ Tπ}
DCπ = DC
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Both operators have a generalized version, where the ) symbol can be replaced to
an input parameter in order to express that the whole set has to be used.

For example π (H, AUπ, Sπ, )) = π (H, AUπ, Sπ, T ).

This operator provides us with a personalized view for the user of the annotation-
based hypertext H. The first form allows us to select edges on the basis of au-
thor(s), scope(s) and type(s) of the annotation, while the second form utilizes
groups of authors instead of authors as selection criterion. This operator is quite
flexible, if combined with the previous definitions. For example, if, given an au-
thor au ∈ AU , we want to extract the subgraph with all the public annotations
(edges) inserted by authors that belong to the same groups of au, we can use
Hπ = π (H, gr(au),Public, )). Finally, the expressive power of this operator can
be further enriched by using also the usual union, intersection, and difference set
operators. The projection operator represents the standard way for a user to per-
ceive the annotation-based hypertext, because a user is not allowed to access all
the edges of the hypertext but he can access only the public ones, those belonging
to him, and the ones shared with groups of authors the user belongs to.

Definition 9. Let us define the annotation compatibility set C ⊆ A× A×
[0, 1] that expresses the degree of compatibility of the types of annotation among
given pairs of annotations, where 0 means no compatibility at all and 1 means
full compatibility. Let us define the compatibility score c(C, a1, a2) = c ∈ [0, 1]
between two annotations given an annotation compatibility set C, which returns
the compatibility c between two annotations if ∃ (a1, a2, c) ∈ C.

The actual value that c assumes for different pairs of annotation types is part
of previous knowledge about the semantic of the annotation types and on their
organization in the types graph. We assume this value is given by specialists in
the field of illuminated manuscripts.

Definition 10. Given an annotation-based hypertext H, a set T of annotation
types, and a types graph GT , we introduce a pair-wise compatibility opera-
tor ξ (H, T,GT , dc1, dc2) = Cξ that ∀a1, a2 ∈ A | annotate(a1) = (dc1, dc2) =
annotate(a2) returns a compatibility score for the annotations connecting dc1

and dc2.
Given an annotation-based hypertext H, a set T of annotation types,

and a types graph GT , we introduce a path-wise compatibility operator
ξ (H, T,GT , dc1, dc2, dc3) = Cξ that ∀a1, a2 ∈ A | annotate(a1) = (dc1, dc2) ∧
annotate(a2) = (dc2, dc3) returns a compatibility score for the annotations con-
necting dc1 and dc2 with respect to the annotations connecting dc2 and dc3.

Both forms of the compatibility operator make use of the types graph, which
expresses the relationships among the different types of annotation, in order to
determine the degree at which the type of two different annotations is compat-
ible. Note that the annotation compatibility set C can be used to produce a
ranking among the annotations connecting different DCs in order of severity of
compatibility problems.
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4 Automatic Suggestions of Relationships Among DCs

The introduced model and operators can be exploited to create tools for helping
the user of a digital archive to perform scientific research on its content. In
particular, the annotation-based hypertext can be automatically analyzed to
highlight possible inconsistencies among the annotations – e.g., two DCs are
annotated with typed annotations that have different and possibly contrasting
semantics – as well as to extract new information about possible relationships
– e.g., two DCs are not annotated but the surrounding set of edges suggest
the possibility of a relationship among them. It has to be stressed that the
automatic analysis of the graph can only provide the user with suggestions on
possible new or different annotations. The final choice of which annotations are
to be added or modified is made by the research user who, from his cultural and
scientific background, can take the final decision on relationships among digital
content. Moreover, the research on illuminated manuscripts is an ongoing work,
for which temporary inconsistency and incompleteness are normal events. Yet,
the automatic analysis may help the researcher by suggesting the creation of new
annotations, because the task of accepting to author an automatic annotation
is expected to be simpler than creating an annotation from scratch.

4.1 Suggestions of Possible Inconsistencies

As previously explained, the model allows for multiple annotations of the same
pair of digital contents. This means that public annotations of different authors
may be different, or that for a given author, public annotations may differ from
private ones, or even that there can be different private annotations. These in-
consistencies may be made on purpose, but may also be the result of an erroneous
interaction with the system, or to changes in the view of the DC relationships
over the years. In any case, the analysis of the graph may pinpoint particular
relationships that need to be carefully checked by the user.

Definition 11. Given an annotation-based hypertext H, a set T of annotation
types, a types graph GT , a subset of authors AUψ ⊆ AU and a subset of scopes
Sψ ⊆ S, the pair-wise inconsistency finder operator ψ (H, T,GT , AUψ, Sψ)
= Cψ firstly computes Hπ = π(H, AUψ, Sψ, T ) and secondly computes

Cψ =
⋃

dc1,dc2∈DCπ|∃a∈Aπ,
annotate(a)=(dc1,dc2)

ξ (Hπ, T,GT , dc1, dc2)

The path-wise inconsistency finder operator ψ (H, T,GT , AUψ, Sψ) =
Cψ firstly computes Hπ = π(H, AUψ, Sψ, T ) and secondly computes

Cψ =
⋃

dc1,dc2,dc3∈DCπ|
∃a1,a2∈Aπ,

annotate(a1)=(dc1,dc2)∧
annotate(a2)=(dc2,dc3)

ξ (Hπ, T,GT , dc1, dc2, dc3)
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Once that either the pair-wise or the path-wise operator is applied, from the set
Cψ it is possible to extract all the compatibility scores related to annotations
made by authors AUψ (possibly belonging to the same group) with scopes Sψ. It
is then possible to apply a threshold function on the set of compatibility scores,
in order to provide the user with all the annotations that may be inconsistent
or even contradictory. The degree by which two annotations are inconsistent
depends on the semantics that the users give to the annotation types and to
the types graph. The approach is general enough to support different definitions
of the compatibility score, which are based on the knowledge of the applica-
tion domain. In the case of illuminated manuscripts, the compatibility scores
are based on the particular kind of relationships that can express a hierarchical
relationship or a relatedness (and non-hierarchical) one. Examples of inconsis-
tencies are that the same two DCs could be annotated as in hierarchical and
non-hierarchical relationship at the same time, or that a dc1 has been set as an
ancestor of dc2 by one author and viceversa for a different author. Suggestions of
inconsistencies can be exploited in different way: as placeholders for highlighting
unclear relationships between DCs that a user is interested in investigating in
detail; as an indication of the more debated relationships in the archive.

4.2 Suggestions of New Relationships

The analysis of the annotation-based graph can highlight that two DCs are not
annotated, yet there is a path that connects them. Moreover, since DCs are
made of different sets which are organized hierarchically, the annotation of two
manuscripts may suggest a similar annotation between two details, and viceversa.
Also in this case, the existence of similar relationships may only suggest the
presence of new relationships, which must be validated by the research user.
Yet it can be considered that the presence of suggestions would ease the user
in creating the network of annotations of the digital archive. Of course, there is
also the possibility that the automatic analysis of the graph will disclose new
relationships, at least for non expert users.

Definition 12. Given an annotation-based hypertext H, a set T of annotation
types, a types graph GT , a subset of authors AUψ ⊆ AU and a subset of scopes
Sψ ⊆ S we introduce a relationship finder operator ρ (H, T,GT , AUρ, Sρ) =
Cψ that functions as follow:

1. compute Hπ = π(H, AUρ, Sρ, T )
2. compute the transitive closure Hπ+ of Hπ

3. ∀dc1, dc2 ∈ Hπ+ | �a ∈ Aπ , annotate(a) = (dc1, dc2), that is all of the
DCs among which exists a path but are not directly connected, for each path
P = dc1a1 . . . dcmahdcn . . . akdc2 connecting dc1 to dc2, compute Cρ,P =⋃

dci1 ,dci2 ,dci3∈P ξ (H, T,GT , dci1 , dci2 , dci3)
4. if exists a path P such that

∑
a1,a2∈Cρ,P

c(Cρ,P , a1, a2) > Tρ (alternatively∏
a1,a2∈Cρ,P

c(Cρ,P , a1, a2) > Tρ), with Tρ given threshold, than it suggests
the existence of a possible relationship between dc1 and dc2.
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5 Conclusions

This paper describes an approach to the development of models and tools for
a digital archive of illuminated manuscripts. We carried out an analysis of the
user requirements for the use of the archive as a tool for scientific research.
According to the user requirements, annotations have been suggested as the
main functionality to be added to a digital archive.

We have proposed a formal model of annotations that introduces the notion
of annotation-based hypertext and explores some of its properties, in order to
automatically extract some relevant information about the relationships among
digital contents and provide users with suggestions about possible inconsistencies
between different results, and suggest the existence of new relationships.
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Abstract. In this paper, an unsupervised image classification technique
combining features from different media levels is proposed. In particu-
lar geometrical models of visual features are here integrated with tex-
tual descriptions derived through Information Extraction processes from
Web pages. While the higher expressivity of the combined individual de-
scriptions increases the complexity of the adopted clustering algorithms,
methods for dimensionality reduction (i.e. LSA) are applied effectively.
The evaluation on an image classification task confirms that the proposed
Web mining model outperforms other methods acting on the individual
levels for cost-effective annotation.

1 Introduction

The increasing importance of the World Wide Web has driven the creation of
various digital formats for the storage and sharing of multimedia contents. Search
engines which represent important achievements for text Information Retrieval
(IR), require adaptation to deal with multimedia properties. Early approaches
provide either keyword-based SQL interfaces or image-based queries in query-
by-example settings. This strict separation between the textual and visual di-
mension is unsatisfactory. Better methods for retrieving semantic information
from multimedia content are thus needed to support search, classification and
knowledge extraction from visual data.

The critical problem in these scenarios has been defined as the ”semantic
gap” between descriptions obtained from different media levels ([8]). The gap is
the ”lack of coincidence between the information that one can extract from the
visual data and the interpretation that the same data have for a user in a given
situation” [8]. Advancements in content-based retrieval is critically tight to the
filling of this semantic gap, as the meaning of an image is rarely self-evident.
The major methodological position behind these conclusions is that much of
the interesting work in attempting to bridge the semantic gap automatically is
tackling the gap between low-level descriptors and linguistic labels as effective
surrogates of the full visual semantics. This is even strengthened by the fact
that queries to multimedia data are typically formulated with respect to their
semantics, via more or less complex linguistic descriptors.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 674–685, 2007.
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Linking visual properties to image semantics is strictly connected with an
annotation task, i.e. the selection of proper symbolic labels able to express the
concepts underlying visual properties. As noticed by [4], the discrete nature of
symbolic labels rigidly assigned to images provides a too strict semantic posi-
tion. Deciding the appropriateness of a label during annotation is a discretization
problem, much prone to fallacies. Hard annotation techniques are prone to these
errors. The so-called soft approach has been recently introduced as a solution [4]
making a better use of the geometrical modeling of image properties. A vector
space is introduced where visual properties, i.e. low level descriptors, live with
textual properties, i.e. terms or keywords. This duality property characterizes
latent semantic spaces. In this view, annotations are no longer rigid descriptors
but clouds of terms ”close” enough to the corresponding visual properties. Vicev-
ersa, some visual properties can be seen as expressions of concepts expressed by
keywords ”close” enough in the space. A set of terms is more expressive than
single keywords as the inherent linguistic ambiguities characterizing a single
word disappear in a larger context. These sets provide a natural notion of class
as widely studied in automatic text classification. As in [4], we produce vector
representations for images including both visual and textual (i.e. symbolic) prop-
erties. Quantitative measures of similarity in this vector space capture flexible
properties and imply a more effective notion of annotation.

The focus of this work is a specific problem: how can we classify and index
multimedia information throughout automatic content annotation, in an accu-
rate and cost-effective way? The paper presents a Web based image classification
methodology, its experimental evaluation and the results achievable by the semi-
supervised learning approach with respect to a realistic image classification task.
Section 2 describes how multimediality is managed by the combined evidence of
visual and textual properties. In Section 3, the learning methods are presented,
resulting in a general architecture for the Image Classification. In Section 4, the
evaluation of the experimental results is presented.

2 Extracting Multimedia Features in the Web

Web documents including both texts and images are widely distributed in the
Web and can be used as source evidence to manage the visual domain, in line
with current approaches to text indexing. The most difficult task here is the
representation of the visual information coming from images, i.e. the design
of descriptions to be indexed, able to reduce the unavoidable semantic loss. A
possible approach is to learn the relationships between low level image features
and the words observable in texts as an emerging property of available data,
even when the latter are unlabeled. The semantic information brought by the
observable language facts about images is thus exploited to improve the design
efficiency and the usability in a range of multimedia indexing problems.

The multimediality in the work presented here is addressed by the combination
of the two abstraction levels, visual and textual information. The aim is both
improving the precision of the semantic annotations and recognizing correlations
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between the visual features and the image textual descriptions. The proposed
analysis is based on an initial separation of the visual and textual domains by
preserving the reference to the originating context (e.g. a Web page). Images and
texts are here processed according to different modalities acting over the same
similarity model, i.e. Latent Semantic Analysis [3]. The resulting geometrical
models are then combined to obtain a unique final space, able to represent both
of them and support the application of a unique similarity measure. The features
used in the classification are both visual and textual properties as they are
observed over images and texts in the target Web pages.

Textual features include POS tagged individual terms (e.g. grass, fields, air-
port), as well as terminological (i.e. multiword) expressions and proper nouns
(e.g. civil airport, air traffic, Rome Fiumicino, or Golden Gate Bridge). In line
with the traditional weighting schemes adopted in vector space models (VSM,
[7]), each term receives a weight depending on its distribution in the local doc-
ument and global collection. Terms are selected by statistical filters on their
relevance for the collection, while single terms above 5 occurrences in the cor-
pus are retained in the vocabulary. No other feature selection filter is applied.
Textual features are extracted from the experimental corpus by the Deep Knowl-
edge1, (DK), system. DK carries out the following tasks from the pages properly
retrieved from the Web: Indexing, that generates unique references to the source
images and pages; Morphological recognition; Terminology extraction that pro-
duces the seed term vocabulary of the system; Segmentation, that split pages into
data units in which the coexistence of one image and some text is represented2

The visual features refer to three major classes: chromatic features, textures and
transformations. Chromatic features express the color properties of the image.
Textures emphasize the background properties and their composition. Transfor-
mations are also modeled in order to take into account possible shapes that are
invariant according to some geometrical transformations. These features should
allow to compute similarities of the depicted discrete objects independently from
their position in the images. Images are analyzed through LTI-lib, [6], an object-
oriented open source library with dedicated algorithms and data structures for
image processing. It has been developed at the Aachen University of Technology
and is frequently used in image processing and computer vision tasks.

Each feature is expressed through a real valued number, defining its weight.
A geometrical space is thus derived by juxtaposing the dimensions generated
by individual (textual and visual) features. However, some issues specific to our
problem arise as image annotation is different from the typical IR case, where
the dimensionality is high but the feature types are homogeneous (i.e. they are
all originating from words). Different sampling and models are required to make
the different feature types comparable. Distributions are also very different as
the variance across individual domains can significantly differ.

1 Deep Knowledge, a text mining platform produced and commercialized by Exprivia
S.p.A, URL:www.exprivia.it

2 When more than one image is found into a single segment, multiple data units are
generated, with different images and the same segment text.
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The aim of our model is to derive a rich geometrical space where the dis-
tinguishing features can suggest useful relations between the visual and textual
dimensions: for example, terms like grass or fields should be represented ”close”
enough to high levels of the green band for the RGB chromatic representation.
We aim thus to capture correlations among the subdomains of visual and tex-
tual propreties, as they can be found with a significant regularity in the data
collected from the Web.

3 Mining the Visual and Textual Features

It has been often noticed that traditional vector space models in IR ([7]) do
not capture correlations among terms that are by definition independent di-
mensions. While term-based vector space models assume term independence,
natural languages are characterized by strong associations between terms, so
that this assumption is never satisfied. Correlations can be captured via Latent
Semantic Analysis methods [3] that attempt to capture such dependencies us-
ing the purely automatic matrix decomposition process, called Singular Value
Decomposition (SVD). The original term-by-document matrix M describing the
traditional term-based document space is transformed in the product of three
new matrices: T , S, and D such that their product TSDT = M . They capture
the same statistical information than M in a lower k-dimensional space: each
dimension represents one of the derived LSA features (or concepts), thought of
as an artificial concept i.e. an emerging meaning component from words and
documents [3]. S is a diagonal matrix whose non zero values (called ”singular
values”) express the decreasing significance of the k LSA factors. Therefore, the
least important factors can be easily neglected by truncating matrices T , S, and
D. The first k columns are called the LSA factors. The usual number of dimen-
sions k needed for effective performances obviously depends on the collection
and the task.

When multimedia properties are targeted, the ability to decompose the orig-
inal matrix (with mixed visual and textual features) and map it into an LSA
space enables the detection of specific correlations between multimedia features
and Web images. Closeness in the resulting space should be able to suggest la-
tent semantic relationships between terms (like green, fields or vegetation) and
visual properties dominating some images (e.g. color as the green band in an
RGB chromatic representation).

In our approach, LSA is applied in a structured fashion. First, it is run sep-
arately over the vectorial representations of visual and textual features. In this
way two independent k-dimensional LSA spaces are derived. These spaces ex-
press correlations among features lying in the individual domains, i.e. the visual
domains and the linguistic one. Correlations among words like green, fields or
vegetation are obtained at this stage due to the topical association imposed
by LSA. In a second phase a 2k-dimensional space is obtained by juxtapos-
ing the two k-dimensional vectors of the same objects. On the resulting LSA
space, another SVD step is applied to gather the final unified k-dimensional
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representation. The final latent semantic space should integrate in k-dimensions
all the original multimedia properties and should explicitate the useful correla-
tions: these emerge from the comparable k-dimensional vectors derived through
the double SVD step. Cosine similarity in the resulting space is a distance met-
rics useful for capturing the suitable notion of similarity helpful to cluster objects
and features. Notice how individual vectors in the final space represent groups of
visual or textual features in the original space: clustering over this space exploit
a large body of evidence derived from the previous independent LSA analysis.

3.1 An Architecture for Multimedia Semantic Retrieval and
Classification

In an unsupervised approach to image classification we aim to exploit the inher-
ent redundancy of features observable in Web pages as well as the combination
of different learning methods this including Latent Semantic Analysis, unsuper-
vised clustering and automatic image classification, i.e. Support Vector Machine
(SVM) learning. This leads to a complex architecture for image classification.
The overall data flow is shown in Figure 1 where the four major phases are
sketched: Web mining, Feature Engineering, Unsupervised Learning and Super-
vised Image Classification.

Web miningWeb mining

Corpus pre-processingCorpus pre-processing

Textual Feature 
Extraction

Textual Feature 
Extraction

Visual Feature 
Extraction

Visual Feature 
Extraction

MergingMerging

Unsupervised ClusteringUnsupervised Clustering

SVM learningSVM learning

Meaningful
Clusters

Image
Classification

Model

WWW

SVM ClassificationSVM Classification

Feature Engineering

Unsupervised Learning

Supervised Learning

SVM Classifier

Fig. 1. The general architecture of the Image classification system

The cascade of processing steps works as follows. First, Web is searched for
pages related to the types of interesting images. During this phase images and
their surrounding text in the page layout is derived through the DK engine.
In this phase the major extraction process relates the detection of interesting
HTML material, the pruning of irrelevant mark-up and the feeding of an internal
DB with all the potentially relevant Web data.

Then a Corpus pre-processing phase is applied to build the vector represen-
tations of the target images including visual as well textual descriptions. In this
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phase the role of DK is to segment individual pages into significant parts. This
is done in the following steps:

– First, segments are derived according to the DK technology able to retrieve
meaningful information units that include texts and images. Textual infor-
mation is then processed by DK to derive the proper vocabulary and map
segments into an internal real-valued vector representation. DK generates
the term vocabulary and computes the term and document weighting. Com-
plex terms are automatically detected (and POS tagged) so that jargon or
technical expressions (e.g. remote sensing or Very High Resolution Radiome-
ter) are given independent and specific weights. This provides a traditional
space vector model [7] enriched with linguistic information that is very spe-
cific to the target information gathered. Visual properties are also extracted
in this phase.

– Dimensionality reduction is then imposed via Latent Semantic Analysis
(LSA), [3]. Two independent LSA processes are carried out separately for
textual features and visual properties, respectively, as they obey to differ-
ent laws and are characterized by quite different domains and distributions.
The pseudovectors obtained by the SVD transformation (dimension k as in
the order of the applied SVD) are then representing one data item (a seg-
ment) according to two independent vectors: text and visual pseudovectors
are separate but they refer to the same Web segment.

– Finally, Merging of the two k-dimensional representations in the LSA spaces
is carried out, where a single 2k-dimensional vector is obtained by juxta-
posing the original ones. In this phase, several merging methods have been
experimented. The best results reported in section 4 have been obtained by
applying a second LSA stage to the combined 2k-dimensional vectors: dur-
ing this stage correlations across textual and visual features are computed
again in order to derive a single synthetic k-dimensional vector. In some
configuration (e.g., the two-step LSA strategy, described below in Section
4), this further dimensionality reduction is not applied as the two original
k-dimensional vectors are used separately in the remaining stages.

Unsupervised Learning is applied by clustering the derived vectorial data with
all the available multimedia properties. In this phase, an efficient agglomerative
clustering algorithm (i.e. k-mean [1]) is applied. The results are groups of images
(and segments) that are similar according to their textual or visual properties
(or both). Figure 2 reports clusters of images of bridges as they have been de-
rived from different feature sets. Textual features are meaningful but still do not
fully characterize the target concepts: in Fig. 2.(A) some images report design
plots and not real bridges so that they are erroneous example of bridge images.
Analogously, in Fig. 2.(B) bridges and airplane are confused in the shown cluster
based only on visual features.

A cluster C (and its centroid) is usually close enough to terminological ex-
pressions and visual features (i.e. those typical for its members). Linguistic
expressions justify C on a more abstract level and better capture the cluster’s
semantics. As it is shown in Fig. 2.(C), the combination of textual and visual
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Fig. 2. Clusters derived according to different feature sets

features obtains usually the best result: the example is an accurate cluster rep-
resenting bridges in different shapes and positions.

Supervised Classification. Given the quality of clusters derived automatically, a
supervised image classification approach can be flexibly applied. In fact, the dif-
ferent clusters can be more easily annotated by looking only at the best cluster
instances and to their terminological descriptions. Labeling one cluster provides,
as a side effect, the availability of many examples so that the overall scalabil-
ity of the supervised approach increases. Every cluster member is an individual
example for a supervised image classification model. Several members are thus
collectively labeled, by the unique label assigned at cluster level. In the last
phase, clusters are thus used as training seeds for a supervised classifier. In
all our experiments, we applied Support Vector Machines ([9], [2]) as a learn-
ing paradigm: we thus call these stages SVM training and SVM classification,
respectively. During training an SVM develops (according to the risk minimiza-
tion principle, [9]) the best image classification model able to separate negative
from positive examples of one class. Different SVMs are trained for the different
classes relying on separate models. The ensamble of these models is called Image
Classification Model in Fig. 1. During classification, the different SVMs run on a
new example in a binary fashion: they can accept or reject the example as valid
member of each class. A final combination of the individual decisions selects the
best global class. The integration of the Image Classification Model with the
combined set of SVMs realizes the overall SVM classifier shown in Fig. 1.

Notice how the improvement over an image classification task is just one of
the outcome of the proposed methodology. In fact, clusters with their relevant
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(centroid) properties define protypical ways of referring and describing a target
category: the best features (e.g. most important terms characterizing the cluster
centroid) can be thus seen as typical ways of querying a class of visual objects.
This supports the learning of linguistic ways of referring to categories useful for
searching images by NL queries.

4 Evaluation

The objective of the experiments was to validate the idea of enabling fast and
accurate image classification via the combination of heterogeneous media prop-
erties and the adoption of clustering as a semisupervised learning process. In
this perspective, at least three dimensions of the proposed approach should be
explored. The level of granularity is the possibility of training over individual
clusters rather than images. The type of annotation establish the ability of an-
notating clusters or individual images. Different training evidence is also made
available by different media levels, i.e. text vs. visual properties.

The corpus adopted for the experiment has been obtained by Web spidering.
It includes Web pages related to two target concepts bridges and airplanes as
well as a large portion of errors (like banners or other advertising pictures).
Segments of the pages include one picture and a corresponding text, from which
all the features are derived. Table 1 describes the main aspects of the corpus.

Table 1. Description of the Web corpus used in the experiments

Number of target categories 2 + 1 (Others)
Number of HTML pages 23,520
Number of sections derived 1,527
Number of images 3,959
Number of selected terms 53,251
Number of words (types) 121,545

Number of Annotated images 867
Number of images in the Test Set 432
Number of images in the Training Set 3,527

The experiments in automatic image classification have been targeted to three
classes, i.e. bridges, airplanes and other, the latter being used to recognize pic-
tures irrelevant for the task. In the experiments clustering is applied in an unsu-
pervised fashion over the training corpus and then used to feed an SVM classi-
fier3. LSA has been applied first separately over the textual and visual properties
and then for merging. The order k of the decomposition was 100 in all steps.

Two major experiments have been carried out. Experiment 1 measures the
ability of a supervised classifier to rebuild the clusters obtained from the first
3 The SVM implementation called SMO made available by the WEKA machine learn-

ing platform [10] has been applied in all the experiments.
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learning stage. Experiment 2 has been designed to measure the effectiveness of
the semi-supervised learning approach on the image categorization task. In this
case, we compared the use of unsupervised clustering to train an SVM classifier
with a traditional (i.e. fully supervised) use of the SVM. In the unsupervised
case, the annotations of automatically derived clusters are used to gather positive
and negative class instances (classified images plus their text) and then train the
SVM. The reference supervised model makes no use of clusters and it is trained
directly on hand-annotated images. The evaluation has been done in all cases by
computing the accuracy measure, that is the percentage of correct classification
decisions in the different tests.

4.1 Experiment 1: Validating the Acquired Image Clusters

Experiment 1 is the attempt to measure the ability of a supervised classifier
to rebuild the clusters derivable from the first learning stage, i.e. Unsupervised
Learning. First, clustering of the entire corpus of 3,959 images was run according
to a set of properties and strategies as discussed in Section 3.1. On the derived
final representation, a split of 70% (training) vs. 30% (testing) was applied and
one SVM has been trained for each cluster. The accuracy of the SVM to re-assign
the original cluster to each individual test object was then measured. The SVM
decision here is correct if the data object is classified into the cluster it was also
assigned during unsupervised clustering. Notice that this test is cluster based.
We can thus assess here only the generalization power of the SVM.

The best results of Experiment 1 is obtained when only visual features are em-
ployed, i.e. 96.8% acuracy. However, good levels of performances can be reached
by almost all models: visual features only achieve 87.1% while the combination
of both features results in a 89.1% accuracy. This suggests that exploiting clus-
tering ability of an unsupervised system is a viable approach to large scale image
classification. As expected textual features are the best predictors and provide
more consistent results. This is in line with the original observation that texts
are the best carriers of multimedia semantics and terms are thus the best candi-
dates to express it in indexing and querying. Moreover, clusters give rise to good
generalizations that can be better understood by users, instead of drowning in
hundreds of indvidual images. Although feature combination is not achieving the
best performance, it also does not produce a significant accuracy drop. However,
adopting only the textual features is not best choice for image classification, as
we will see in Experiment 2.

4.2 Experiment 2: Evaluating the Classification Accuracy

Experiment 2 aims to measure the effectiveness of the semi-supervised learning
approach on the image categorization task by comparing it with a fully super-
vised training process. As it is possible that a cluster gathering mainly images
of a class (e.g. bridges) includes also irrelevant examples (i.e. class=other), the
evaluation aims to measure the impact of this potential noise sources on the
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reachable SVM accuracy. Obviously, the supervised learning scheme of the SVM
constitutes an upper-bound for the accuracy of the semi-supervised setting.

The semi-supervised approach proceeds as follows:

1. Given the entire training set, we labeled some images so that each of the
three classes is equally rapresented (e.g 20 aircrafts, 20 bridges and 20 other).
Images are randomly chosen although they are selected so that each class is
equally represented (about 289 images for each class). The derived test set
is balanced and the baseline is around 33%. Portions of the labeled data are
used as seeds of the training process.

2. We apply the clustering algorithm to the entire training set obtaining a set
of clusters, some of them including annotated images.

3. A majority policy is used to assign a unique class to the entire cluster: the
class suggested by the majority of labeled images in the cluster is selected.

4. Using such an extended set of labeled images, we trained an SVM and eval-
uate its performance over the test images, kept out from the seeding and
labeling process.

As the number of seed (i.e. labeled) images is critical to the quality of the
semisupervised learning, we compared the performance over sets of seed images
of growing size.

Hand annotation has been applied by a small team of three experts in the
different experiments with very high annotation agreement scores (over 95%). An
annotation was accepted if proposed by at least two annotators. The annotators
working on a cluster basis (i.e. by annotating all images of a cluster with the
single decision over the entire cluster) were concluding their job 12 times faster
than those labeling images individually. A training-test split of about 90% vs.
10% was applied for the training of the SVM.

Table 2. Semisupervised labeling rates based on textual features only

Percentage of Number of Number of Number of Annotation
Seeding images seed images labeled clusters labeled images rate

1.22% 43 9 1262 29.21

3.67% 130 23 962 7.42

6.12% 216 27 1321 6.11

8.57% 302 36 1446 4.78

In Tables 2 and 3 we report the results of the automatic semisupervised la-
beling process in which training images (Column 4) are derived from the seed
images. In the first table we use only the textual feature, while in the second
one we show results from the combination of both kinds of features. This tables
shows the Number of seed images, the labeled clusters, i.e. the number of auto-
matically tagged clusters and the number of labeled images that is the number of
automatically labeled images added to the SVM training set. Columns 5 reports
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Table 3. Semisupervised labeling rates using combined textual and visual features

Percentage of Number of Number of Number of Annotation
Seeding images seed images labeled clusters labeled images rate

1.22% 43 23 1840 42.59

3.67% 130 39 2140 16.51

6.12% 216 47 2324 10.76

8.57% 302 58 2447 8.09

Fig. 3. Learning curves of different classifiers in Experiment 2

the annotation rate, i.e. the ratio between the resulting labeled images and the
seeding images.

Accuracy measures for Experiment 2 are reported in Figure 3. Good accuracy
values (greater than 60%) are obtained even when very small seeding sets are
employed (about 1% of the entire training set, and about 5% of the annotated
images). This suggests that the employed feature spaces are very effective also
given the noisy neature of the source Web data. The plots in figure 3 shows that
the classification accuracy grows monotonically with size, even if noisy semi-
supervised image annotation is applied. The exceptions are given by small gaps
(1% in the text only case) probably due to the random process of seed image
selection. The best perfomance levels are provided by the second system: It
corresponds to a semi-supervised model, characterized by a combination of all
features and a training over about 6% of the training images (about 50% of
the seeeding labeled data). It is about 14% below the performance of the fully
supervised SVM that achieves 96.4%. This result is also interesting given that
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the estimated speed-up in annotation times is 12 (4 hours vs. 20 minutes for
about 1,000 images).

5 Conclusions

A robust and accurate semi-supervised approach to image categorization has
been here proposed. We shown that the use of SVD, a purely automatic matrix
decomposition process, constitutes a very promising track to fill the semantic gap
in multimedia analysis. The approach also supports image search via keyword-
based queries, thanks to the integration of texts and visual features. Our method
is particularly close to that in [4], although this latter is a pure image annotation
task. The major difference is the adoption of a fully automatic approach to data
collection, that in our case correspond to downloaded pages from the Web. As
in [5], LSA seems a very effective way to capitalize the available heterogeneous
features in image classification and annotation.
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Abstract. We present our approach, integrating imaging and vision, for
content-aware enhancement and processing of digital photographs. The
overall quality of images is improved by a modular procedure automati-
cally driven by the image class and content.

1 Introduction

The quality of real-world photographs can often be considerably improved by dig-
ital image processing. Since interactive processes may prove difficult and tedious,
especially for amateur users, an automatic image tool would be most desirable.
There are a number of techniques for image enhancement and processing, includ-
ing global and local correction for color balancing, [1,2,3], contrast enhancement
[4,5] and edge sharpening [6,7]. Other techniques merge color and contrast cor-
rections, such as all the Retinex like algorithms [8,9,10,11]. Rarely, traditional
enhancement algorithms available in the literature are driven by the content of
images [12].

Our interest is related to the design of content-aware image enhancement
for amateur digital photographs. The underlying idea is that global and/or local
image classification makes it possible to set the most appropriate image enhance-
ment strategy according to the content of the photograph. To this end, we have
pragmatically designed a modular enhancing procedure integrating imaging and
vision techniques. Each module can be considered as an autonomous element,
related to color, contrast, sharpness and defect removal. These modules can be
combined in a complete unsupervised manner to improve the overall quality,
according to image and defect categories. The proposed method is modular so
that each step can be replaced with a more efficient one in future work, with-
out changing the main structure. Also, the method can be improved by simply
inserting new modules. The initial global image classification makes it possible
to further refine the localization of the color regions requiring different types
of color and sharpness corrections. The following color, contrast, and edge en-
hancement modules may exploit image annotation, together with further image
analysis statistics (in same cases locally adaptive as well). As a final step we also
propose a self-adaptive image cropping module exploiting both visual and se-
mantic information. This module can be useful for users looking at photographs
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on small displays that require a quick preview of the relevant image area. Fig-
ure 1 shows the overall schema of our content aware image enhancement and
processing strategy. Processing blocks responsible for the image content annota-
tion are at the left of the dashed line while those driven by it are at the right of
the line. The single modules are described in the following sections.

Fig. 1. The processing blocks on the left of the dashed line identify the content of
the input image and produce a semantically annotated image. The blocks on the right
perform several processing steps exploiting the given annotation.

2 Semantic Image Classification

Automatic image classification allows for the application of the most appropriate
enhancement strategy according to the content of the photograph. To this end we
designed an image classification strategy [13] based on the analysis of low-level
features that can be automatically computed without any prior knowledge of the
content of the image. We considered the classes outdoor, indoor, and close-up
which correspond to categories of images that may require different enhancement
approaches. The indoor class includes photographs of rooms, groups of people,
and details in which the context indicates that the photograph was taken inside.
The outdoor class includes natural landscapes, buildings, city shots and details
in which the context indicates that the photograph was taken outside. The close-
up class includes portraits and photos of people and objects in which the context
provides little or no information in regards to where the photo was taken. The
features we used are related to color (moments of inertia of the color channels in
the HSV color space, and skin color distribution), texture and edge (statistics on
wavelets decomposition and on edge and texture distributions), and composition
of the image (in terms of fragmentation and symmetry).

We used the CART methodology [14] to train tree classifiers. Briefly, tree
classifiers are produced by recursively partitioning the space of the features which
describe the images. Each split is formed by conditions related to the values of
the features. Once a tree has been constructed, a class is assigned to each of the
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terminal nodes, and when a new case is processed by the tree, its predicted class
is the class associated with the terminal node into which the case finally moves
on the basis of the values of the features. The construction process is based on
a training set of cases of known class. A function of impurity of the nodes, i(t),
is introduced, and the decrease in its value produced by a split is taken as a
measure of the goodness of the split itself. For each node, all the possible splits
on all the features are considered and the split which minimizes the average
impurity of the two subnodes is selected. The function of node impurity we have
used is the Gini diversity index:

i(t) = 1−
C∑

c=1

p(c|t)2, (1)

where p(c|t) is the resubstitution estimate of the conditional probability of class
c (c = 1, · · · , C) in node t, that is, the probability that a case found in node t
is a case of class c. When the difference in impurity between a node and best
subnodes is below a threshold, the node is considered as terminal. The class
assigned to a terminal node t is the class c∗ for which:

p(c∗|t) = max
c=1,···,C

p(c|t). (2)

In CART methodology the size of a tree is treated as a tuning parameter, and
the optimal size is adaptively chosen from the data. A very large tree is grown
and then pruned, using a cost-complexity criterion which governs the tradeoff
between size and accuracy. Decision forests can be used to overcome the insta-
bility of the decision trees improving, at the same time, generalization accuracy.
The trees of a decision forest are generated by running the training process on
boostrap replicates of the training set. The classification results produced by
the single trees are combined applying a majority vote. Each decision tree has
been trained on bootstrap replicates of a training set composed of about 4500
photographs manually annotated with the correct class.

Evaluating the decision forest on a test set of 4500 images, we obtained a
classification accuracy of about 89%. To further improve the accuracy of the
classifier and to avoid doubtful decisions, we introduced an ambiguity rejection
option in the classification process: an image is “rejected” if the confidence on
the classification result is below a tunable threshold. For instance, setting the
threshold in such a way that 30% of the test set was rejected, we obtained a
classification accuracy of about 96% on the remaining images.

3 Image Content Annotation Using Intermediate
Features

3.1 Outdoor Image Annotation

For the detection of semantically meaningful regions in outdoor photographs,
we designed a strategy for the automatic segmentation of images. Segmented
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regions are assigned to seven classes: sky, skin, vegetation, snow, water, ground,
and buildings [15]. The process works as follows: for each pixel, a fixed number
of partially overlapping image subdivisions (tiles) that contain it is considered.
Each tile is described by a joint histogram which combines color distribution with
gradient statistics. Histograms are classified by seven Support Vector Machine
(SVM) [16]. The i−th SVM defines a discrimination function fi(x) trained to
distinguish between the tiles of class i and those of the other six classes:

fi(x) =

⎛⎝bi +
N∑

j=1

k(x, xj)

⎞⎠⎛⎝ N∑
j=1

N∑
k=1

αijαikk(xj , xk)

⎞⎠− 1
2

, (3)

where xj , (j = 1, · · · , N) are the training patterns. The parameters bi, αij are
estimated by solving a suitable optimization problem. The discrimination func-
tion which assumes the maximum value determines the class assigned to a tile.
In our method we used a Gaussian kernel function k:

k(x1, x2) = exp(−p‖x1 − x2‖22). (4)

The final label assigned to a pixel is determined by a majority vote on the
classification results obtained on the tiles which contain the pixel. When the
majority vote is below a tunable threshold, the class of the pixel is considered
as “unknown”.

Our strategy achieved a classification accuracy of about 90% on a test set of
10500 tiles (1500 per class) randomly extracted from 200 images.

3.2 Indoor and Close-Ups Image Annotation by Skin Detection

Many different methods for discriminating between skin pixels and non-skin
pixels are available. The simplest and most often applied method is to build
an “explicit skin cluster” which expressly defines the boundaries of the skin
cluster in certain color spaces. The underlying hypothesis of methods based on
explicit skin clustering is that skin pixels exhibit similar color coordinates in a
properly chosen color space. This type of binary method is very popular since it
is easy to implement and does not require a training phase. The main difficulty
in achieving high skin recognition rates, and producing the smallest possible
number of false positive pixels, is that of defining accurate cluster boundaries
through simple, often heuristically chosen, decision rules. We approached the
problem of determining the boundaries of the skin clusters in multiple color
spaces by applying a genetic algorithm.

A good classifier should have high recall and high precision, but typically, as
recall increases, precision decreases. Consequently, we adopted a weighed sum
of precision and recall as the fitness of the genetic algorithm. Keeping in mind
that different applications can have sharply different requirements, the weighing
coefficients can be chosen to offer high recall or high precision or to satisfy a
reasonable trade-off between these two scores according to application demands
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[17]. In the following applications addressing image enhancement, we adopted the
boundaries evaluated for recall oriented strategies, leading to a recall of about
89% and a precision of about 40%.

3.3 Indoor and Close-Ups Image Annotation by Face Detection

Face detection in a single image is a challenging task because the overall appear-
ance of faces ranges widely in scale, location, orientation and pose, as well as
in facial expressions and lighting conditions [18,19]. Our objective therefore was
not to determine whether or not there are any faces, but instead to evaluate the
possibility of having a facial region. To do so, we have trained an auto-associative
neural network [20] to output a score map reflecting the confidence of the pres-
ence of faces in the input image. It is a three layer linear network, where each
pattern of the training set is presented to both the input and the output lay-
ers, and the whole network has been trained by a back-propagation sum square
error criterion, on a training set of more than 150 images, considering not only
face images (frontal faces), but non-face images as well. The network processes
only the intensity image, so that the results are color independent. To locate
faces of different sizes, the input image is repeatedly scaled down by a factor of
15%, generating a pyramid of sub-sampled images. The performance of the face
detector is 95% of true positive and 27% of false positive.

4 Image Content Annotation Using Low Level Features

4.1 Saliency Regions Detection

Visual attention models simulate the human vision system to process and analyze
images in order to identify conspicuous regions within the images themselves.
These regions (ROIs) can be used to guide the analysis of the images. In the
follows we describe the Itti and Koch model [21] that is inspired by the behavior
and the neuronal architecture of the early primate visual system.

Input is provided in the form of a color image. Nine images with descending
spatial scale are created from the original image using dyadic Gaussian pyramids
which progressively low-pass filter and sub-sample the input images. Each feature
to be extracted is computed with a set of linear “center-surround” operations
akin to visual receptive fields, where visual neurons are most sensitive in a small
region of the visual space (center), while stimuli presented in a broader region
concentric to the center (surround) inhibit the neuronal response. The difference
between images at fine (center) and coarse (surround) scales is used to mimic
this behavior. A set of features maps are obtained by varying the scale. Three
visual features are exploited: color, intensity and orientation. In the follows Θ
indicates the center-surround difference operation between a center image c and
a surround image s. A feature map for the intensity feature is computed as:

I(c, s) = |I(c)ΘI(s)|. (5)
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The second set of maps are computed for the two channel pairs Red/Green
and Blue/Yellow as follow:

RG(c, s) = |(R(c)−G(c))Θ(G(s) −R(s))|, (6)

BY (c, s) = |(B(c)− Y (c))Θ(B(s)− Y (s))|. (7)

Gabor pyramids O(σ, θ), with σ representing the scale and θ representing the
orientation, are used to compute the orientation maps.

O(c, s, θ) = |O(c, θ)ΘO(s, θ)|. (8)

In total 42 feature maps are computed: 6 for the intensity, 12 for color and
24 for orientation. Before computing the final saliency map, the feature maps
are normalized in order to globally promote maps in which a small number
of strong peaks of activity (conspicuous locations) are present, while globally
suppress maps which contain numerous comparable peak responses. After the
normalization process, all the sets of the normalized maps are combined and
averaged into the final saliency map S.

4.2 Image Dominant Color Detection and Classification

The basic idea of our solution is that by analyzing the color distribution of the
image in a suitable color space with simple statistical tools, it is possible not only
to evaluate whether or not a dominant color is present, but also to classify it. The
color gamut of the image is first mapped in the CIELab color space, where the
chromatic components and lightness are separate. Intuitively, the 2-dimensional
color histogram F (a, b) depends on color properties of the image: for a multicolor
image without cast this histogram will show several peaks distributed over the
whole ab-plane, while for a single color image, it will present a single peak, or
few peaks in a limited region. The more concentrated the histogram and the
farther from the neutral axis, the more intense the cast. To study the histogram
distribution we use the, respectively the mean values (μa, μb) and the variances
(σ2

a, σ
2
b ) of the histogram projections along the two chromatic axes a, b.

We can now associate with each histogram an Equivalent Circle (EC) with
its center in C = (μa, μb) and a radius of σ =

√
σ2

a + σ2
b , defining in this way

a distance D : D = μ − σ, where μ =
√

μ2
a + μ2

b , a measure of how far the
whole histogram (identified by its equivalent circle) lies from the neutral axis
(a = 0, b = 0). To characterize the EC quantitatively, we introduce the ratio
Dσ = D/σ, as a useful parameter for measuring the intensity of the cast: the
greater the Dσ, the stronger the cast. The cast detection step first analyzes the
color histogram distribution in the ab chromatic plane, examining its EC and
evaluating the statistical values σ,μ, and Dσ. If the histogram is concentrated
(small value of σ) and far from the neutral axis (high value of μ and Dσ), the
colors of the image are confined to a small region. This means that there is either
a strong cast (to be removed), or what we have called an intrinsic cast (to be
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preserved). The latter is usually found in the presence of widespread areas of
vegetation, skin, sky, or sea.

To distinguish between true cast and predominant color, a statistical classifier
exploiting both color and spatial information is used to identify regions that
probably correspond to skin, sky, sea, or vegetation [22]. If the classifier considers
one of these regions significant, an intrinsic cast is likely, and the image is not
subjected to cast removal. Otherwise, the image is identified as a cast image, and
processed for color correction. All images without a clearly concentrated color
histogram are analyzed with a following procedure based on the criterion that
a cast has a greater influence on a neutral region than on objects with colors of
high chroma. The color distribution of what we call Near Neutral Objects (NNO)
[23,24] is studied with the same statistical tools described above. A pixel of the
image belongs to the NNO region if its chroma is less than an initial fixed value
and if it is not isolated, but has some neighbors that present similar chromatic
characteristics. If the percentage of pixels that satisfies these requisites is less
than a predefined percentage of the whole image, the minimum radius of the
neutral region is extended, and the region recursively evaluated.

When there is a cast, we may expect the NNO color histogram to show a
single small spot, or at most a few spots in a limited region. NNO colors spread
around the neutral axis, or distributed in several distinct spots indicate instead
that there is no cast. The statistical analysis that we have performed on the
whole histogram is now applied to the NNO histogram, allowing us to distinguish
among three cases: cast images, no cast images, and ambiguous ones. If we define,
with obvious meaning, σNNO,μNNO, and DσNNO, NNO histograms that are well
defined and concentrated far from the neutral axis will have a positive DσNNO:
the image has a cast. With negative values of DσNNO the histogram presents
an almost uniform spread distribution around the neutral axis, indicating no
cast. Exploiting the experience of a large number of images we set as thresholds
DσNNO = 0.5 for cast images and DσNNO = −0.5 for no cast images. Cases
falling in the interval between −0.5 and 0.5 are considered ambiguous.

5 Image Processing and Enhancement

5.1 Color Balancing

To recover the original appearance of the scene, under different lighting and
display conditions, the measured RGB values must be transformed. Many algo-
rithms have been developed for color balancing based on the Von Kries assump-
tion that each sensor channel is transformed independently. The gray world,
and the white balance, which correspond respectively to average-to-gray and
normalize-to-white, are perhaps the most commonly used [3,25].

The gray world algorithm assumes that, given an image with a sufficient
amount of color variations, the mean value of the R, G, B components of the
image will average out to a common gray value. Once we have chosen the common
gray value, each color component is scaled by the averages of the three RGB
channels. There are several versions of the white balance algorithm: the basic
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concept is to set at white a point or a region that appears reasonably white
in the real scene. Once it has been set, each color component is scaled by the
averages of the three RGB channels in this region. However, when one of these
color balance adjustments is performed automatically, with no knowledge of the
image source, the mood of the original scene is often altered in the output image.

The cast removal method we propose is applied only to those images classified
as having a clear cast, or an ambiguous cast in order to avoid problems such as the
mistaken removal of predominant color, or the distortion of the image’s chromatic
balance. The main peculiarity of the method lies in how it determines the White
Balance (WB) region, which also depends on the strength of the cast. To avoid
the mistaken removal of an intrinsic color, regions previously identified by the cast
detector as probably corresponding to skin, sky, sea or vegetation, are temporar-
ily removed from the analyzed image. At this point the algorithm differentiates
between images with a clear cast and images with a low, or ambiguous one.

This color balance algorithm can be considered a mixture of the white bal-
ance and gray world procedures. The WB region is formed by several objects of
different colors, which are set at white not singularly, but as an average. This
prevents the chromatic distortion that follows on the wrong choice of the region
to be whitened. When there is a clear cast, the colors of all the objects in the
image suffer the same shift due to that specific cast. If we consider the average
over several objects, introducing a kind of gray world assumption, only that shift
survives and will be removed. Note that for images where the WB region con-
sists of a single object, such as is usually the case of images with a strong cast,
our method tends to correspond to the conventional white balance algorithm,
while for images where the WB region includes more objects (as in images with
a softer cast), the method tends to the gray world algorithm.

We have compared our results on 746 cast images, with those obtained with
conventional white patch and gray world algorithms. We collected the majority
opinion of the five experts. This analysis, gives our algorithm as consistently
better than the gray world with the exception of only a few cases (10), when it
is judged equal. In comparison with the white patch algorithm, our method is
judged better in 40% of the cases, while in the rest it is judged equal. In the
great majority of the experimented cases, the processed image was held to be
superior to the original; only in less than 2% of the 746 images processed was
the output judged worse than the original.

5.2 Local Contrast Enhancement

The original dynamic range of a scene is generally constrained into the smaller
dynamic range of the acquisition system. This makes it difficult to design a
global tone correction that is able to enhance both shadow and highlight details.
Several methods for adjusting image contrast, [4,5,9,10,11], have been developed
in the field of image processing for image enhancement. In general, it is possible
to discriminate between two classes of contrast corrections: global and local
corrections. With global contrast corrections it is difficult to accommodate both
lowlight and highlight details. The advantage of local contrast corrections is
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that it provides a method to map one input value to many different output
values, depending on the values of the neighboring pixels and this allows for
simultaneous shadow and highlight adjustments.

Our contrast enhancement method is based on a local and image dependent
exponential correction [26]. The simplest exponential correction, better known as
gamma correction, is common in the image processing field, and consists in elab-
orating the input image through a constant power function. This correction gives
good results for totally underexposed or overexposed images. However, when both
underexposed and overexposed regions are simultaneously present in an image,
this correction is not satisfactory. As we are interested in a local correction, the
exponent of the gamma correction used by our algorithm is not a constant. In-
stead, it is chosen as a function that depends on the point to be corrected, on its
neighboring pixels and on the global characteristics of the image. This function is
also chosen to be edge preserving to eliminate halo artifacts. Usually it happens,
especially for low quality images with compression artefacts, that the noise in the
darker zones is enhanced. To overcome this undesirable loss in the image quality, a
further step of contrast enhancement was added. This step consists of a stretching
and clipping procedure, and an algorithm to increase the saturation.

5.3 Selective Edge Enhancement

The key idea is to process the image locally according to topographic maps
obtained by a neurodynamical model of visual attention, overcoming the tradeoff
between smoothing and sharpening typical of the traditional approaches. In fact,
only high frequencies corresponding to regions that are non-significant to our
visual system are smoothed while significant details are sharpened.

In our algorithm, the enhanced image fe(x, y) is obtained correcting the orig-
inal f(x, y) by subtracting non-salient high frequencies fhNS(x, y), which pro-
duces a smoothing effect, and adding salient high frequencies, fhS(x, y), with a
consequent edge sharpening. In formula:

fe(x, y) = f(x, y)− λfhNS(x, y) + λfhS(x, y). (9)

Salient high frequencies, fhS(x, y) are obtained weighting all the image high fre-
quencies through a topographic map corresponding to visually salient regions,
obtained by the neurodynamical model of visual attention described in Sec-
tion 4.1. This permits to enhance the edges differently without enhancing the
perceived noise. On the other hand, non-salient high frequencies, fhNS(x, y) are
simply obtained weighing all the high frequencies through the complement of the
same topographic map, causing an adaptive smoothing. In our implementation,
the high frequencies fh(x, y) of Equation 9 are evaluated using the Laplacian,
which is the simplest isotropic derivative operator. It should be noted that our
enhancement method is actually independent from the high-pass filter used.

5.4 Adaptive Image Cropping

Some of the efforts that have been put on image adaptation are related to the
ROI coding scheme introduced in JPEG 2000 [27]. Most of the approaches for
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adapting images only focused on compressing the whole image in order to reduce
the data transmitted. Few other methods use an auto-cropping technique to re-
duce the size of the image transmitted [28,29]. These methods decompose the
image into a set of spatial information elements (saliency regions) which are then
displayed serially to help users’ browsing or searching through the whole image.
These methods are heavily based on a visual attention model technique that is
used to identify the saliency regions to be cropped. We designed a self-adaptive
image cropping algorithm exploiting both visual and semantic information [30].
Visual information is obtained by a visual attention model, while semantic infor-
mation relates to the automatically assigned image genre and to the detection
of face and skin regions. The processing steps of the algorithm are firstly driven
by the classification phase and then further specialized with respect to the an-
notated face and skin regions.

The classification of the images to be cropped allows us to build a cropping
strategy specific for each image class. The efficacy of the strategy is maximized
by taking into account the properties of the image and focusing our attention to
some objects in the image instead of others. A landscape image, for example, due
to its lack of specific focus elements, is not processed at all: the image is regarded
as being wholly relevant. A close up image, generally, shows only a single object
or subject in the foreground, and thus, the cropping region should take into
account only this discarding any region that can be considered as background.
In case of an image belonging to the other class, we are concerned in whether it
contains people or not. In the first case, the cropping strategy should prioritize
the selection of regions containing most of the people. To perform this, we first
analyze the images in order to detect candidate face regions. These regions are
then validated by checking the amount of skin present and those that have a
given amount of skin are selected as true face regions. Regions detected by the
visual attention model, skin regions, and face regions are then combined together
to detect the final relevant regions to be cropped. Here we focus our interest in
checking the presence of people, but the analysis can be further specialized for
the identification of other objects. Images without people are processed with a
pipeline similar to the one for the close up images. The main difference lays in
the fact that more than one cropping region can be returned by the algorithm.

Although the visual attention model is used in all the different cropping strate-
gies, it requires a tuning of several parameters that influence the results depend-
ing on the image content. The image classification phase allows us to heuristically
tune these parameters at the best. The last phase in the adaptive image crop-
ping aims at adjusting the cropping region such that the overall information is
maximized and all the space in the output display is used. The region is rotated
if the orientation of the region differs from the normal orientation of the display.
Further, the region is enlarged and/or trimmed in order to retain the display’s
aspect ratio maintaining the cropped region centered. Finally, the cropped image
is resized to the size of the display.

To evaluate the goodness of the proposed image cropping strategy, we col-
lected the judgments of a panel of five nonprofessional photographers which can
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be summarized as follows: about 7% of the output images were judged worse
than the original image scaled to fit the small screen display; about 40% were
judged equivalent (the great majority of landscape images are correctly classified
and since they are not cropped according to our procedure they are equivalent
to the resized original), while the remaining 53% of the images were judged
better. Without considering landscapes, the percentage of images judged bet-
ter increases. The worst results are mostly due to the errors introduced by the
face detector. Most of the misclassified images by the CART algorithm are still
cropped acceptably.

6 Conclusions

The main objective of image enhancement is to compensate image degradations
by altering local and global image features. We strongly believe that the most
appropriate enhancement strategy can be safely and effectively applied only if the
image to be processed is semantically annotated. To this end we have designed a
modular, fully automatic, content-aware enhancement procedure. The modular
structure adopted will make it possible to easily replace any of the implemented
algorithms with a more efficient/effective one in the future. Also, the overall
procedure can be improved by simply inserting new modules for other image
artifacts.
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Abstract. A Multimedia Surveillance System (MSS) is considered for
automatically retrieving semantic content from complex outdoor scenes,
involving both human behavior and traffic domains. To characterize the
dynamic information attached to detected objects, we consider a de-
terministic modeling of spatio-temporal features based on abstraction
processes towards fuzzy logic formalism. A situational analysis over con-
ceptualized information will not only allow us to describe human actions
within a scene, but also to suggest possible interpretations of the behav-
iors perceived, such as situations involving thefts or dangers of running
over. Towards this end, the different levels of semantic knowledge implied
throughout the process are also classified into a proposed taxonomy.

1 Introduction

The idea of Multimedia Surveillance Systems (MSS) is growing importance in
various application fields concerning the automatic extraction and management
of contents from large databases of media streams [5]. The term multimedia
is related to systems which provide human end-users for accessing to or com-
municating with applications dealing with certain type of multimedia content.
Applications for sports and surveillance domains, on the other hand, generate
continuous streams of abundant data from real-time monitoring over controlled
environments, thus requiring proper techniques for the evaluation of video and
audio sequences and efficient storing of their significant content. An effective
management of these documents depends in great measure on the availability of
indexes, as stated in [12], and since manual techniques are not feasible for large
audiovisual collections, systems for automatic management of such databases in
a real-time context are very valuable in order to facilitate real-time reactivity.

The detection, understanding, and description of human motion patterns in
video sequences has been a subject of increased interest over the last years.
Motion analysis techniques are used to address the semantic classification of
visually perceived information. Motion detection is required for the solution of
many other complex tasks, such as image sequence analysis and understanding.
Moeslund et al. have extensively reviewed recent advances in human motion
capture and analysis in [8]. The extraction of content from image sequences is
currently becoming a central focus of attention for many researchers, too [6].
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Most efforts in semantic annotation and video indexing have been devoted so
far to classification techniques for particular, definite domains, such as sports,
movies, or news. Assfalg et al. have discussed approaches for the retrieval of
visual information and semantic annotation of its contents [2]. They encourage
the use of low-level visual primitives to capture semantic content at a higher level
of significance, in specific domains such as news or sports. Also, Smeulders et al.
discussed the content extraction and analysis in image retrieval systems [11].

Here, we focus on the automatic, real-time extraction of semantic content
from video recordings obtained in outdoor surveillance environments. We aim
to evaluate complex behaviors involving both humans and vehicles, detecting
the significant events developed, and providing semantic-oriented outputs which
are more easily handleable for indexing, search, and retrieval purposes, such as
annotated video streams, small sets of content-expressing images, or summaries
of occurrences. An important objective is also the temporal characterization of
the structure of a recording from this semantic perspective. Although a single
video modality is implemented so far, the designed outline pursues the eventual
integration of knowledge sources having intrinsically different natures. For this
purpose, a taxonomy has been conceived for ensuring a future effective collabo-
ration among knowledge derived from agent, body, and face motion.

This paper is organized as follows: first, our proposal of taxonomy for classi-
fying the different types of knowledge involved in MSS is presented in Section 2.
In Section 3, the automatic acquisition of visual features is introduced, which
provides structural information over time. Section 4 discusses how a subsequent
abstraction step converts this knowledge into a logic-deductive form, thus ex-
pressing it by means of semantic predicates. Section 5 presents the high-level
analysis of the contextualized situations to generate a set of thematic descrip-
tors. Experimental results in Section 6 describe the main relevant happenings
in a particular outdoor scene, resulting in the division of the temporal structure
of the recording into content-based intervals. Finally, Section 7 concludes the
paper and presents future lines of work.

2 Human Motion Taxonomy

When considering systems for the annotation of content, it becomes laborious –
and sometimes uncertain– to accurately classify the concepts related to the field
of evaluation, and to establish proper relationships among them. The reason for
such a statement comes from thinking of the great generality of the situations
to be considered. Upon this, a question arises: which kind of information needs
to be represented for properly evaluating human behavior?

Although a specific problem domain has been chosen in this paper, a MSS
needs to cope with a wide range of occurrences. The temporal dimension of a
video sequence determines the nature of the semantic content to be extracted,
thus suggesting that the use of mechanisms for a proper characterization should
be based on motion detection. Additionally, the most difficult issues to solve are
obviously related to human behaviors, so the proposed classification scheme is
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Table 1. A knowledge-based classification of human motion representations. This hu-
man motion taxonomy, which includes several levels of representation, will guide the
process of interpretation.

Dynamic 
interpretaton of
static elements

Disambiguation 
using information 
from other levels

Array of Static
Configurations
over time

Pose Vector

Event

Contextualized Event

stand, move 
head up 

and down

sequence of 
expressions

serious expr.:
worry? / 

concentration?

trajectory of
locations

stopped:
sitting? /

standing?

standing in
front of a

scene object

attention 
(staring at

scene object)

nod? /
search for

something?

sequence of
postures, 
gestures

     Description
                                 Examples for:
       Agent                     Body                     Face   

Interpreted Behavior
Hypothesis of
interpretation 
using complete
scene knowledge

"A person is searching for information on 
the timetables of the subway station"

conceived in terms of human motion. Literature already contains some suggested
classification criteria based on different models of taxonomy. The current taxon-
omy enhances the proposal of Gonzàlez [6], which in turn unifies the taxonomies
of Bobick [4] and Nagel [9]. Our classification proposes four hierarchical levels of
semantics, see Table 1:

• First of all, Status Vectors are collections of detected static configurations for
the tracked elements. This includes positions, orientations or velocities for
the agents for each time-step, and other spatial information over time such
as postures, gestures, or expressions, but no interpretation at all. Semantics
is present in form of structural information.

• The analysis of these collections over time allow to detect Events, i.e. basic
dynamic interpretations of a predefined set of static configurations for a
local environment. Patterns which are shared in common with a sequence of
temporal status are identified and classified according to predefined models.
Some examples include to detect that a pedestrian is running or turning,
and that a car is accelerating or braking.

• Next level is suggested to be a Contextualized Event, this is, a concretion
or disambiguation of the possible interpretations for an event. An event
will be analyzed with respect to other detected elements within the scene.
The interrelation among results from different tracking domains plays an
important role in the process of contextualizing an event, e.g. ‘sit down’–
‘bus stop’, ‘wave hand’–‘open mouth’, or ‘tired expression’–‘climb stairs’.

• Finally, a conjecture for global understanding of a scene is suggested by an
hypothesis of Interpretation for the detected behaviors. All the information



Semantic Annotation of Complex Human Scenes for Multimedia Surveillance 701

Table 2. Classification of some possible semantic descriptions using the proposed tax-
onomy. The ontology of terms is formed by a set of conceptual predicates, which are
associated to agents (human or vehicular), objects, and events related to the detected
occurrences within the scene. Higher semantic levels also incorporate a higher level of
uncertainty for the inferences.

(Pose vectors contain only structural knowledge, 
no conceptual predicates are associated to them)

Interpretation of behavior
(Hermeneutical conjecture)

theft, escape, chase, help,
haste, doubt, greet
danger of runover, give way

Contextualized events
(with relation to other agents or
specific locations in the scenario) 

take object, follow,  
meet, wait, leave object, 
abandoned object, collide

Events 
(basic semantic descriptions)

stand, walk, run, 
back up, sit down, turn,
accelerate, brake, stop

sources are considered at this point, including some domain-dependent bases
of knowledge from the world. Interpretations include an important part of
uncertainty, thus giving an impression of subjectiveness, which is founded
on visual evidence and given models. This last level constitutes an actual
process of video hermeneutics over the scene.

Table 2 applies this taxonomy to classify some of the targeted occurrences
to be detected. In order to infer a complete interpretation of the scene, both
sensory and semantic gaps need to be bridged. The last level of ‘guided’ un-
certainty is included into the taxonomy towards this goal. It can be seen that
this proposal takes into account all the considered levels of extraction of visual
information –i.e. agent, body, face, and relation with other detected objects,
agents, and events–, and also suggests a proper way of managing the different
stages of knowledge. This categorization takes into account the relevance of the
retrieved information, some hierarchical degrees of perspective, and also the level
of subjectiveness required for a scene interpretation.

3 Extraction of Visual Information

There are many different tasks involved in the processes of acquisition of visual
information from the video recordings. In the first place, a process of segmen-
tation locates the significant information within the image data and considers
it as a part of the foreground region by means of a background model. Next,
tracking processes maintain the identification of the targets and recover from
possible segmentation errors, principally derived from occlusions and illumina-
tion conditions. In this paper we use the segmentation and tracking processes
presented in [3], which are far from the scope of this paper. As a result, informa-
tion about the geometrical position of the agent in ground-plane coordinates at
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Fig. 1. The Theft Scene

each time-step, and also his instantaneous velocity and orientation are achieved.
This knowledge is enclosed in the so-called Agent Status Vectors.

Experimental results have been focused to be specialized to a single type of
scenario in order to study the problems in-depth, rather attempting to come
up with a supposedly generally applicable solution. A particular scene has been
considered, which contains complex situations resulting from the interaction of
pedestrians and vehicles in an outdoor environment. It consists of a crosswalk
scene, in which some agents (pedestrians and cars) and objects appear and in-
teract. This scene includes several behaviors by the agents, e.g. displacements,
meetings, crossings, accelerations, object disposals, and more complex situations
such as an abandoned object, a danger of running over, and a theft. The record-
ing has been obtained using a distributed system of static cameras, and the
scenario has been modeled a priori, see Fig. 1.

An algorithm has been applied for automatic segmentation of the scenario.
The trajectories of the agents are sampled, interpolated, and finally a set of
segments are defined for the scenario. More details about this process can be
seen in [3]. Once the scenario has been automatically segmented in geometrical
terms, the resulting locations need to be categorized according to their semantic
properties. This way, different regions are enclosed into separate categories like
sideway segment, road segment, crosswalk, exit, or waiting zone, depending on
which behaviors can be expected for an agent at the considered location. This
step will enable further contextualization for the events of an agent. This process
of categorization is done in a supervised manner at present.

4 Abstraction and Conceptual Manipulation

The acquisition of visual information produces an extensive amount of geometric
data, considering that computer vision algorithms are applied continuously over
the recordings. Such a large collection of results turns out to be increasingly
difficult to handle. Thus, a process of abstraction is needed in order to extract
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and manage the relevant knowledge derived from the tracking processes. The
question arises how these spatiotemporal developments should be represented
in terms of significance, also allowing further semantic interpretations. Several
requirements have to be accomplished towards this end [7]:

1. Generally, the detected scene developments are only valid for a certain time
interval: the produced statements must be updated and time-delimited.

2. There is an intrinsic uncertainty derived from the estimation of quantities
in image sequences (i.e. the sensory gap), due to the stochastic properties of
the input signal, artifacts during the acquisition processes, undetected events
from the scene, or false detections.

3. An abstraction step is necessary to obtain a formal representation of the
visual information retrieved from the scene.

4. This representation has to allow different domains of human knowledge, e.g.
analysis of human or vehicular agents, posture recognition, or expression
analysis, for an eventual semantic interpretation.

Fuzzy Metric Temporal Horn Logic (FMTHL) has been conceived as a suitable
mechanism to solve each of the aforementioned demands [10]. It is a rule-based
inference engine in which conventional logic formalisms are extended by a tem-
poral and a fuzzy component. This last one enables to cope with uncertain or
partial information, by allowing variables to have degrees of truth or falsehood.
The temporal component permits to represent and reason about propositions
qualified in terms of time. These propositions are represented by means of con-
ceptual predicates, whose validity is evaluated at each time-step.

All sources of knowledge are translated into this logic predicate formalism for
the subsequent reasoning and inference stages. In the first place, agent status
vectors are converted into has status conceptual predicates:

t ! has status (Agent, X, Y, Theta, V) (1)

These predicates hold information for a global identification of the agent (Agent),
his spatial location in a ground-plane representation of the scenario (X,Y ),
and his instantaneous orientation (Theta) and velocity (V ). A has status pred-
icate is generated at each time-step for each detected agent. In addition, cer-
tain predicates are generated for identifying the category of the agent, e.g.
pedestrian(Agent) or vehicle(Agent). Similarly, the segmented regions from
the scenario are also converted into logic descriptors holding spatial character-
istics, and the semantic categories are also included:

point (14, 5, p42)

line (p42, p43, l42)

segment (l31, l42, lseg 31)

crosswalk segment (lseg 31) (2)

The abstraction process is thus applied over the information obtained both from
the scenario and from the agents, i.e. the categorized segments from the con-
sidered location and the agent status vectors generated. Quantitative values
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always( has_speed(Agent,Value) :-        
     has_status(Agent,X,Y,Theta,V) ,       
     associate_speed(V,Value)).

always( associate_speed(V,Value) :-            
     degreeOfValidity(V,-0.83,-0.27,0.28,0.83), Value = zero ;         
     degreeOfValidity(V,0.28,0.83,2.78,5.56), Value = small ;             
      (...)          
     degreeOfValidity(V,-16.67,-12.5,-5.56,-2.78), Value = normal ;        
     degreeOfValidity(V,12.5,13.89,100.0,100.0), Value = high ;        
     (...)          

PREDEFINED LOGIC MODELS

has_speed(Pedestrian1, zero).
has_speed(Pedestrian3, high) .

+

QUALITATIVE RESULT

QUANTITATIVE KNOWLEDGE
has_status(Pedestrian1, 0.320, 5.423, 0.344, 15.432). 
has_status(Pedestrian3, 6.655, 2.650, 1.971, 0.305) .

V=15.432
   100%  ’high’
     16%  ’normal’

V=0.305
85% ’zero’
15% ’small’

0.280 0.83 12.5 16.713.9

V

Degree of Validity 

zero normal highsmall

(a) (b)

Fig. 2. Conversion from quantitative to qualitative values. (a) The input status vectors
contain information for the agents. As a result, qualitative descriptions are represented
logically. (b) FMTHL includes fuzzy mechanisms accepting more than one single in-
terpretation, since it confers degrees of validity to values on uncertain ranges.

are converted into qualitative descriptions in form of conceptual predicates, by
adding fuzzy semantic parameters such as close, far, high, small, left, or right.
The addition of fuzzy degrees allows to deal with the uncertainty associated
to visual acquisition processes, also stating the goodness of the conceptualiza-
tion. Fig. 2 gives an example for the evaluation of a has speed predicate from an
asserted has status fact. The conversion from quantitative to qualitative knowl-
edge is accomplished by incorporating domain-related models to the reasoning
system. Hence, new inferences can be performed over an instantaneous collec-
tion of conceptual facts, enabling the derivation of logical conclusions from the
assumed evidence. Higher-level inferences progressively incorporate more con-
textual information, i.e. relations with other detected entities in the scenario.
This spatiotemporal universe of basic conceptual relations supplies the dynamic
interpretations which are necessary for detecting events within the scene, as
described in the taxonomy.

5 Behavioral Analysis

An independent stage is implemented for achieving effective modeling of be-
haviors. The concurrence of hundreds of conceptual predicates makes necessary
to think of a separate module for dealing with new semantic properties at a
higher level: some guidelines are necessary to establish relations of cause, effect,
precedence, grouping, interaction, and in general any reasoning performed with
time-constrained information at multiple levels of analysis, i.e. the contextual-
ization and interpretation levels as proposed in the taxonomy.
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Child_2B
Condition_1
Condition_2
Condition_3

Reaction_1

Condition_1

Reaction_1

Parent_1

Child_2A

Condition_1

Reaction_1

Child_1
Condition_1
Condition_2

NO_REACTION

(...)
Specialization edge

Prediction edge

Self-prediction

Situation graph

Situation scheme

Fig. 3. General example of a Situation Graph Tree. Situation graphs are represented
as rounded rectangles, situation schemes as normal ones. When the conditions of the
parent situation scheme are asserted, the situation specializes in one of the possible
situation graphs. Small rectangles to the left or to the right of the name of a situation
scheme mark that scheme as a start- or end-situation.

The tool which has been chosen to enable behavior modeling is the Situation
Graph Tree (SGT), see [1,6]. SGTs are hierarchical classification trees used to
describe the behavior of the agents in terms of situations they can be in. These
trees are based on deterministic models which explicitly represent and combine
the specialization, temporal, and semantic relationships of the conceptual facts
which have been asserted. A general example of a SGT is shown in Fig. 3.

The semantic knowledge related to any agent at a given point of time is con-
tained in a situation scheme, which constitutes the basic component of a SGT.
A situation scheme can be seen as a semantic function which evaluates an input
consisting of a set of conditions –the so-called state predicates–, and generates
logic outputs at a higher level –the action predicates– once all the conditions are
asserted. Here, the action predicate is a note method which generates a seman-
tic annotation in a language-oriented form, containing fields related to thematic
roles such as Agent, Patient, Object or Location. Situations schemes represent-
ing different temporal episodes of the same situation are enclosed by situation
graphs. The evolution over time is indicated by means of prediction edges, either
between different situations or within a persistent state (self-prediction). On the
other hand, SGTs also allow for conceptual or temporal particularizations of gen-
eral situations, using specialization edges. Tree structures appear as a result of
these specializations. A SGT has been designed for the Theft Scene: Fig. 4 shows
a piece of it, which illustrates how the behavioral analysis is performed in order
to identify situations such as an abandoned object or a theft. The whole SGT is
transformed into FMTHL for automatic exploitation of its behavior schemes.

By selecting the conditions to incorporate into the set of state predicates, we
both integrate asserted facts obtained from different sources and also establish



706 C. Fernández et al.

Fig. 4. Part of the SGT used for behavioral analysis of the Theft Scene. This situation
graph is evaluated when the system detects that an object has been left by the pedes-
trian who owns it. The set of conditions are FMTHL predicates, the reaction predicate
is a note command which generates a semantic tag.

certain attentional factors over the whole universe of occurrences. Thus, this
first step accomplishes the contextualization stage included in the taxonomy. On
the other hand, the generation of note action predicates can be understood as
the interpretation of a line of behaviors, for a concrete domain and towards a
concrete goal.

The results obtained from the behavioral level, i.e. the annotations generated
by the situational analysis of an agent, can yet be considered as outputs of a
process for content detection. From this point of view, a SGT would be the clas-
sified collection of all possible domain-related semantic tags to be assigned to a
video sequence. In addition, the temporal segmentation of video is also achieved:
since the semantic tags are temporally valid, a video sequence can be split in
the time-intervals which define these tags. As a result, each video segment is
associated to individual and cohesive conceptual information.

6 Experimental Results

Tests have been performed over recordings showing different behaviors. Fig.
5 gathers the collection of semantic annotations automatically generated for
the Theft Scene. Experimental results show semantic shots generated at certain
points of time, which allows to perform content-based time segmentation over
the whole video sequence, by identifying remarkable occurrences and relating
them to specific spaces of time1. The video sequence is thus split into significant
time intervals, tagged with conceptual annotations, so the relevant content of a
recording can be expressed as a collection of individual images and tags, such as
the ‘pick up’, ‘theft ’, and ‘chase’ interpreted behaviors.

1 The complete video sequence can be seen at http://www.cvc.uab.es/ise
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Since the system operates differently depending on the concrete needs of a cer-
tain user, the level of detail for the descriptions can be established, concerning
the amount of semantic shots generated. This adjustment is achieved by con-
fronting a more extensive number of spatiotemporal descriptions with a more
reduced number of logical inferences and interpretations (i.e. higher semantics
involving greater uncertainty). Thus, subsequent search and retrieval algorithms
can operate at different levels.

7 Conclusions and Future Work

The system presented in this paper (i) provides distilled video sequences from
the monitored area, (ii) partitions these sequences into definite time-intervals
depending on the associated content, and (iii) attaches semantic annotations in
a real-time environment. It has allowed to automatically infer high-level reason-
ings and interpretations from geometrical results extracted by vision processes,
and to generate semantic annotations abstracting these inferences. It identifies
the targeted behaviors, by analyzing interactions among the different agents and
objects involved in a scene. It also makes possible to ring alarms in the presence
of certain defined complex situations, e.g. abandoned objects in the scenario,
danger of imminent running over pedestrians or collision between vehicles, and
detection of possible thefts. Since the conceptual stages of the system are de-
terministic, the accuracy of the results at these levels depend on the contextual
and subjective models used to interpret occurrences. In those situations in which
human agreement over the interpretation of events is low, no inferences are made.

New domains (e.g. sports) will be included for evaluation. The system needs
to be extended regarding its multimedia capabilities. Further steps include pro-
cessing of audio streams to detect sound and speech, and the evolution towards
a multitracking system, which performs not only agent tracking, but also face
expression and body analysis; towards this end, a set of PTZ (Pan, Tilt, Zoom)
active cameras will be incorporated into the distributed camera system. All these
steps can be naturally included into the proposed taxonomy, since it focus the
interaction among different sources of knowledge. Only data conceptualizations
and model extensions need to be considered.

Some tasks need to be improved regarding a better and more general per-
formance: first, prior knowledge for the concrete scenario needs to be reduced
as much as possible, to facilitate the characterization of content without exces-
sive constraints. Refining the described stage for automatic modeling of common
paths may be useful for this matter. In addition, the contextualization of events
needs to be strengthened to facilitate knowledge acquisition by means of object
relationships within the scene. Considering more complex behavioral patterns
will include group and crowd detection. The impending addition of face and
posture trackers will contribute a big leap towards this end, too.
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Abstract. An hypermedia is a spatio-temporal hypertext, namely a collection of 
media connected by synchronization and linking relations. HyperJessSyn is a 
tool which uses logic programming and Semantic Web technologies for 
synthesizing hypermedia according to descriptions of discourse structure and of 
presentation layout. A rule-based system in Jess applies inference rules to 
interpret from an OWL graph semantic and navigation relations among media 
instances, and production rules to turn media contents descriptions in 
XML/MPEG-7 format in an XMT-A/MPEG-4 hypermedia script via XSL 
transformations. The system has been used to produce an hyper-guide for 
virtual visiting a museum. 

Keywords: Automatic Content Generation, Hypermedia, OWL, Jess, 
Ontologies, Rules. 

1   Introduction 

A huge unstructured collection of media and multimedia documents are now 
published on the Web and are then potentially available for reuse.  

Semantic Web technologies allow to associate metadata to such media and to 
describe univocally their contents as well as relations among them, so opening the 
door to semantic media retrieval. Ontologies, for example, allow defining concepts, 
roles and individuals to represent knowledge in a number of domains and formally 
express semantics. Structure ontologies  can be used to model knowledge about media 
contents and structure while representation ontologies to model multimedia 
organization. Creating well-designed multimedia presentations requires to understand 
the global discourse, the interaction structure and also the details of multimedia 
graphic design [1]. Semantic relations among media that compose the presentation are 
needed in the content generation process, relationships among domain concepts can 
influence layout and links in the presentation as well as knowledge about user can 
produce tailored presentation. Last, but not least, a platform description permits 
optimal use of the device. 

Rule based expert systems have been used from decades for building knowledge 
bases (KB) connecting knowledge objects, assertions on them and rules which infer 
new knowledge objects from existing ones and perform consequent actions.  
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Integration of expert systems with ontologies offer an enabling technology for 
intelligent semantic media retrieval and for smart reuse of retrieved contents in 
structured presentations like hypermedia.  

An hypermedia is a spatio-temporal hypertext, namely a collection of media 
connected by synchronization and linking relations. Links express the discourse 
structure embodied in the hypermedia and allow coherent exploration of the media 
collection in a browser, while synchronizations maintain the semantic coherence of 
presentation during collection playback or navigation. 

In the area of cultural heritage fruition, the usage of hypermedia has been proposed 
for smart navigation of museum collections using intelligent content-based search and 
browsing services. Hyvonen et als. [2] use ontological information and logical rules   
while Schreiber et als. [3] rely on  semantic queries on annotated data, Prolog - 
algorithms and thesauri expressed in RDF/OWL. 

A number of studies propose integration of logic programming and annotation 
technologies for automatic generation of multimedia. For instance, [4] proposes a high-
level architecture (named Cuypers) for automatic generation of multimedia 
presentations. Cuypers makes use of inference rules, expressed in Prolog, to apply 
constraints to media retrieval and to dynamically rearrange the presentation layout. 
Similarly Little et als. [5] makes use of inference rules to define semantic relations 
among media objects annotated in DublinCore/RDF [6] for automatic adaptation of the 
presentation layout. In [7] Geurts et als. use ontological domain knowledge to select and 
organize the contents. The authors distinguish between three kinds of ontologies, the 
domain ontology which contains semantic metadata about the media, the discourse 
ontology which convey information about different document genres and the design 
ontology which contains knowledge about multimedia design. Using transformation 
rules, whose application is guided by the discourse and design ontologies, these systems 
generate real multimedia presentations from semantic graphs of document structure. 
Another approach for multimedia generation is taken in the Artequakt project [8] in 
which the systems automatically extracts knowledge about artist from the Web, and 
after populating a knowledge base, processes the data to obtain a tailored biography 
presentation in HTML. Presentation generation relies on composing pre-structured 
narrative templates with variable parts the system can fill in.  

In this paper, we present a methodology and a Jess rule-based system, for 
automatic synthesis of hypermedia according to predefined layout templates described 
in OWL [9]. In section 2 we briefly introduce our methodology and the scenario of 
authoring a museum hyper-guide. Section 3 introduces an OWL design ontology 
defined for describing media contents and hypermedia structures. Finally in section 4 
we discuss the operation of inference and production rules used by the rule-based 
system for actual hypermedia synthesis.  

2   Authoring a Museum Hyper-guide 

An expert hypermedia authoring platform is presently being developed at ICAR to 
assist the entire process of authoring, through a combination of logic programming 
and semantic web technologies.  

Discussion of methodologies for coherent selection and composition of media 
items, according to templates of rhetoric structures, is outside the scope of the present 
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work. Here we assume that, in the front-end of the authoring platform a description of 
media composition structure has been defined and we focus on the application of 
synchronization and layout constraints during the synthesis of the final hypermedia in 
the back-end of the authoring platform, namely the HyperJessSyn service. 

For clarity of presentation we introduce here some terms used in the following 
sections while describing informally the scenario of building a hyper-guide for the 
virtual visit of an exhibition (e.g.  a museum). 

Let’s suppose we have available a collection of images and videos containing 
views and shots (media items) representing works of art and places in a museum and 
that we want to arrange them in a museum hyper-guide. The guide could actively 
present works of art and collections in a temporal or topographical fashion (guided 
tour metaphor), or it could be navigated according to an exploration path chosen by 
the user (virtual visit metaphor). In the first case a story should semantically connect 
contents represented by media in a coherent sequence. In the second case taxonomy 
of navigable places (or topics) should constitute the structure of the discourse implicit 
in the net of hyperlinks, made available for navigating the media collection. 

Narratologists divide narration into the story which is the basic description of the 
fundamentals events, and into the discourse which represents the techniques used to 
vary the presentation [8]. Media items constitute the pieces of information, which, 
like paragraphs in text, can be composed to create the discourse of the story. Media 
items can assume different roles in the discourse Some media items should be used as 
indexes to introduce others, others selected to describe main discourse subjects, others 
to describe details or related materials. To activate media playback, links can be 
attached to spatial anchors as text areas or map regions as it happens in standard 
hypertexts or they can be attached to dynamic areas in videos corresponding to 
moving objects. 

The layout of the rendered scene must to be addressed assigning windows to titles, 
maps, video-playback, captions, and controls, activated or hided according to a 
defined presentation policy. 

Fig. 1 shows, as an example, snapshots from the navigation of a sample museum 
hyper-guide built according to a virtual visit metaphor: An image is used as an index 
and it hosts links to audio-video segments which present a dolly shot of a museum 
section (subject). The contour of an artefact is highlighted during subject playback to 
show a dynamic anchor to a new shots or image representing subject details. Related 
materials are reachable through static links in a separated, synchronized window. 

The shot describing the subject, the video object showing the dynamic anchor  and 
the shot presenting the detail, constitute a narrative unit, subject to synchronization 
constrains aimed to maintain semantic coherence of presentation. For instance 
playback of a detail suspends playback of its subject and selection of a new subject 
from the map halts the presentation of the whole narrative unit. 

3   A Hypermedia Representation Ontology 

The authoring platform describes concepts and roles concerning media composition in 
an custom Hypermedia Representation Ontology (HRO).The ontology make use 
 



 Synthesis of Hypermedia Using OWL and Jess 713 

 

Fig. 1. Snapshots from navigation of the museum hyper-guide. Playback of a dolly shot of the 
museum major court is activated from a map of the museum ground floor used as an index (1) 
A possible focus of interest (subject) is suggested by highlighting the contour of a work of art 
hosting a dynamic anchor to a video segment describing it in detail (2). 

of OWL DL semantics subset and defines classes of media segments at two levels 
of abstraction, one class of media relations and one class of media composition 
graphs. 

The two media representation levels allow distinguishing structural and semantic 
features of media (like media types and formats and media content annotations) from 
composition features, relations and roles in their composition presentation, linking, 
and synchronization. 

The Media Item Layer defines classes for media decomposition into reusable 
media items which corresponds media segments described by MPEG-7 Media 
Description Tools [10]. An index of relevant segments in a MPEG-7 metadata base is 
obtained by referencing in each MediaItem the URL and XPath  of the MPEG-7 
media segment descriptions. 

The Hyper Semantic Object Layer defines classes of connectable 
CompositionObjects (like Map,Image and video regions hosting hyperlinks 
and UserInterface controls) as well as roles played in the composition 
(index,subject,detail,relatedMaterial). 

The class HypermediaRelations defines the synchronization and linking 
relations among individuals of the Hyper Semantic Object Layer. 
CompositionObjects and individuals of HypermediaRelations 

constitute nodes and arcs of the CompositionGraph. Fig. 2 shows classes and 
roles related to media of type image 
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Fig. 2. Classes and roles related to media of type image. The mmstruct namespace marks 
concepts of the Media Item Layer . Relations in the CompositionGraph are omitted  to simplify 
drawing. 

3.1   The Hypermedia Composition Graph 

The hypermedia composition graph (CompositionGraph) describes in OWL 
linking and synchronization relations among composition objects 
(CompositionObjects) to be rendered according to the navigation metaphor.  

Each axiom defined in the OWL model as a restriction for a particular kind of 
composition unit (e.g. a narrative unit, an index unit) and any restriction on 
synchronizations required by a navigation metaphor, implies constraints on type and 
on cardinality of relations among CompositionObjects.  

These constraints require that any linking property constituting a connection arc in 
the CompositionGraph must be labelled with facets expressing the effect of 
constrains (like pause or play playstate of source after activation of a destination 
object). Link and synchronization relations turn then from binary to multiple relations 
among two composition objects and their constrain values. 

To express polyadic predicates in OWL we make use of the n-ary relations pattern 
(also known as reified relations pattern) [11]. 

According to this pattern, we define HypermediaRelations as classes of 
relations with two topological properties (:FROM and :TO), which have 
CompositionObjects as their domain and range. 

 



 Synthesis of Hypermedia Using OWL and Jess 715 

UserInterface_menu

AVSegment_IntroScene_1

AVSegment_2

AVSegment_3

AVSegment_4

AVSegment_5

AVSegment_6

AVFocus_1

AVFocus_2

AVFocus_3

activates_40

activates_2

activates_1

anchor_2

anchor_1
getfocus_2 
playstate:pause

getfocus_1 
playstate:pause

getfocus_3 
playstate:pause

getfocus_4 
playstate:pause

getfocus_5 
playstate:play

create_focus_1

create_focus_2

create_focus_3

exclusive_1

exclusive_3

exclusive_4

MapFocus instances

Map instances

AVFocus instances

AVSegment instances

UserInterface instances

Composition unit (index unit)

Composition unit (narrative unit)

anchor_3

anchor_4

anchor_5

Interactive_Map

MapFocus_2

MapFocus_1

UserInterface_menu

AVSegment_IntroScene_1

AVSegment_2

AVSegment_3

AVSegment_4

AVSegment_5

AVSegment_6

AVFocus_1

AVFocus_2

AVFocus_3

activates_40

activates_2

activates_1

anchor_2

anchor_1
getfocus_2 
playstate:pause

getfocus_1 
playstate:pause

getfocus_3 
playstate:pause

getfocus_4 
playstate:pause

getfocus_5 
playstate:play

create_focus_1

create_focus_2

create_focus_3

exclusive_1

exclusive_3

exclusive_4

MapFocus instances

Map instances

AVFocus instances

AVSegment instances

UserInterface instances

Composition unit (index unit)

Composition unit (narrative unit)

anchor_3

anchor_4

anchor_5

Interactive_Map

MapFocus_2

MapFocus_1

 

Fig. 3. A simplified CompositionGraph with two composition units outlined 

Each relation is defined as a subclass with proper restrictions.  
For instance we can fix the concept of a spatial hyperlink (a link originating from a 

static area in an image) or a spatio-temporal hyperlink (a link originating from a 
dynamic area in a video) by restricting the domain and range of the ANCHOR 
relation. 

In the case of a spatial hyperlink, an image used as a map 
(CompositionObjects of type Map) ) can contain as anchors just spatial active 
areas (CompositionObjects of type MapFocus) while in the case of a spatio-
temporal link, a video-clip (CompositionObjects of type AVSegment) can 
contain just dynamic active areas as anchors (video objects represented as 
CompositionObjects of type AVFocus)  

These restrictions are expressed in the HRO by following OWL axioms: 
ANCHOR ⊆ ∀ :FROM (AVSegment ∪ Map) .            (1)  
ANCHOR ⊆ ∀ :TO (AVFocus ∪ MapFocus) .       (2)  

4   Operation of HyperJessSyn 

The hypermedia CompositionGraph is built in the front-end service of the 
authoring platform and expresses semantic and navigation relations among media 
instances.  HyperJessSyn applies a set of rules expressed in Jess to interpret the graph 
and to synthesize a hypermedia in the ISO standard XMT-A/MPEG-4 format [12] 
according to a custom presentation template.  



716 A. Machì and A.L. Bue 

 
Fig. 4. Operation of HyperJessSyn: The authoring front-end service generates a hypermedia 
CompositionGraph. The Jess engine applies navigation metaphor constraints to 
composition units recognized in the graph and calls methods of the XSLT-Jess Integration 
engine to create a Hypermedia Presentation Script. Finally the Hypermedia Presentation 
Compiler produces the Hypermedia Presentation document. 

The service implementation uses Protégé [13] as its knowledge ontology editor and 
knowledge acquisition system, Jess [14] as the inference engine and Saxon [15] as a 
XSLT processor for transforming OWL descriptions into XMT-A/MPEG-4 scripts. 

4.1   Reasoning on the CompositionGraph  

The rule-based system of HyperJessSyn applies three classes of rules on KB facts:  

• Mapping rules  between HRO and Jess KB facts. 
• Inference rules on Jess KB which detects composition units (sub graphs) in the 

composition graph and assert the synchronization relations among 
CompositionObjects, required by the navigation metaphor. 

• Production rules which activate external procedures like queries or 
transformations.  

Once the composition units have been recognized, it is possible to apply to each 
media item the constraints required for the whole unit (e.g. overall unit duration) and 
to fill in variables in the appropriate composite template used to synthesize the 
presentation. 

The input graph is parsed by the mapping rules and facts are declared in the KB 
which asserts the existence and typology of relations among composition objects. 

For instance, the following code expresses in Jess a query on the OWL graph  
testing for CompositionObjects individuals belonging to list ?*ins2* which 
are connected through an ANCHOR relation. In case of positive result, fact 
Hyperlink I is declared, and fact properties are set accordingly. 
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 (foreach ?e ?*ins2*  
  (do-for-all-instances ((?d ANCHOR))  
    (eq (instance-name(slot-get ?d :FROM))  
        (instance-name ?e) 
     )    
    (bind ?*ins3*  
      (insert$ ?*ins3* 1  
        (instance-name (slot-get ?d :TO)) 
     )) 
    (assert  
     (Hyperlink I source  
        (instance-name (slot-get ?d :FROM))   
         with-anchor   
        (instance-name (slot-get ?d :TO))  
      ))) 
) 

Once the KB has been populated with facts obtained during graph scan, inference 
rules may be applied to KB facts to detect the presence of presentation substructures.  

As an example of such a kind of rules let’s consider the rule set devoted to detect 
hypermedia narrative units, namely hyperlinks between video segments through 
spatio-temporal anchors.  

A narrative unit sub graph contains a composition object of type AVSegment 
and one or more composition objects  of type AVSegment, linked by relations 
through an AVFocus individual, as shown in fig. 3. 

The following code expresses in SWRL [16] such an inference rule as a 
conjunction of atoms:  

Hyperlink II(?a)^source(?a,?x)^   

swrlb:equal(?x,AVSegment)^with-anchor(?a,?y)^ 

Hyperlink II(?b)^destination(?b,?z) ^ 

with-anchor(?b,?y)  

->  

NarrativeUnit(?x)^Anchor(?x,?y)^Destination(?x,?z) 

Inference rules grow rich the KB with consequent facts to reasoning on the 
ontology. These latter facts are used as “call parameters” of production rules. 

Production rules call XSLT transformations which extract physical media 
attributes from the base of MPEG-7 metadata. Other XSL Transformations, using a 
predefined template generate in turn a Hypermedia Presentation Script in the chosen 
presentation language (presently XMT-A/MPEG-4) [17]. This latter script constitutes 
the hypermedia document corresponding to the input composition graph expressed in 
the HRO.  

The following code, in Jess rule language, gives a simple example of such a 
production rule. For each narrative unit the rule calls the function createNU that 
activates through the API of the Saxon processor an XSL Transformation: 
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(defrule Rule1  

  (NarrativeUnit ?x Anchor ?y Destination ?z )      
    =>  (createNU ?y ?z) 

)   

5   Conclusions and Future Work 

The paper has sketched the functionalities and some implementation choices of 
HyperJessSyn, a rule-based system for  synthesizing hypermedia presentations.  

We have shown how media items properties, hypermedia objects and their 
composition structure are described in an OWL hypermedia ontology. We have also 
shown how inference and production rules for integration of the hypermedia 
documents are described as Jess rules. Inference rules may also be expressed in 
SWRL to allow interoperability with other Semantic Web tools. 

The integration of OWL with Jess allows separating the definition of hypermedia 
composition models from the definition of policies for hypermedia adaptability 
providing flexibility and scalability to the integration service. 

Present service prototype implementation allows synthesizing hypermedia 
according to just one passive navigation metaphor, namely the virtual visit of a 
taxonomy of topics, but the chosen architecture is scalable to other metaphors 
augmenting the KB with appropriate sets of rules. Formalization of discourse models 
and sets of rules for active presentation metaphors is matter of current research. 

The current target format for hypermedia encoding is XMT-A/MPEG-4. Adoption 
of the W3C SMIL [18] synchronization language is another topic of current activity. 
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Abstract. In this paper, we describe NaviTexte, a software devoted
to text navigation. First, we explain our conception of text navigation,
which exploits linguistic information in texts to offer dynamic reading
paths to a reader. Second, we describe a text representation specially de-
fined to support our approach. Then we present a language for modeling
navigation knowledge and its implementation framework. At last, two
experimentations are presented: one aiming at teaching French at Dan-
ish students and the other one proposes text navigation as an alternative
at the process of summarization based on sentences extraction.

Keywords: text navigation, text representation. navigation knowledge
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1 Introduction

Text navigation has several interpretations. Usually, this term is taken as a
synonym of hypertext, i.e. the possibility to trigger a hyperlink, which moves
the reading point from a text unit (source) to another one (target), this change
being intra or inter-textual. From our point of view, this conception presents
some limitations. First, the triggering of the hyperlink is not assisted. In other
words, imprecise, poor or no information is provided to the reader before he
triggers the link. Second, the reader doesn’t know where the displacement will
be carried out in the text (before or after the reading point or outside the text).
Finally, hyperlinks are embedded in the hypertext. Consequently there is no
distinction between text and navigation knowledge.

Different solutions have been proposed to address such problems. Adaptive
hypertext [1] [2], relying on user model, proposes to modify the way the text is
shown on the screen. Dynamic hypertext [3] computes the value of hyperlinks
using several criteria such as text similarity or predefined relations. In this ap-
proach, a hyperlink is not defined as a pointer from a node (text unit) to another
one but as a query returning a node (text unit) of the text.

Our conception of text navigation relies on this notion of computed query, but
rather than taking into account criteria depending on the reader, the target is com-
puted by exploiting linguistic information in texts. The remainder of this paper
is organized as follows. In the next section, we discuss text navigation. The third
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section describes text representation and the fourth one a navigation knowledge
modeling language named Sextant. The fifth section details the implementation
framework of the text navigation. The final section describes several applications.

2 An Hybrid Approach of Text Navigation

Our conception of text navigation assumes as a hypothesis that navigating
through texts is the expression of a cognitive process which relies on specific
knowledge [4] [5] [6] [7]. To be more precise: a reader applies some knowledge
to exploit text discursive markers. Furthermore, this knowledge may be defined
in a declarative way (see section 4). The main difference between hypertext and
our conception of navigation lies on the status of text and definition of knowl-
edge navigation. In the case of hypertext, the visualization of text is unique
and knowledge navigation is encoded (embedded) in the text. In our approach,
there are several ways to visualize a text [6], each way called vue du texte (text
view), and for each view, different navigation knowledge may be applied. As a
consequence, the navigation is not guided by the author, compared to hyper-
text navigation where s/he has to determine links, but this is the result of an
interpretation process relying on textual annotations.

Consequently, our conception of navigation [6] relies on four elements: i) a
representation of text (see section 3); ii) a language, called Sextant, to design
navigation knowledge (see section 4); iii) an agent (an individual, a software, etc.)
for encoding such knowledge [7]; iv) a software, called NaviTexte, to interpret
and apply knowledge to a specific text (see section 5).

3 Text Representation

The conceptual modeling is inspired by [8]: “A system for capturing documents
structure should be flexible enough to accommodate the variations in structure
that occur naturally” and improved by proposals from [9] [10]. As a consequence,
our text model is based on typed units, which can be embedded. The description
of a text is made up of two parts: the Head and the Body. In the Body, typed units
(TU) aremarked up using XML format and it is possible to embed them (cf. Fig.1).

Each unit has three attributes: “Type”, “Nro” and, optionally, “Rang”, the
mix of them providing the TU key. Each TU may have an unlimited number
of annotations tagged by the “Annotation” tag. Only innermost units in the
hierarchy have an embedded tag, named “Chaine”, which tags the string of
character. Nevertheless, this kind of tagging has some well-known limitations:
for example, the impossibility to tag overlapping or discontinuous units. Even
though X-Link or Xpointer offer to solve such problems, their utilization by non
expert users is far too complex. Consequently, in our approach it is possible to
define new elements in the Head, composed with existing TU described in the
Body part. To refer to an existing TU, the principle is to use a reference of the
TU as it is defined in the Body. Four types of new elements can be created: Set,
Sequence, Reference and Graph.
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<TU Type=“Proposition” Nro=“1”>
<TU Type=“SN” Nro=“4”>

<Annotation Name=“Type Referent”>RD</Annotation>
<Annotation Name=“Index Referent”>1</Annotation>
<Chaine>le chef de l’Etat</Chaine>

</TU>
<TU Type=“SV” Nro=“1”>

<Annotation Name =“Modality”>Valorisé¡/Annotation>
<Annotation Name =“Polarity”>Négative¡/Annotation>
<Chaine>n’a pas su trouver un geste de rconfort ni un mot de

compassion pour</Chaine>
</TU>

</TU>
...

Fig. 1. Example of text annotations in the Body part of text

A Set is a collection of TU for which there exists an equivalence relation from
the point of view of the annotator. For example, TU with different part of speech
attributes can express a same topic (like verb and noun phrase), so a Set is the
perfect structure to express that.

A Sequence is an ordered collection of TU for which a relation of syntactic or
semantic cohesion exists. For example, in the Body it is not possible to tag as
a unique structure, discontinuous enumeration, like “First, . . . Second, . . . ”. A
Sequence allows to correctly tag such discontinuity (cf. Fig.2).

<Sequence Type=“Enumeration” Nro=“1”>
<TUP Type=“Linear Integration Marker” Nro=“15” >
<TUP Type=“Linear Integration Marker” Nro=“25” >
<TUP Type=“Linear Integration Marker” Nro=“35” >

</Sequence>

Fig. 2. Example of text annotations in the Head part of text

A Reference defines an oriented relation between two TU and one navigation
operation is associated with this object. This operation goes from the referred
to the referent. The representation of the link between a pronominal anaphora
and its referent is a typical example of the utilization of a Reference.

At last, a Graph is used to build multiple relations between TU. This structure
corresponds exactly to the mathematical notion of graph where nodes, which
represent TU, are connected by oriented arcs, which represent relation between
these TU. From our point of view, this complex structure could be very useful to
represent complex discourse structures like coherence tracks or a thematic index
like those put at the end of books.
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4 Sextant Language

Conceptually, as in a hypertext approach, navigation is an operation, which
links a text unit (TU) called Source, to another one, called Target. But, in our
approach, it is possible to specify several conditions for the Source and for the
Target, an Orientation and an Order (cf. Fig.3).

The Orientation parameter specifies the direction of the target search by using
one of these pre-definite instructions: First, Last, Forward(i), Backward(i). First
and Last indicate that the search of the target is absolute: the TU displayed
will be the first (respectively the last) TU, in the specified span, that matched
the conditions. Forward(i) and Backward(i) indicate that the search is carried
out relatively to the source (before or after) and indexed by the integer i. For
example, Forward(3) is interpreted as the search of the third TU located after
the source, whose attributes match the conditions.

IF (Condition TUSource)
THEN : DO SELECT CRITERIA (Orientation, Order)

WHERE {( condition TUTarget )
AND

(Relation (TUSource, TUTarget)
} ;
: DO DISPLAY (Operation label) ;

Fig. 3. Generic navigation operation

The Order parameter specifies an object Sequence and allows to search the
target in a specific order of TU.

Before processing a navigation operation, conditions on properties of the
source are checked. A basic condition expresses constraints on values of the
annotations of TU (see section 3).

The conditions language is an important component of Sextant. For instance,
we create a condition to indicate if a TU belongs to a view, to indicate on which
TU a “Mise en relief” (enhancing) operation applies, or to specify the source
and the target of a navigation operation.

The conditions language is composed by basic conditions, TU elements exis-
tence conditions and hierarchical conditions.

Basic conditions concern TU attributes and annotations. For this kind of
conditions we use a notation close to the pattern notion. We define an operator
named TU, having five operands that correspond to the following properties:
Type, Nro, Rang, Annotations and String. With the three first operands and
the fifth one, we denote constraints of equality, inequality, order, prefix, suffix
and substring occurrence. The fourth operand is used to indicate the existence
or not existence of annotations, whether it is an annotation name, a value or a
name-value pair.
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For the TU elements existence conditions, we define an operator without
operands (cf. Fig.4).

For the conditions that deals with the hierarchical relationship between dif-
ferent TU, a set of unary operators have been defined. These operators, showed
in Fig.5, take as an argument a basic condition. We would like to draw attention
to the fact that these operators allow to move through the entire hierarchy of
TU from a starting TU [6] [7].

All conditions may be combined using the classic logic operators OR, AND
and NOT.

existeAnnotations: checks if the TU set of annotations is empty
existeChaneLexicale: checks if the TU string is defined
existeTitre: checks if the TU has a title
existeParent : checks if the TU has a parent
existeFils: checks if the TU has children

Fig. 4. TU elements existence conditions

estParent : checks if a TU is the parent of another TU
estFils: checks if a TU is the parent of another TU
estFrère: checks if a TU is the sibling of another TU
estAscendant : checks if a TU is the ascendant of another TU
estDescendant : checks if a TU is one of the descendants of another TU
contientDansTitre: checks if a TU contains in its title a certain TU
estDansTitreDe: checks if a TU belongs to the title of another TU

Fig. 5. Hierarchical conditions

Figure 6 presents an example of a language expression that formulates the
following condition: “TU of type SN and having an annotation named Référent
discursif, for which it exists, among its descendants, a TU of type Paragraphe not
having an annotation named Étiquette Sémantique whose value is Conclusion”.
This may be interpreted as: A nominal group being a discourse referent that
doesn’t occur in a concluding paragraph.

TU(Type = SN,*,*,{(Referent discursif,*)},*)
AND

estDescendant(TU(Type = Paragraphe,*,*,{� ∃(Etiquette Conclusion)},*))

Fig. 6. Example of condition: nominal group being a discourse referent that doesn’t
occur in a concluding paragraph

Lately, this first version has been upgraded with the possibility to express
conditions on the relationship between the source and the target. A new tag
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< Relation− Source − Target > allows expressing only relations between the
values of attributes. So far, operators equality(=), difference (!=), contains (∼)
have been defined. With these extensions, all the operations on strings, described
above, are replaced by one operation

5 NaviTexte

NaviTexte consists of several sub-systems [6] [7]. The first one builds a text
representation {Ta} from a text annotated by dedicated software [11] [12]. A
second sub-system loads and compiles one or several cartridges, which describe
the visualization and navigation knowledge (see section 4) as well as the form of
the display (linear, structured, graphical, etc.).

Fig. 7. General software organization

The result of this compilation is a graph of potential tracks. This graph is
projected on the text {Ta}. A third sub-system displays the text on the screen
by applying the semiotic forms chosen by the reader. It must be pointed out that
the reader has the possibility to load another cartridge of reading knowledge at
any time and that its compilation is dynamically computed.

6 Applications

6.1 NaviLire, Application in Text Linguistics

For the past thirty years, text linguistic researchers have worked on describing lin-
guistic markers of textual coherence in order to bring out principles of text struc-
turing [13]. A set of concepts and models of textual interpretation has been worked
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out, including for example, anaphora, connectors, mental spaces, etc. In particu-
lar, these studies have shown that even for languages apparently close like French
and Danish, texts are not organized in the same way [14]. Consequently, text lin-
guistics has important implications in foreign language teaching, especially from
a contrastive point of view, when language pairs are analyzed through texts used
in authentic communication situations. It seems that the teaching of text linguis-
tics contributes to sharpen the attention of students towards the building of well-
formed texts and to stimulate their own production of texts. Consequently, a tool
that allows the student (reader) to perceive textual units that contribute to and
maintain text coherence and to navigate between them in a text, can be supposed
to be an outstanding didactic tool for teaching reading of foreign language texts, as
well as producing written texts in the foreign language. In the reading process, the
reader has to deal with two basic types of cognitive problems. First, the reader has
to identify discourse referents in a text and choose the correct relations between
the noun phrases that refer to them. Second, he has to identify the function and
orientation intended by the sender.

Table 1. Comparison of navilistes and papiristes [15]

Number of questions Percentage
Navilistes better than papiristes 14 40

Navilistes the same as papiristes 16 45,7

Navilistes worse than papiristes 5 14,3

Total 35 100

So far, NaviLire has been put into practice on a small scale only, viz. in
the teaching of French texts and text linguistics to Danish language students
in the 4th year of Language and Communication studies at the Copenhagen
Business School. A pilot experiment was carried out in order to evaluate the
effects of using the program1. The first results are based on forty answers, of
which 35 concern questions about the content of the text. These results show that
the navilistes (people using NaviLire) have a better comprehension performance
than the papiristes (people using paper and pencil) for 14 questions, an identical
performance for 16 other questions, and a poorer performance for 5 questions
(cf. Table 1).

6.2 Navigation as an Alternative to Automatic Summarization

Many automatic summarization systems have been proposed [5] [16]. All these
systems, based on the principle of phrase, proposition or group extraction, have
been confronted to two problems intrinsic to the extraction procedure.

The first problem is the rupture of text cohesion, like in cases of anaphora
where the corresponding discourse referent is missing.
1 See [15] for more details.
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The second is the adaptation of the summary to a reader specific needs. Actu-
ally, there are no completely satisfying solutions to these problems. An alterna-
tive approach is to consider the summarizing process as a course belonging to the
reader, more precisely a reading course [4] [17]. Thereby, instead of extracting
text fragments, we propose specific reading courses. The reading courses speci-
fications are based on proposition of [18] and on practice observations made in
the frame of the automatic summarization system SERAPHIN evaluation [19]
and the FilText framework [20].

Fig. 8. Reading course example

These works showed that professional summarizers are interested by discourse
categories that they retrieve by exploiting text organization and lexical markers.
They also showed that these professionals navigate through texts using heuristics
acquired by experience. For example, they begin by reading the conclusion, then
they continue by looking, in the introduction, for nominal groups that occurred
in the conclusion.

In consequence, a specific reading course specifies, on the one hand, the kind
of discursive category searched by a reader (e.g. a conclusion, a definition, an
argumentation, a hypothesis, etc.) and on the other hand, the course in which
the segments that linguistically enunciate these categories (typically phrases)
must be presented to the reader.

To carry out these reading courses, it is necessary to locate the discursive cat-
egories involved and mark them in the text. For this purpose, we used ContextO
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[20]. A reading course example is presented in Fig.8. The reading point is posi-
tioned over the first TU, a phrase in this case, annotated “Annonce Thématique”.
When the user clicks over the TU, NaviTexte recommends him four naviga-
tion operations. The first one suggests bringing him to the following “Annonce
Thématique”. The others ones suggest going to the first “Conclusion”, the first
“Récapitulation” and the first “Argumentation”.

Consequently, along his reading continuum, the reader is assisted by the dis-
play of a specific set of signs, and there is no rupture of cohesion because he is
able to see all the text. [21].

7 Conclusion

In this paper, we have presented our approach to text navigation. We have
defined it and explained the main differences with the traditional hypertext
navigation approach. The four elements needed to implement our approach are
described: the text representation, the navigation knowledge modeling language
Sextant, the knowledge encoding agents (via applications) and the software that
implements text navigation, the NaviTexte system. Two distinct applications
of NaviTexte have been presented, showing the versatility of our approach. The
quantitative results of our experimentation with Danish students learning French
confirm the improvement obtained by using text navigation.
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tiques, PhD Université Paris-Sorbonne, Paris (2003)

10. Text Encoding Initiative, http://www.tei-c.org

http://www.tei-c.org


NaviTexte, a Text Navigation Tool 729

11. Cunningham, H., Maynard, D., Bontcheva, K., et al.: GATE: A Framework and
Graphical Development Environment for Robust NLP Tools and Applications. In:
ACL’02, pp. 168–175. ACM Press, Philadelphie, Pennsylvanie (2002)

12. Bilhaut, F., Ho-Dac, M., Borillo, A., Charnois, T., Enjalbert, P., Le Draoulec, A.,
Mathet, Y., Miguet, H., Pery-Woodley, M.P., Sarda, L.: Indexation discursive pour
la navigation. intradocumentaire: cadres temporels et spatiaux dans l’information
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Abstract. Multimedia content annotation is a key issue in the cur-
rent convergence of audiovisual entertainment and information media.
In this context, automatic genre classification (AGC) provides a simple
and effective solution to describe video contents in a structured and well
understandable way. In this paper a method for classifying the genre of
TV broadcasted programmes is presented. In our approach, we consider
four groups of features, which include both low-level visual descriptors
and higher level semantic information. For each type of these features
we derive a characteristic vector and use it as input data of a multilayer
perceptron (MLP). Then, we use a linear combination of the outputs
of the four MLPs to perform genre classification of TV programmes.
The experimental results on more than 100 hours of broadcasted mate-
rial showed the effectiveness of our approach, achieving a classification
accuracy of ∼ 92%.

1 Introduction

Improvements in video compression, in conjunction with the availability of high
capacity storage devices have made possible the production and distribution to
users of digital multimedia content in a massive way. As large-scale multime-
dia collections come into view, efficient and cost-effective solutions for managing
these vast amounts of data are needed. Current information and communica-
tion technologies provide the infrastructure to transport bits anywhere, but on
the other hand, our current ability on user-oriented multimedia classification is
not still mature enough, due to the lack of good automated semantic extrac-
tion and interpretation algorithms. The problem concerning the reduction of the
”semantic gap” (i.e. combining and mapping low-level descriptors automatically
extracted by machines to high-level concepts understandable by humans) is the
main challenge of the Video Information Retrieval (VIR) research community. A
critical review of the applicability of VIR technologies in real industrial scenarios
in presented in [14].

In the television programme area, the classification of video content into dif-
ferent genres (e.g. documentary, sports, commercials, etc.) is an important topic
� PhD student, supported by EuriX S.r.l., Torino, Italy. – www.eurixgroup.com
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of VIR. Even if the definition of genre may depend on social, historical, cultural
and subjective aspects, thus resulting in fuzzy boundaries between different gen-
res, many common features characterise objects belonging to the same genre.
Therefore, automatic genre classification provides a good way to capture seman-
tic information about multimedia objects. For instance, in video production,
genre is usually intended as a description of what type of content TV viewers
expect to watch.

In this work, a solution for automatic genre classification is presented. In
particular, we describe a framework that is able to discern between TV com-
mercials, newscasts, weather forecasts, talk shows, music video clips, animated
cartoons and football match videos. These genres are fairly representative of the
programme formats that are currently produced and distributed either through
the traditional distribution channels, such as broadcast, cable and satellite, or
through new platforms like the Internet or mobile phones. The present approach
is based on two foundations: (i) Multimodal content analysis to derive a com-
pact numerical representation (here in after called pattern vector – PV) of the
multimedia content; and (ii) Neural Network training process to produce a classi-
fication model from those pattern vectors. Neural networks are successfully used
in pattern recognition and machine learning [21]. Our system uses four multilayer
perceptrons to model both low-level and higher level properties of multimedia
contents. The outputs of these MLPs are combined together to perform genre
classification.

The remaining of the paper is organised as follows. The sets of extracted
features are detailed in Section 2. The process of genre classification based on
neural networks is described in Section 3. Experimental results are given in
Section 4. Finally, conclusions and future work are outlined in Section 5.

2 Proposed Feature Sets

Multimodal information retrieval techniques combine audio, video and textual
information to produce effective representations of multimedia contents [22].
Our system is multimodal in that it uses a pattern vector to represent the set
of features extracted from all available media channels included in a multime-
dia object. These media channels are representative of modality information,
structural-syntactic information and cognitive information. In the broadcast do-
main in which we operate, modality information concerns the physical properties
of audiovisual content, as they can be perceived by users (e.g. colours, shapes,
motion). Structural-syntactic information describes spatial-temporal layouts of
programmes (e.g. relationships between frames, shots and scenes). Cognitive in-
formation is related to high-level semantic concepts inferable from the fruition of
audiovisual content (e.g. genre, events, faces). An exhaustive analysis concern-
ing the representation of multimedia information content of audiovisual material
can be found in [16].

Starting from the basic media types introduced above, we derive the TV pro-
gramme pattern vector PV = (Vc,S,C,A). The pattern vector collects four
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sets of features that capture visual (Vc), structural (S), cognitive (C) and aural
(A) properties of the video content. We have originally designed some of these
features to reflect the criteria used by editors in the multimedia production pro-
cess. For example, commercials are usually characterised by a rapid mix of both
music and speech. On the other hand, the majority of talk shows present lengthy
shots and have less music and more speech contribution. The physical architec-
ture designed and implemented to calculate the pattern vector is presented in
[15]. The four feature sets included in the pattern vector are detailed in the
following subsections.

2.1 The Low-Level Visual Pattern Vector Component

The low-level visual pattern vector component includes seven features. Colours
are represented by hue (H), saturation (S) and value (V) [23]. Luminance (Y) is
represented in a grey scale in the range [16, 233], with black corresponding to
the minimum value and white corresponding to the maximum value. Textures
are described by contrast (C) and directionality (D) Tamura’s features [24].
Temporal activity information (T) is based on the displaced frame difference
(DFD) [26] for window size t = 1.

First, for each feature we compute a 65-bin histogram, where the last bin col-
lects the number of pixels for which the computed value of the feature is unde-
fined. The low-level visual features are originally computed on a frame by frame
basis (e.g. there is one hue histogram for each frame). To provide a global char-
acterisation of a TV programme, we use cumulative distributions of features over
the number of frames within the programme. Then, we model each histogram
by a 10-component Gaussian mixture, where each component is a Gaussian dis-
tribution represented by three parameters: weight, mean and standard deviation
[27]. Finally, we concatenate these mixtures to obtain a 210-dimensional feature
vector Vc = (H ,S,V ,Y ,C,D,T ).

2.2 The Structural Pattern Vector Component

The structural component of the pattern vector is constructed from the struc-
tural information extracted by a shot detection module. First, a TV programme
is automatically segmented into camera shots. We define a shot as a sequence
of contiguous frames characterised by similar visual properties. Then, we derive
two features S1 and S2, obtaining a 66-dimensional feature vector S = (S1,S2).
S1 captures information about the rhythm of the video:

S1 =
1

FrNs

Ns∑
i=1

Δsi (1)

where Fr is the frame rate of the video (i.e. 25 frames per second), Ns is the
total number of shots in the video and Δsi is the shot length, measured as the
number of frames within the ith shot.
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S2 describes how shot lengths are distributed along the video. S2 is repre-
sented by a 65-bin histogram. Bins 0 to 63 are uniformly distributed in the range
[0, 30s], and the 64th bin contains the number of shots whose length is greater
than 30 seconds. All histograms are normalised by Ns, so that their area sums
to one.

2.3 The Cognitive Pattern Vector Component

The cognitive component of the pattern vector is built by applying face detection
techniques [5]. We use this information to derive the following three features:

C1 =
Nf

Dp
(2)

where Nf is the total number of faces detected in the video and Dp is the total
number of frames within the video.

The second feature (C2) describes how faces are distributed along the video.
C2 is expressed by a 11-bin histogram. The ith (i = 0, . . . , 9) bin contains the
number of frames that contain i faces. The 11th bin contains the number of
frames that depict 10 or more faces.

The last feature (C3) describes how faces are positioned along the video.
C3 is represented by a 9-bin histogram, where the ith bin represents the total
number of faces in the ith position in the frame. Frame positions are defined in
the following order: top-left, top-right, bottom-left, bottom-right, left, left, top,
bottom, centre.

All histograms are normalised by Nf , so that their area sums to one. We
concatenate C1, C2 and C3, to produce a single 21-dimensional feature vector
C = (C1,C2,C3).

2.4 The Aural Pattern Vector Component

The aural component of the pattern vector is derived by the audio analysis
of a TV programme. We segment the audio signal into seven classes: speech,
silence, noise, music, pure speaker, speaker plus noise, speaker plus music. These
computed duration values, normalised by the total duration of the video, are
stored in the feature vector A1. In addition, we use a speech-to-text engine [2] to
produce transcriptions of the speech content and to compute the average speech
rate in the video (A2). The aural component thus results in a 8-dimensional
feature vector A = (A1, A2).

3 Video Genre Classification

The process of video genre classification is shown in Figure 1. Let p be a TV
programme to be classified and Ω = {ω1, ω2, . . . , ωNω} be the set of available
genres. We firstly derive the pattern vector of p as described in Section 2. Each
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part of the pattern vector is the input of a neural network. We trained all net-
works by the iRPROP training algorithm described in [9]. The training process
runs until the desired error ε is reached, or until the maximum number of steps
MAXS is exceeded.

In order to define the most suitable network architecture for each part of the
pattern vector (i.e. the number of layers, neurons and connections), we considered
the following two factors:

1. The training efficiency η, inspired by the F-measure used in Information
Retrieval and expressed by Equation 3. The training efficiency combines the
training accuracy (the ratio of correct items to the total number of items
in the training set) and the training quality (the square error between the
desired output of an output neuron and the actual output of the neuron,
averaged by the total number of output neurons). The training efficiency,
the accuracy and the quality are all included in the range [0,1].

η =
2 · accuracy · (1− quality)
accuracy + (1− quality)

(3)

Figure 2 to Figure 5 show the training efficiency for each part of the pattern
vector;

2. The total number of hidden neurons (HNs) and the total number of hidden
layers (HLs).

For each NN we have an output vector Φ(p,n) = {φ(p,n)
1 , . . . , φ

(p,n)
Nω

}, n = 1, . . . , 4

whose element φ
(p,n)
i (i = 1, . . . , Nω) can be interpreted as the membership value

of p to the genre i, according to the pattern vector part n. We then combine
these outputs to produce an ensamble classifier [17], resulting in a vector Φ(p) =
{φ(p)

1 , . . . , φ
(p)
Nω
}, where:

φ
(p)
i =

1
4

4∑
n=1

φ
(p,n)
i (4)

We finally select the genre j corresponding to the maximum element of Φ(p) as
the genre with which to classify p.

Fig. 1. The video genre classification process
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Fig. 2. Training efficiency versus the number of neurons per hidden layer (n) for the
aural pattern vector component

Fig. 3. Training efficiency versus the number of neurons per hidden layer (n) for the
structural pattern vector component

Fig. 4. Training efficiency versus the number of neurons per hidden layer (n) for the
cognitive pattern vector component
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Fig. 5. Training efficiency versus the number of neurons per hidden layer (n) for the
visual pattern vector component

4 Experimental Results

4.1 The Experimental Dataset

The experimental dataset collects about 110 hours of complete TV programmes
from the daily programming of public and private broadcasters. We built the
dataset so that to obtain seven uniformly (w.r.t. the number of occurrences of
each genre in the TV programme schedules within a finite period of time) dis-
tributed genres: news, commercials, cartoons, football, music, weather forecasts
and talk shows. This experimental dataset could be made available for use by
researchers. Each TV programme was then manually pre-annotated as belonging
to one of the previous genres. Finally, we randomly split the dataset into K = 6
disjointed and uniformly distributed (w.r.t. the occurrence of the seven genres
in each sub-set) subsets of approximately equal size and used K-fold validation
of data. Each subset was thus used once as test set and five times as training
set, leading a more realistic estimation of classification accuracy.

4.2 Experimental Settings

In the experimental prototype we used the following libraries:

– The face detection task is performed using the RTFaceDetection library of-
fered by Fraunhofer IIS.1

– The speech-to-text task is performed using an engine for the Italian language
supplied by ITC-IRST (Centre for Scientific and Technological Research).2

– The neural network classifier is implemented using the Fast Artificial Neural
Network (FANN) library.3

1 http://www.iis.fraunhofer.de/bv/biometrie/tech/index.html
2 http://www.itc.it/irst
3 http://leenissen.dk/fann
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Based on the selection criteria presented in Section 3, we chose the following
network architectures:

– All networks have one hidden layer and seven output neurons with sigmoid
activation functions, whose outputs are in the range [0,1];

– All hidden neurons have symmetric sigmoid activation functions, whose out-
puts are in the range [-1,1];

– The Aural Neural Network (A-NN) has 8 input neurons and 32 hidden neu-
rons;

– The Cognitive Neural Network (C-NN) has 21 input neurons and 32 hidden
neurons;

– The Structural Neural Network (S-NN) has 65 input neurons and 8 hidden
neurons;

– The Visual Neural Network (VC-NN) has 210 input neurons and 16 hidden
neurons.

Finally, we set the desired error ε = 10−4 and the maximum number of steps
MAXS = 104.

4.3 Analysis of the Experimental Results

Table 1 reports the confusion matrix averaged on the six test sets. The obtained
classification accuracy is very good, with an average value of 92%. In some cases
the classification accuracy is greater than 95%. As expected, some news and talk
shows tend to be confused each other, due to their common cognitive and struc-
tural properties. Other false detection results may be due to the high percentage
of music with speech in the audio track of commercials, and thus misclassify-
ing some commercials as music clips. In addition, music genre shows the most
scattered results, due to its structural, visual and cognitive inhomogeneity.

Table 1. Confusion matrix for the task of TV genre recognition (Unit: 100%)

Genre Talk Shows Commercials Music Cartoons Football News Weath.For.
Talk Shows 91.7 0 0 1.6 0 6.7 0

Commercials 1.5 91 4.5 0 0 1.5 1.5
Music 1.7 5 86.7 5 1.6 0 0

Cartoons 0 0 3.4 94.9 0 0 1.7
Football 0 0 0 0 100 0 0
News 11.1 0 0 1.6 0 87.3 0

Weath.For. 1.5 1.5 0 1.6 0 0 95.4

4.4 Comparisons with Other Works

During the recent years many attempts have been done at solving the task of TV
genre recognition, according to a number of genres from a reference taxonomy
[1,3,4,6,8,12,13,19,20,28,29]. A comparison between our approach and some other
classification methods is reported in Table 2. From the analysis of previous works,



738 M. Montagnuolo and A. Messina

several considerations can be made. First of all, the majority of past research
focused on either few genres, or well distinguishable genres. The approaches in
[1,6,8,20] led to focus on only one kind of genre (either cartoons or commercials).
Roach et al [19] presented a method for the classification of videos into three
genres (sports, cartoons and news). Dimitrova et al. [3] classified TV programmes
according to four genres (commercials, news, sitcoms and soaps). Truong et al.
[28] and Xu et al. [29] considered the same set of five genres, which includes
cartoons, commercials, music, news and sports. Liu et al. [13] used weather
forecasts instead of musics. Dinh et al. [4] split the music genre into two sub-
genres (music shows and concerts), thus resulting in a six-genre classifier. As
talk shows play an important role in the daily programming of TV channels, we
considered the talk show genre in addition to the genres used in [12,13,28,29].
Our classifier can thus distinguish a greater number of genres.

Another common drawback of existing works is that only a restricted set of
objects was used as representative of each genre. In fact, typical experimental
datasets consisted of few minutes of randomly selected and aggregated audiovi-
sual clips. We believe that this procedure is not applicable in real-world scenarios
(e.g. broadcast archives), where users are usually interested in classifying and
retrieving objects as whole and complete, rather than as fragments. To over-
come this limitation we used complete broadcasted programmes (e.g. an entire
talk show), thus limiting potential bias caused by authors in the clip selection
phase. A comparison between our experimental dataset and those used in previ-
ous works is reported in Table 3. Notice that the total dimension (in minutes) of
our experimental dataset increases by a factor of 37 w.r.t. the average dimension
of the experimental datasets used in previous works.

A third problem deals with the kind of classifier employed. In many cases,
classical statistical pattern recognition methods (i.e. crisp clustering algorithms
[4], decision trees [4,28], support vector machines [4,8], Gaussian mixture models
[19,29] and hidden Markow models [1,3,13]) were used. The biggest problem
behind statistical pattern recognition classifiers is that their efficiency depends
on the class-separability in the feature space used to represent the multimedia
data (see [11] for details). We addressed this problem by using four parallel
neural networks, each specialised in a particular aspect of multimedia contents,
to produce more accurate classifications. In addition, neural networks do not
require any a priori assumptions on the statistical distribution of the recognised
genres, are robust to noisy data and provide fast evaluation of unknown data.

Another important factor in the development of a classification system is
the choice of the data validation strategy [7]. Most of the earlier works used the
hold-out validation (HOV) technique [3,4,12,13,28,29], whereby the experimental
dataset is randomly split into two sub-sets for training and testing. The main
drawback of this method is that the classification accuracy may significantly
vary depending on which sub-sets are used. One approach used leave-one-out
cross-validation (LOOCV) of data [19], which involves the recursive use of a
single item from the experimental dataset for testing, and the remaining items
for training. This method is time consuming and its classification accuracy may
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Table 2. Classification accuracy compared between our work and some previous works

Authors Recognised
genres

Classifier
type

Dataset
Size

[minutes]

Data
Validation
Strategy

Classification
Accuracy

Dinh et al. [4] 6 k-NN 110 HOV 96%
Dinh et al. [4] 6 DT 110 HOV 91%
Dinh et al. [4] 6 SVM 110 HOV 90%
Xu et al. [29] 5 GMM 300 HOV 86%
Liu et al. [13] 5 HMM 100 HOV 85%

Truong et al. [28] 5 DT 480 HOV 83%
Liu et al. [12] 5 ANN 100 HOV 71%

Dimitrova et al. [3] 4 HMM 61 HOV 85%
Roach et al. [19] 3 GMM 15 LOOCV 94%

This work 7 MLPs 6692 KFCV 92%

be highly variable. In our system, we chose to use the K-fold cross-validation
(KFCV) of data. This approach limits potential bias that could be introduced
in the choice of training and testing data.

Finally, with regard to the accuracy of the experimental results, our approach
shows better performance than those in [3,12,13,28,29]. In two cases our approach
performs a bit worse [4,19].

Table 3. Details of some experimental databases used for the genre recognition task

Authors Clip Duration [seconds] Genre Duration [minutes]
Dinh et al. [4] 1 news (26), concerts (15), cartoons (19),

commercials (18), music shows (11),
motor racing games (21).

Xu et al. [29] 300 news (60), commercials (60), sports (60),
music (60), cartoons (60).

Liu et al. [13] 1.5 news (20), commercials (20), football (20),
basketball (20), weather forecasts (20).

Truong et al. [28] 60 news (96), music (96), sports (96),
commercials (96), cartoons (96).

Dimitrova et al. [3] 60 training (26), testing (35).
Roach et al. [19] 30 news (1), cartoons (7), sports (7).
This work 120 to 2640 music (233), commercials (209),

cartoons (1126), football (1053),
news (1301), talk shows (2650),
weather forecasts (120).

5 Conclusions and Future Work

In this paper we have presented an architecture for the video genre recognition
task. Despite the number of existing efforts, the issue of classifying video genres
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has not been has not been satisfactory addressed yet. We have overcome the
limitations of previous approaches by using complete TV programmes (instead
of shot clips of content), and by defining a set of features that captures both low-
level audiovisual descriptors and higher level semantic information. The greater
number of genres considered (w.r.t. previous works), the quality of the exper-
imental dataset built, the type of classifier employed and the data validation
technique used makes us conclude that our approach significantly improves the
state of the art in the investigated task. Future work will investigate the de-
velopment of new features, the introduction of new classes (e.g. action movie,
comedy, tennis, basketball) and the usefulness of new classifiers.
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5. Fräba, B., Küblbeck, C.: Orientation Template Matching for Face Localization in
Complex Visual Scenes. In: Proc. of the IEEE Int. Conf. on Image Processing, pp.
251–254. IEEE Computer Society Press, Los Alamitos (2000)

6. Glasberg, R., Samour, A., Elazouzi, K., Sikora, T.: Cartoon-Recognition using
Video & Audio-Descriptors. In: Proc. of the 13th European Signal Processing Con-
ference (2005)

7. Kohavi, R.: A study of cross-validation and bootstrap for accuracy estimation and
model selection. In: Proc. of the Int. Conf. on Artificial Intelligence (1995)

8. Ianeva, T.I., de Vries, A.P., Rohrig, H.: Detecting cartoons: a case study in auto-
matic video-genre classification. In: Int. Conf. on Multimedia and Expo. (2003)
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Abstract. In this paper we present a hierarchical approach to text cat-
egorization aimed at improving the performances of the corresponding
tasks. The proposed approach is explicitly devoted to cope with the prob-
lem related to the unbalance between relevant and non relevant inputs.
The technique has been implemented and tested by resorting to a mul-
tiagent system aimed at performing information retrieval tasks.

1 Introduction

Text categorization can be defined as the task of determining and assigning
topical labels to content [10]. The more the amount of available data (e.g., in
digital libraries), the greater the need for high-performance text categorization
algorithms.

In the last years, text categorization has received attention also from the com-
munity that investigates ensembles of classifiers. In fact, there is strong theoret-
ical and experimental evidence that combining multiple classifiers can actually
boost the performance over a single classifier. Let us recall, here, (i) the work of
Sebastiani [9] and of Schapire [8], which fall in the general category of boosting,
(ii) the work of Larkey [5] and Yang et al. [11], aimed at assessing the impact
of output combination techniques, and (iii) the work of Dong [3], where several
input subsampling techniques (with heterogeneous classifiers) are experimented.

Furthermore, several researchers have recently investigated the use of hierar-
chies for text categorization, which is also the main focus of our work. To this end,
we tackle the problem of text categorization by resorting to multiple classifiers
derived from a suitable taxonomy able to represent topics deemed relevant to
the domain being investigated. The proposed system is mainly devoted to take
into account the problem that originates from an unbalance between relevant
and non-relevant items studying the impact of a “vertical” composition of clas-
sifiers. In particular, each item to be classified undergoes progressive filtering by
the pipelines of classifiers that originate from the adopted taxonomy. To assess
the capabilities of a technique based on progressive filtering, we devised a mul-
tiagent system specifically tailored for a relevant task, i.e. news categorization.
Tests have been performed on the RCV1-v2 [6] standard document collection.

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 742–748, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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The remainder of the paper is organized as follows: Section 2 is focused on the
proposed progressive filtering technique. Section 3 reports and discusses experi-
mental results. In Section 4 conclusions are drawn and future work is pointed out.

2 Vertical Composition of Classifiers

A main issue in news categorization is how to deal, for each category, with
an unbalance between relevant and non-relevant items. In particular, one may
expect that most documents are non relevant to the user, the ratio between
negative and positive examples being high (typical orders of magnitude are 102

- 103). Unfortunately, this aspect has a very negative impact on the precision of
the system. With the aim of coping with this phenomenon, we propose a vertical
composition of classifiers that exploits the ability of a pipeline of classifiers to
progressively filter out non relevant information.

Fig. 1. A portion of the RCV1-taxonomy

2.1 The Proposed Approach

In the proposed approach, each item to be classified undergoes progressive fil-
tering by the pipelines of classifiers that originate from the adopted taxonomy.
To better illustrate it, let us consider the adopted taxonomy, i.e., the RCV1-
taxonomy (Figure 1 reports part of the branch corresponding to the economics
topic). Each node of the taxonomy represents a classifier entrusted with recogniz-
ing all corresponding relevant inputs. Any given input traverses the taxonomy as
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a “token”, starting from the root (in the example in Figure, ECAT). If the cur-
rent classifier recognizes the token as relevant, it passes it on to all its children (if
any). The typical result consists of activating one or more pipelines of classifiers
within the taxonomy. As an example, let us consider Figure 2 that illustrates
the pipeline activated by an input document, which encompasses the categories
economics (ECAT), government finance (E21), and expenditure/revenue (E211).
This means that all involved classifiers recognize the input as relevant.

Fig. 2. An example of pipeline (highlighted in bold)

Let us point out in advance that particular care has been taken in using
pipelines to limit the phenomenon of false negatives (FN), as a user may accept
to be signaled about an article which is actually not relevant, but –on the other
hand– would be disappointed in the event that the system disregards an input
which is actually relevant. This behavior can be imposed in different ways, the
simplest being lowering the threshold used to decide whether an input is relevant
or not. In a typical text categorization system this operation typically has a
negative impact on false positives (FP), i.e. augmenting their presence.

2.2 Theoretical Issues

From a theoretical point of view, if the set of inputs submitted to a classifier con-
tains n0 non relevant inputs and n1 relevant inputs, the (expected) normalized
confusion matrix associated with a classifier is:
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n0 · c00 n0 · c01

n1 · c10 n1 · c11

where the first and the second index represents the actual relevance of the input
and the way it has been classified, respectively. For instance, c01 represents (an
estimation of) the probability to classify as relevant (1) an input that is in fact
non relevant (0). Hence:

π =
TP

TP + FP
=

(
1 +

FP

TP

)−1

=
(

1 +
c01

c11
· n0

n1

)−1

(1)

ρ =
TP

TP + FN
=

(
1 +

FN

TP

)−1

=
(

1 +
c10

c11

)−1

(2)

Having to deal with a pipeline of k classifiers linked by an is-a relationship,
for the sake of simplicity let us assume that (i) each classifier in the pipeline
has the same (normalized) confusion matrix and that (ii) classifiers are in fact
independent.

It can be easily verified that the effect of using a pipeline of k classifiers on
precision and recall is:

π(k) =
TP (k)

TP (k) + FP (k)
=

(
1 +

FP (k)

TP (k)

)−1

=
(

1 +
ck
01

ck
11

· n0

n1

)−1

(3)

ρ(k) =
TP (k)

TP (k) + FN (k)
=

(
1 +

FN (k)

TP (k)

)−1

=
(

1 +
c10

1− c11
· 1− ck

11

ck
11

)−1

(4)

The equations above show that an unbalance of positive and negative exam-
ples (which is the usual case in text categorization problems) can be suitably
counterbalanced with by keeping FN (i.e., c10) low and by exploiting the filtering
effect of classifiers in the pipeline. The former aspect affects the recall, whereas
the latter allows to augment the precision according to the number of levels of
the given taxonomy.

3 Experimental Results

To test the proposed approach, a multiagent system explicitly devised to perform
information retrieval tasks has been implemented. From an architectural point
of view, the system has been built using PACMAS (Personalized Adaptive and
Cooperative MultiAgent System), a generic multiagent architecture aimed at
retrieving, filtering, and organizing information according to the users’ interests
[1].

Tests have been performed using RCV1-v2, the standard document collection
proposed in [6], which is composed of 103 classes organized in four hierarchi-
cal groups: CCAT (Corporate/Industrial), ECAT (Economics), GCAT (Govern-
ment/Social), and MCAT (Markets).
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Fig. 3. Experimental results (PR curves) performed on a specific pipeline, i.e. [ECAT,
E21, E211], reported together those obtained by running other classifiers on the flat
–non hierarchical– model
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Table 1. Micro- and macro-averaging

pos fμ
1 WKNN fM1 WKNN fμ

1 SVM1 fM1 SVM1 fμ
1 SVM2 fM1 SVM2 fμ

1 Pipe fM1 Pipe
50 0,883 0,883 0.831 0.832 0,898 0,897 0.905 0.905

10 0,646 0,647 0.507 0.521 0,719 0,722 0.721 0.720

5 0,513 0,514 0.412 0.428 0,535 0,543 0.683 0.682

1 0,165 0,169 0.169 0.190 0,344 0,349 0.412 0.431

To assess the capabilities of the proposed progressive filtering technique, 16
suitable pipelines, each one composed of three classifiers, have been selected.
First, each node of the pipeline is trained with a balanced data set by using
200 features (TFIDF) selected according to the information gain method [7],
being 200 the optimal number of features obtained experimentally. Then, for
each node of the taxonomy, a learning set of 500 articles, with a balanced set of
positive and negative examples, has been selected to train a classifier based on
the wk -NN technology [2].

As for testing, different randomly selected sets of 1000 documents have been
generated –characterized by a different ratio between relevant and non-relevant
inputs. In particular, the ratio between positive and negative examples has been
set to 1:2, 1:10, 1:20, and 1:100 (50%, 10%, 5%, and 1%), say TS50, TS10, TS5,
and TS1, respectively. To study the impact of progressively filtering information
with pipelines of wk -NN classifiers (denoted as PIPE), we tested with the above
test sets some relevant pipelines, each concerning three nodes of the taxonomy
(k = 3). Results have been compared with those obtained by running the same
tests on three classifiers based on the following technologies: wk -NN (denoted as
WKNN), 1 linear SVM (denoted as SVM1), and RBF-SVM (denoted as SVM2).
As shown in Table 1, in all selected samples, the distributed solution based on mul-
tiple classifiers has reported better results than those obtained with flat models.

As for precision and recall, let us consider –for the sake of brevity– only one
specific pipeline (taking into account, anyway, that it is representative of a typical
behavioral pattern) composed of three classifiers. Figure 3 reports the curves PR,
obtained by running on the selected tests: the pipeline (PIPE) corresponding
to Figure 2, as well as the classifiers (WKNN, SVM1, and SVM2) trained to
recognize as relevant only inputs belonging to the E211 category (which coincides
with the “bottom” of the pipeline).

Experimental results show that in presence of unbalanced inputs, a pipeline
of three classifiers is able to counteract an unbalance of up to 100 non relevant
articles vs. one relevant article.

4 Conclusions and Future Work

In this paper an approach based on a vertical composition of classifiers aimed at
improving the performances of text categorization tasks has been presented. The
1 The technique based on wk -NN has been used both with the hierarchical classification

(PIPE) and with the flat model (WKNN).
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proposed approach, explicitly devoted to cope with the problem related to the
unbalance between relevant and non relevant inputs, has been tested through a
multiagent system aimed at performing information retrieval tasks. Experiments,
performed on RCV1-v2, confirm that the adoption of a vertical composition of
classifiers improve the overall performances of the involved classifiers.

As for the future work, we are planning to test our approach with different
datasets, such as the OHSUMED corpus [4]. Furthermore, we are considering
how to compare our results with the ones belonging to state-of-the-art systems
that perform hierarchical text categorization.
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Abstract. Automatic Text Categorization (TC) is a complex and useful
task for many natural language applications, and is usually performed
by using a set of manually classified documents, i.e. a training collection.
Term-based representation of documents has found widespread use in
TC. However, one of the main shortcomings of such methods is that
they largely disregard lexical semantics and, as a consequence, are not
sufficiently robust with respect to variations in word usage. In this paper
we design, implement, and evaluate a new text classification technique.
Our main idea consists in finding a series of projections of the training
data by using a new, modified LSI algorithm, projecting all training
instances to the low-dimensional subspace found in the previous step,
and finally inducing a binary search on the projected low-dimensional
data. Our conclusion is that, with all its simplicity and efficiency, our
approach is comparable to SVM accuracy on classification.

1 Introduction

Text categorization consists in breaking down a textual document into one or
more categories. The importance of this task is gaining significant attention
as the volume of data becomes increasingly unmanageable due to the constant
spreading of the World Wide Web and the rapid development of the Internet
technology. In order to meet the challenges of this information boom, the de-
mand for a high precision method that performs automatic text categorization
inevitably increases. For example, it will help people find interesting Web pages
efficiently, filter electronic mail messages, filter netnews [13], etc.

To date, various machine learning methods have been applied to text cat-
egorization. These include k-nearest-neighbor (kNN) [15], decision trees (DT),
Naive-Bayes (NB) [6], ridge logistic regression [4]. Using a large number of words
as features in these methods, which can potentially contribute to the overall task,
is a challenge for machine learning approaches. More specifically, the difficulties
in handling a large input space are twofold:

– How to design a learning algorithm with an effective use of large scale feature
spaces [1][2].
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– How to choose an appropriate subset of words for effective classification [3][5].

In this research we have developed learning machines with feature selection cri-
teria because the suitable set of words greatly differs depending on the learning
method. Latent Semantic Indexing (LSI) [14],[11] attempts to circumvent the
problems of lexifcal matching approaches by using statistically derived concep-
tual indices rather than individual literal terms for categorization. LSI assumes
that an underlying semantic structure of word usage exists in a document collec-
tion and uses this to estimate the semantic content of documents in the collec-
tion. This estimate is accomplished through a rank-reduced term by document
space via the singular value decomposition (SVD). As a vector-space retrieval
technique, LSI has outperformed the lexical searching techniques quite signifi-
cantly. However, what is needed to improve the viability and versatility of current
LSI implementation is a mechanism to incorporate non-linear perturbations to
existing rank-reduced models, and this has been lacking. This paper is orga-
nized as follows. In section 2 we introduce the new Non-Linear-LSI technique.
Section 3 presents a new algorithm for binary classification on the projected low-
dimensional data processed by Non-Linear-LSI. Section 4 presents our experi-
mental setup and gives a detailed description of the results. Finally, in Section
5 we illustrate our conclusions and outline some open questions.

2 Non-linear-LSI Implementation

The new LSI implementation proposed in this work is an updated LSI model
equipped with a mechanism to incorporate non-linear perturbations to the ex-
isting rank-reduced model Ak. This new implementation provides an efficient
information filtering technique. In LSI, all indexing terms and documents in a
collection are represented as a vector in a rank-reduced term-by-document space.
The documents are compared with the test document and then ranked according
to their proximity to the test document. Due to the variability in word usage
(e.g., polysemy) an LSI-based system may not always produce responses that
accurately reflect the conceptual meaning of the test document. The new LSI
implementation attempts to overcome these problems by performing appropriate
non-linear perturbations to the existing term-by-document model Ak meaning
that some term-document associations are changed and the corresponding term
and document vectors are reconstructed and repositioned in the new perturbed
rank-reduced term-by-document space.

For all the terms and documents in Ak, the matrix P determines the set of
terms and the set of documents whose term-document associations are allowed
to change (while other associations are fixed).

The perturbation matrix P can be constructed defining the splitting of Ak

Ak = AF
k + AC

k

where AF
k defines the set of terms in Ak whose term-document associations are

not allowed to change, and AC
k is the complement of AF

k , and

Akv = Dvuτ, uT Dvu = 1, (1)
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AT
k v = Duvτ, vT Duu = 1, (2)

where the metrics Du and Dv are defined by

Dv = diag(Pdiag(v)v),

Du = diag(PTdiag(u)u).

For all the terms and documents in Ak, the matrix P determines the set of
terms and the set of documents whose term-document associations are allowed
to change (while other association are fixed). The perturbation matrix P can
also be used to have more control in ranking the returned documents. Using
an inverse iteration approach, a new algorithm (Non-Linear-LSI) for solving the
new SVD problem (see (1) and (2)) is listed below:

Table 1. Pseudo-code of Non-Linear-LSI

Non-Linear-LSI Algorithm

i = 0;

Initialize u(0), v(0) and τ (0)

Compute matrices D
(0)
u and D

(0)
v

While (K ≥ y) do
i = i + 1;

x(i) =
�−1

k V T
k D

(i−1)
u v(i−1)τ (i−1)

y(i) = UT
m−ku(i−1)

u(i) = Ukx(i) + Um−ky(i)

s(i) =
�−1

k UT
k D

(i−1)
v u(i)τ (i−1)

t(i) = V T
n−kv(i−1)

v(i) = Vks(i) + Vn−kt(i)

τ (i) = u(i)T Akv(i)

D
(i)
u = diag(Pdiag(v(i))v(i))

D
(i)
v = diag(P T diag(u(i))u(i))

K = K + 1

The perturbation Matrix P has a rectangular non-zero cluster with dimension
l × w. Compared to other concept-based approaches for information retrieval,
our approach has several advantages. Firstly it uses an high dimensional space
which better represents a wide range of semantic relations. Secondly, both terms
and documents are explicitly represented in the same space. Thirdly, it retrieves
documents from query terms directly, without interpreting the underlying di-
mensions as is the case of many factor-analytic applications. It only assumes
that these factors represent one or more semantic relationship in the document
collection.
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3 OnLine Hyperplane

The last but fundamental module relates to the binary classification. Below the
following training example is assumed:

z = ((x1, y1), . . . , (xm, ym)) ∈ (X × {−1,+1})m

of m dimension and a mapping function

φ : X → K ⊆ Rn

in a vector space of n-dimensional K. Our objective is to ascertain the w ∈ K
parameters of the linear classifier

hw,b(x) = sgn(fw,b(x)) fw,b(x) = 〈w, x〉 + b

where x = φ(x) and 〈·, ·〉, representing the internal product in K. In a manner
similar to algorithms concerned with the back-propagation of error, Online Hy-
perplane’s final goal is error minimization on a training set furnished at point of
entry. Given the procedure just outlined, let us fix the training set as follows:

Dm = (x1, y1), . . . , (xm, ym)

and a H family threshold as h : X → {−1,+1}. For sake of simplicity we also
assume that we may initially fix d hidden conjunctions that are earmarked for
inclusion in the final classifier f . What remains to be determined is the selection
of the w coefficient and the method of incremental selection for the functions
h1, . . . , hd. Such selections will derive directly from the analysis of the f error
on Dm. We remind that the f error or Dm is that fraction of elements of the
training set which f classifies in a mistaken manner, that is

errDm (f) =
1
m
|{1 ≤ t ≤ m : f(xt) 
= yt} =

=
1
m
|{1 ≤ t ≤ m :

d∑
i=d

wihi(xt)yt ≤ 0}|

For the fixed training set Dm, functions L1, . . . , Ld are defined as

Li(t) = hi(xt)yt

Note further that Li(t) ∈ {−1,+1} and Li(t) = 1 if and only if hi(xt) = yt. We
have, therefore

errDm (f) =
1
m
|{1 ≤ t ≤ m :

d∑
i=1

wiLi(t) ≤ 0}|
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Hyperplane w · x + b = 0 is called separator plane:

– w is the normal hyperplane
– |b|

‖w‖ is the orthogonal distance of the plane from the origin;
– ‖w‖ represents the Euclidean norm of w;

d+(d−) is defined as the minimum distance of the separator plane closest to
the positive (negative) point. The separator plane’s margin is defined as d+ +
d−. In the event that points can be separated linearly many separator planes
exist: all these points correctly classify the training set. As far as generalization
capabilities are concerned, however, they are quite diverse. Online hyperplane
seeks out a hyperplane that is not only correct in relation to the training set, but
that manages to generalize as well. The chosen criterion consists in finding that
hyperplane that maximizes the margin. The algorithm proceeds by determining
whether the actual training set example (xi, yi) ∈ z is correctly classified by
the running classifier (yi(〈wt, xi〉) + bt) > Cz), or by otherwise updating the wi

vector. In this case the values of vector wi and bias bt are changed according to
a loss function that extracts the generalization grade from the running solution
by means of slack variables. For every training example the system gets the best
kernel. Formally:

minimize: V (−→w , b, ξ) =
1
2
‖−→w ‖2 + C−

∑
i

ξi + C+

∑
j

ξj

subject to: ∀k yk · Kernel(−→w · −→xk) + b ≥ 1− ξk

By treating positive and negative examples our system obtains a definite ro-
bustness in order to compare the ensembles of examples of unmeasured learning.
For it is well known how that when it comes to text categorization problems, it
is far more important to correctly classify the positive examples as opposed to
the negative ones since the latters differ from the formers by several orders of
magnitude.

4 Experiments

To make the algorithm evaluation comparable to the most recently published
results on TC, we chose three corpuses:

1. Reuters-21578 1

– ModApte[10] split
– ModApte[115] split

2. Reuters Corpus Volume 1, English language 2

3. WebKB3

1 http://www.daviddleis.com/testcollection/reuters21578
2 http://about.reuters.com/researchandstandards/corpus/
3 http://www.cs.cmu.edu/afs/cs/project/theo-20/www/data
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All data are represented in Vector Space with TF-IDF technique. In keeping with
some of the best system at TREC, our IDF for term t is log( |D|

|Dt| ) where D is
the document collection and Dt ⊆ D is the set containing t. The term frequency
TF (d, t) = 1 + ln(1 + ln(n, (d, t))) where n(d, t) > 0 is the raw frequency of t
in document d. d is represented as sparse vector with the l-th component being
TF(d,t)IDF(t). Tables 2 and 3 show our results compared with the published
results of other machine learning techniques on the same data collection.

4.1 Reuters-21578

TheReuters-21578 collection consists of 21578newswire articles collected through-
out 1987 from Reuters. Documents in Reuters deal with financial topics, and were
classified in several sets of financial categories by personnel from Reuters Ltd.
and Carneige Group Inc. There are five sets of categories: TOPICS, ORGANI-
ZATIONS, EXCHANGES, PLACES, and PEOPLE. When a test collection is
provided, it is customary to divide it into a training subset and test subset. Sev-
eral partitions have been suggested for Reuters [9], among which we have opted
for Modified Apte Split (ModApte).

ModApte[10]. In the ModApte[10] split, 75% of the stories (9603) are used as
training documents to build the classifier and the remaining 25% (3299) to test
the accuracy of our classifier. Note that the 92.6% BEP result over Reuters was
established by Bekkerman [7] (table 3). With our system we found 93.0% micro
F1-Measure.

ModApte[115]. Of the 135 potential topic categories only 115 for which there
is at least one training example are used: ModApte[115]. In this case we found
87.5% F1-micro measure, despite a Weiss classifier (Boosting of Decision Tree)
87.8% BEP (table 3).

4.2 RCV1

The RCV1 corpus contains 806791 stories of the period going from 20 August
1996 to 19 August 1997. There are 103 categories organized hierarchically. We
split the corpus into two sets of documents: training docs dated 14 April 1997 or
earlier, test docs dated after 14 April 1997. The overall training and testing time
over the entire corpus in the multi-label setting was about 288 hours (14 days).
This kind of experimentation demonstrates large-scale domain applicability of
our methodology.

4.3 WebKB

WebKB collection is a dataset of web pages made available by the CMU text-
learning group; only classes, course, faculty, project, and student are used.
The experiments with this small webKB corpus were accordingly less time-
consuming.
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Table 2. Categorization results of our system

Dataset micro F1 macro Re macro Pr

modApte[10] 93.0% 87.5% 74.4%

modApte[115] 87.5% 78.4% 79.4%

RCV1 69% 54% 63%

WebKB 91.5% 85.0% 78.7%

Table 3. Summary of related results

Authors Dataset Classifier Result

Dumais et al. (1998) modApte[10] SVM + MI 92.0% micro F1

Bekkerman et al. (2003) modApte[10] SVM + IB 92.6% BEP

Joachims (1998) modApte[90] SVM 86.4% micro F1

Weiss et al. (1999) modApte[95] Boosting of Decision trees 87.8% BEP

Joachims (1998) WebKB SVM 79.1% micro F1

5 Conclusion

This article introduced a new classification technique for high-dimensional data
such as text. Our approach is very fast, scaling linearly with input size, as op-
posed to SVM involving quadratic programming, which slows down following a
quadratic scaling. It uses efficient sequential scans over the training data, un-
like popular SVM implementation, which has less efficient disk and cache access
patterns and a poorer locality of reference. This performance boost carries little
or no penalty in terms of accuracy: we often beat SVM in the F1 measure and
closely match SVM in recall and precision. Let us conclude with some questions
and directions for future research. Given a pool of two or more representation
techniques and given a corpus, an interesting question is whether it is possible
to combine them so as to compete with or even outperform the best technique in
the pool. Another possibility is to try to combine the representation techniques
by devising a specialized categorizer for each representation and then use en-
semble techniques to aggregate decisions. Other sophisticated approaches such
as co-training [8] may be considered too. In all our experiments we used the
simple one-against-all decomposition technique. It would be interesting to study
other decompositions.
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Abstract. Cultural Resource Management (CRM) represents an inter-
esting application domain for innovative approaches, models and tech-
nologies developed by computer science researchers. This paper presents
NavEditOW, a system for the navigation, query and updating of ontolo-
gies through the web, as a tool providing suitable functionalities for the
design and development of semantic portals in the CRM area. NavEdi-
tOW supports ontology maintainers, content editors, and end-users, that
have little or no specific knowledge on Semantic Web technologies and
on related formal tools. A description of the application of the tool to
the representation and management of archaeological knowledge for the
description of publications in an e-library is also provided.

1 Introduction

Cultural Resource Management (CRM) defines a complex process which essen-
tially concerns the study, documentation, conservation and fruition of different
kinds of cultural resources. Often equated with Cultural Heritage Management
(CHM), it comprises both historical resources (Cultural Heritage – CH) and
contemporary ones. During the years, the distinction between CRM and CHM
has gradually shaded and the trend is nowadays to refer to CRM while dealing
with cultural heritage [1,2]. CRM is a strongly multidisciplinary process which
involves several disciplines which are not directly related with CH, such as soci-
ology, economy and computer science. In fact computer science plays nowadays
a central role in all the tasks involved in the process of CRM. While during the
’80s computers were essentially used for the storage and management of data by
means of databases and information systems and were thus employed mainly for
documentation purposes, the scenario of ICT applications to CRM has hugely
expanded during the last two decades. In particular, the availability of the Web
and the related technologies has provided innovative possibilities ranging from
simple informative pages up to systems targeted to specialistic research. Web
applications have become crucial for CRM, although the results obtained by
the different projects dealing specifically with this subject vary a lot. Moreover,
there is a lack of systems which can really be useful for research: the Web is still
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often conceived as a toy and not as a potentially very powerful system which
can substantially modify our approach to CRM.

In this framework, the Semantic Web community has already developed some
relevant innovative proposals and applications for the Semantic Web to enhance
CRM portals and information systems have been provided 1. Nevertheless, be-
sides domain specific applications, the interaction between end-users and seman-
tic knowledge bases is still difficult due to the lack of tools supporting users in
the different tasks related to this interaction; in particular we address navigation,
editing and query of such knowledge bases.

NavEditOW (Navigating, Editing and query of Ontologies through the Web)
is an environment for navigation, querying, and A-Box editing of OWL-based
ontologies (up to OWL-DL) through a web-based interface [3]. The main aim
of this paper is to present the application of NavEditOW to support both de-
signers in the development of CRM web portals and users in the interaction
with such portals. The system allows exploring the concepts and their relational
dependencies as well as the instances by means of hyper-links. NavEditOW’s
functionalities have been developed especially to support ontology maintain-
ers, content editors, and end-users, that have little or no specific knowledge on
Semantic Web technologies and on the related formal tools (e.g. Description
Logics, OWL-Lite, -DL and -Full languages, ontology editors, and query lan-
guages). In particular, this paper presents the new functionalities of the system,
providing an annotation framework to support the visualization management
and user-oriented support to query formulation. NavEditOW clearly separates
the Presentation Layer from the Semantic Framework Layer through the imple-
mentation of suitable adapters, supporting the exploitation of different available
Semantic Frameworks (in particular, Sesame and Jena).

In this paper we will describe the application of NavEditOW to the repre-
sentation and management of ontological description of bibliographic entries in
the e-Library of a portal dedicated to the archaeological research. In order to
effectively describe contents beyond a keyword based approach, and thus in or-
der to support effective forms of information retrieval and semantic navigation,
human annotators must have a domain ontology, whose elements can be selected
as relevant indicators of the topics treated in the described publication, at their
disposal. NavEditOW provides a simple web-based access to this domain on-
tology to the different involved actors, from the editors and maintainers of the
ontology itself, to the students that are involved in the insertion and description
of the bibliographic entries, to the applications that exploit the ontology and the
annotated data to provide semantic navigation schemes and semantic queries.

The remainder of this paper is organized as follows. Section 2 provides a
description of the functionalities offered by NavEditOntOW, while in Section 3
we will describe the application of NavEditOW in a concrete case study in the
CRM context. The paper will end with an outlook about some possible future
extensions of the system and of the introduced application. A description of the
system architecture is out of the scope of this paper and it can be found in [3].

1 See, e.g., the MultimediaN N9C Eculture Project, http://e-culture.multimedian.nl/
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Fig. 1. Example of a navigation tree and the correspondent RDF graph

2 Functionalities of NavEditOW

NavEditOW is an environment for navigating, querying and A-Box editing of
OWL ontologies (up to OWL-DL) through a web-based interface. In the following
paragraphs, we presents more details about each of these tree basic functionali-
ties supported by the application.

Navigation. By using the ontology navigation interface, users can view ontology
individuals and their properties and browse properties via hyperlinks. Browsing
the ontology is essential for the user in order to explore the available information
and it also helps non-expert users to refine their search requirements, when they
start with no specific requirement in mind [4]. The hierarchical organization of
the different concepts and individuals of the ontology is graphically represented
as a dynamic tree. The aim of the navigation tree is to explore the ontology,
view classes and instances, discover the relation between them. The tree does
not represent only the a hierarchy of classes connected with isA binary relations
(like the navigation tree of Protégé), but represents also also tree-like connections
of individuals for domain dependent classes of properties.

The root of the navigation tree is the OWL class Thing, and the rest of the
tree is organized as follows: under the root node, there are the top-level classes
(i.e. the classes that are only subclasses of Thing); under each class there is
its subclass hierarchy and the individual member of the class; individual-to-
individual tree connections are defined according to a number of selected tree-
like properties (e.g. partOf ); finally if total order relations are selected, these
are exploited to order individuals within a same level of the tree. In order to
distinguish between classes and individuals, classes are represented in petrol
blue and individual in shocking pink. An example of a navigation tree and the
correspondent RDF graph is presented in the Figure 1.

From a formal point of view, ontological relations supporting tree-like visual-
ization (tree-like properties) are those represented as not symmetric properties
whose inverse is functional (therefore identifying directed acyclic graphs). These
properties link directly an individual with its “father” and are particularly rel-
evant with respect to mereological relations (e.g. partOf, composedOf ), and to
relations defining hierarchical spatial and temporal structures (e.g. representing
the unfolding of historical periods). Another kind of relations exploited for the
visualization are those defining total orders on individuals (e.g. isFollowedBy).
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Annotation properties2 on the OWL ontologies are exploited in order to spec-
ify the tree-like properties. We defined the navEditOW:isTreeLikeProperty an-
notation property and used it to mark the tree-like properties (OWL allows an-
notations on classes, properties and individuals). The annotation phase is done
with Protégé before loading the ontology into the NavEditOW.

An additional form of annotation property used by NavEditOW is the navEd-
itOW:isReifiedProperty. This property is used to mark the classes that are reified
relationships. A reified relationships is a class that connects a subject with an
object, so that we could attach additional attributes to the relationship. For
example, if we have a isLocatedIn property that connect an item to a place and
we want to able to attach a time interval to this relationship, we can intro-
duce a class (e.g. ReifiedisLocatedIn) to link the item, the place and the time
interval. The instances of the classes annotated as navEditOW:isReifiedProperty
are displayed in tabular form during the visualization of the subject and ob-
ject instances (e.g. then the information about an item are visualized, a list of
the places in which the item was located will be presented). To define which
values are displayed in this table, the navEditOW:viewTemplate annotation is
used. This annotation property allows to generate the summarized views of the
individuals. Other annotation properties involved in the ontology visualization
and navigation are the navEditOW:order which is used to order the individuals
and the properties values in the visualization and the navEditOW:hidden which
allows to hide classes, properties an individuals.

Editing. NavEditOW allows the users to define individuals and to assert prop-
erties about them. Users can create, edit and remove individuals of the ontology,
their properties and, in particular, their labels. In fact, to ensure multi-languages
support, it is possible to define several labels in different languages for every
individual. The NavEditOW Web interface allows users to edit the properties
values for each individual. Two types of properties are defined in OWL: object
property is a binary relation between two individuals and datatype property is a
binary relation between an individual and a literal (a primitive type, like string
or number). For the object properties, the interface presents the user a tree for
selecting the values; the individuals displayed in the tree are only those that are
valid for the property range. For example, in an archeological ontology, the class
TypologyOfArchaeologicalObject has the property builtOf. This property has no
cardinality restriction (so it can have zero, one ore more values) but Material
is specified as range (co-domain). For instance, Sword is an instance of Typol-
ogyOfArchaeologicalObject and has the property builtOf Metal, where Metal is
an instance of Material. Datatype properties are edited with simple text input
boxes. Users can create new individuals directly from the classes or they can also
create new individuals related to an existent one by means of tree-like proper-
ties (e.g. partOf ) (as shown in Figure 2): the new individuals are immediately
displayed in the navigation tree under their “father”.

2 OWL allows classes, properties, individuals and the ontology itself to be annotated
with meta-data. For example, the labels are annotations.
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Italy

North Italy

New
Instance

partOf_directly

partOf_directly
partOf

(inferred)

Geographics
Place

instance of

instance of

instance of

Fig. 2. Dialog box to create a new individual under North Italy and graphical repre-
sentation of the graph after the creation of the new individual

Classes can be abstract, which means that they can not have direct in-
stances. Abstract classes are identified by the navEditOW:abstract annotation.
Another annotation property that impacts on the ontology editing is the navEdi-
tOW:readOnly: if a class, a individual or a property is marked with this property,
the resource can not be edited by the users. In order to keep track of changes
on the ontology, the Dublin Core metadata element set is used to associate the
name of the user and the current date to the created or modified individual .

Querying. NavEditOW offers to the users two query interfaces: a SPARQL3

free query form and an interface to perform queries based on templates. The first
one is a query form in which users can write arbitrary query in the SPARQL
language, display results in paginated tabular form and navigate through results
via hyperlinks. This interface is very flexible because the users can write arbi-
trary queries but it is not suitable for end users. The second one is based on
a predefined set of queries. This interface guides the user in the construction
of a query by means of a wizard which enables the generation of query expres-
sions. Every predefined query is composed of a description in natural language, a
SPARQL query with (eventually) free parameters and a list of parameters. Every
query parameter is constituted by a label, a type and eventually a restriction on
the valid values (e.g. a parameter can be filled only with instances of a specific
class). Initially the user is presented with a choice of different query description
which provide the starting point for the query construction. Than the interfaces
allows users filling the query parameters. Finally, the application composes the
template and the parameters values, executes the query and generates the query
result table. A future extension of this query mechanism may adapt the query
with reference to the number of retrieved results.

3 Prototypal Application

In the course of 2005, the chair of Prehistory and Protohistory of the Univer-
sity of Milan, in collaboration with the Department of Informatics, Systems and
3 SPARQL (SPARQL Protocol and RDF Query Language - its name is a recursive

acronym) is an RDF query language standardized by the World Wide Web Consor-
tium. More information could be found at http://www.w3.org/TR/rdf-sparql-query/
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Fig. 3. Screenshots of the ArcheoServer Home and the e-Library search pages

Communication of the University of Milan-Bicocca and the Department of Ar-
chaeology of the University of Bologna, have started a long-term project for the
creation of a set of Web-oriented services aimed at supporting the sharing of
knowledge on prehistory and protohistory in Italy. The main objective of the
project has been the creation of a Web portal, named ArcheoServer4, which will
provide a collaborative platform for the exchange of scientific information among
the communities of Italian archaeology researchers.

In the ArcheoServer context, NavEditOW was used to develop the e-Library.
This is a particularly relevant section of the portal which was devised to supply
an effective mechanism for the retrieval of digital resources related to prehistory
and protohistory, and in general to the archaeological research methodologies. In
fact, even if there are a growing number of initiatives providing for the electronic
publishing of scientific papers - as, for example, the digital archives of the Italian
Institute for Prehistory and Protohistory5 or the BibAr6 project hosted at the
University of Siena - archaeologists generally consider unsatisfactory the results
of their indexing by means of traditional search engines. The main requirement
of the e-Library (and the portal in general) is to give the community itself the
possibility of autonomously managing the contents by means of simple editing
tools. At this regard, we must keep in mind that, in most cases, archaeologists
have just low-level technical competence and that the development of a complex
editing system may result in the failure of the project. In our scenario there are
two principal classes of editors. The first one is represented by the students of
Archaeology of the Universities involved in the project, who are responsible of
the content creation; the second one is represented by Archaeology professors or
researchers that, beyond creating contents, supervise the work of students.

In order to fetch the e-Library contents, it may be interesting to describe, by
means of a specific ontology, all the publications that will be archived in the
e-Library section in order to provide advanced instruments for a more effective
4 http://www.archeoserver.it/
5 http://www.iipp.it/
6 http://www.bibar.unisi.it/
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Fig. 4. A diagram showing the overall process of semantic query selection and specifi-
cation of the required parameters

retrieval of the specific information a user is interested to. Moreover the system
may even suggest relevant contents which are semantically related to the ones
the user is actually viewing on the screen. Therefore, the e-Library must allow
content editors to describe semantically all the publications in a collaborative
and simple way, by adopting a simple web-based user interface. In particular
this description will be performed manually by the students, while archaeol-
ogy professors and researchers will supervise the work and will progressively
refine/maintain the domain ontology. The above introduced functionalities of
the NavEditOW system provided a suitable approach to the development of dy-
namic web pages supporting both the editing of the ontology A-Box, as well
as ontology navigation and exploitation, supporting the description of newly
introduced bibliographic

Since the users of the portals do not generally have experience with the
SPARQL query language, the mainly used query interface is the one based on
the predefined queries. The free SPARQL query interface is also available, but is
generally used only by the portal developers. We have defined, with the help of
an Archaeology researchers, an initial set of 15 predefined queries for searching
the e-Library by specific topics. An example of a query is the following:

SELECT ?publication ?topic ?material WHERE {
?publication archeoserver:hasTopic ?topic .
?topic rdf:type archeoserver:itemTypology .
?topic archeoserver:buildOf ?material .
?material rdfs:label ?x .
FILTER regex(str(?x), "", "i")

} ORDER BY ?material

This query select all the publications that have as topic an item build of
a specific material. For example, it the user write ’wood’ as query parameter,
NavEditOW founds one material (wood) which label match with the parameter,
than select all the topic that are ’archeoserver:itemTypology’ instances made of
wood (e.g. ’bow’, ’spoon’) and returns to the users a list of all the publications
about them.

It must be noted that this paper reports the first results of the project,
but we also aim at adopting this approach to the ontological description of
other contents of the portal, from images depicting findings and sites, to specific
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elements of interest in the webGIS (e.g. sites, settlements). The description of
these aspects of the project, however, are out of the scope of this paper.

4 Conclusions and Future Developments

This paper discussed the main functionalities of NavEditOW, an environment to
support the development and maintenance of semantic portals providing func-
tionalities for navigation, querying, and A-Box editing of OWL-based ontologies
through the Web. The main functionalities offered by the system, as well as
its architecture, which supports the exploitation of different existing semantic
frameworks (i.e. Jena, Sesame) and presents an innovative AJAX–based web in-
terface, have been described. The system is presented as particularly useful for
the CRM context since in this field users with little or no knowledge of formal
languages need not only to navigate the knowledge base, but also to contribute
to its enrichment. The paper also described a first NavEditOW application to
the semantic description of e-library contents in a we web portal dedicated to
archaeology.

Future works aim at performing a more though evaluation of the first version
of the system, in order to identify additional requirements and improvements;
in this line of work, NavEditOW will be used as the main tool for the editing of
an ontology supporting a portal on archaeology and cultural resources of Cen-
tral Asia. Moreover, NavEditOW does not currently support a complete revision
control system because it does not enable the management of multiple revisions
of the same unit of information. A future extension of the system will be focused
on providing a mechanism to tackle this issue [5].
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Research Center - University of Milano-Bicocca), Bernardo Rondelli, Maurizio
Cattani for their contribution and the useful suggestions.
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Abstract. In this work we propose some principles that regulate temporal 
anchorages by means of which the spectator places the events of the story on 
the temporal axis of the fabula, the structure where the causality and the order 
of the events of a story are recorded. The approach adopted for the 
segmentation of the story of a film uses both syntactic elements, such as the 
scene and the sequence, and semantic elements, such as the events of the story, 
defined as actions that occur in a determined interval of time (diegetic). The 
base representation, chosen for the analysis of the time in a story, is a particular 
formulation of spectator beliefs, in which the time (explicit) is present both as 
the element that determines the variation of spectator beliefs during the vision 
of the film, and also as object of belief. In this paper, we propose also a system 
that supplies an interactive aid (as an example to a generic expert of cinema) in 
order to annotate the events of the story of a film. This system supplies in 
addition an aid in the analysis of the flashbacks, the forwards and the repetitions 
of events, and may apply temporal reasoning rules to order, both partially and 
totally, the events of the story. 

Keywords: Film Analisys, Temporal Beliefs, Cognitive Agent Theories.  

1   Introduction 

One of the main activities of who watches a movie, or also of who reads or listens to a 
story, consists in the construction of the fabula, this activity brings the spectator to 
consider some aspects that regard the time. Starting from the plot, that is, from the 
“story as it is actually told, as it appears in surface, with its temporal dislocations, 
forward and backward jumps (predictions and flash-backs)”, the spectator will 
construct the fabula, “the fundamental outline of the narration, the logic of actions and 
the syntax of characters, the course of temporarily arranged events. It may also be a 
sequence of human actions and may concern a series of events regarding inanimate 
objects, or also ideas” [1]. 

The construction of the fabula is a task that the spectator establishes to do (with or 
without awareness) since from the first sequence of the movie. All the clues that he 
has on hand, in order to construct the temporal arrangement of the events, are 
contained in the story. The fabula is entirely constructed by the spectator after the end 
of the film, in that only at that moment, he has at his disposal all plot elements needed 
to reconstruct the course of the events temporarily sorted. 
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In cinematography there are several films with a complex plot (with respect to the 
temporal aspects). The killing by S. Kubrick [6] and Pulp Fiction by Q. Tarantino [4], 
are the forerunners of this category, but during the last few years many other films of 
the same typology have been proposed, among the other we mention Memento [5] and 
21 Grams [3]. Our analysis model adopts a formalism based on spectator beliefs. 
Such structures have two temporal references in explicit form. The representation of 
beliefs about story events is the following: 

mEv(from_to([T1,T2]),bel(S, ev(Ec1,from_to([dT1,dT2]),Act1))) 

In such formulation the spectator S in the interval [T1, T2] believes that the 
event Ec1 of the story happened in the diegetic interval [dT1, dT2].  

2   Segmentation and Annotation of Filmic Events 

In our representation we considered as indexing base elements the continuous scenes, 
also said shots (SC), that is a series of frames without camerawork interruptions. We 
have then introduced, as base analysis element, the diegetic event (that we will call 
simply event) which is an action that happens in the film story in a particular temporal 
modality: on a time interval (from_to([T1,T2]), after a certain interval of time 
(after[T1,T2]) starting from a certain time (hap(T1)) etc. In the adopted 
representation the filmic event is represented in the following way: 

ev(eventcod, modality(d-interval), act(action)) 

that is, as a relation ev among a unique code, eventcod, that identifies the event, a 
temporal modality (from_to, after_to etc), a diegetic interval d-interval (interval of the 
story) and an action. As an example with 

ev(ev8, from_to([dt17,dt18]), act(drink(mikei, bar)))) 

we represent a diegetic event ev8 where a certain character (mikei) drinks at the 
bar act (drink (mikei, bar)) between two temporal indices (diegetic) 
dt17, dt18. We point out that for a repeated diegetic event there will be two 
distinguished eventcod associates to the same action. A continuous scene SC is 
represented by means of the times of beginning vision and end vision (in the previous 
example [dt17,dt18]), they correspond to the indices of the starting and final 
frames of the scene. In our representation the continuous scene (or shot) therefore has 
been represented in the following way: 

sc(sceneCod, sc-t-interval) 

where scenecod is a code that identifies a filmic segment univocally and sc-t-
interval corresponds to the vision intervals of the beginning and final scene. 
Similarly we represented a filmic sequence as a set of scenes identified by a unique 
code, a vision interval seq-t-interval of the entire sequence: 

seq(seqCod, seq-t-interval, sceneList) 
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3   Temporal Plot-Fabula Diagrams  

Continuous scene SC is a syntactic punctuation element of the film that can contain 
inside one or more filmic events. Therefore we have introduced a relation sceenv 
among filmic scenes and events d-eventList in order to represent such 
associations: 

sceenv(sceneCod, d-eventList) 

In our approach we associate the temporal indices that correspond to a continuous 
scene (indexing) to one or more diegetic events (events of the story) present (told) 
between such indices of vision. In such way we carry out an annotation that uses the 
events of the film story as semantic labels. In the analysis methodology that we 
propose the Time of Narration (TN) and Time of the Story (TS) diagrams play an 
important role (see fig.1).  

 

Fig. 1. TN-TS diagrams 

In figure 1-a, as an example, in scen2, that happens in the narration interval [t1, 
t2], are present the story events ev4 and ev5, that happen in the diegetic interval 
[dt1, dt2]. 

sc(scene2, [t1,t2]); sceenv(scene2, [ev4,ev5]). 

In figure fig. 1-a is represented a story (linear) where the time of vision (time of 
narration TN) grows at the same speed of the time of fabula (the time of story TS). In 
the figure 1.b, instead, is displayed a story where are used a forward after the scene1 
and a flashback after the scene2. 

Through the proposed TN-TS diagrams it is possible to represent the main 
relationships between the time of the tale TR (time of vision) and the time of the story 
TS. Genette [2] has characterized the following 5 main relationships: (TN=n, TS=0), 
TN>TS, TN=TS, TN<TS and (TN=0, TS=n). 

The pause (Fig. 2-a) consists in interrupting the presentation of the events of a 
story, where the diegetic time is idle. A pause is a digression of the story, and usually 
consists in a description of a character, an atmosphere, a framing of a detail or huge 
geographic areas. 
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Fig. 2. Pause and Expansion 

The expansion (Fig. 2-b, 2-c) occurs when the time of the narration is greater than 
the time of story (TR>TS). This happens when an action (slow motion α > 45°) is 
slowed down or when a scene is repeated (or is shot from more points of view). The 
effect of a repetition (immediate) of an event that happens only once in the story 
determines an expansion of the time of the narration. 

 

Fig. 3. Scene and Summary 

In an ordinary scene (Fig. 3-a) the time of the vision is equal to the time of the 
story (α = 45°). This condition can occur also when there are scenes that introduce 
discontinuities as in a dialog. The summary (Fig. 3-b) is a modality used in a film 
story in order to represent a chronological time that advances with great rapidity as in 
framings in which clock pointers turn very fast, sheets fall fast from a calendar, 
cigarette ends piles up, empty bottles of alcoholic accumulated, but also names that 
are magnified on billboards in order to represent the increase in time of the success of 
a character. The summary is represented in a plot-fabula diagram by a segment having 
an inclination α < 45. Are labelled as summary-sequences those sequences composed 
only of significant events of a story, i.e. those sequences in which parts considered 
non essential have been removed (as an example, when a character does a phone call 
and the composition of the telephone number is not shown, but is only shown that he 
holds the receiver, or when are not presented scenes in order to describe how the 
character reached a determined place…). 
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Fig. 4. Ellipsis 

 
At last the ellipsis (Fig. 4) represents in a true sense a gap (omissions) of story 

events where there is a presentation silence, generally such gap is filled afterwards in 
the course of the story – it is a mental time where the spectator speculates about 
events that could be happened in such interval. 

4   See Scenes and Believe to Taking Place of Events of the Story 

The belief is the propositional attitude that we adopt in order to represent the changes 
of the cognitive states of the spectator in the time. The principle adopted (that we 
named perception principle) is the following: 

mEv(hap(T2), bel(Spett, E1 and E2,.., and En)))  
  ev(eCod, from_to(T1,T2),see(Spett, Sx) and  
  mEv(hap(T2), bel(Spett,sceenv(Sx,[E1,E2,..,En]))) 

(1) 

At the end of the vision of Sx the spectator, if believes that there is a 
correspondence between Sx and [E1,E2,..,En], executes a revision of its beliefs 
(starting from T2) relative to the conjunction of events E1 and E2,.., and En that it 
believes are happened in the context of the story after the vision of Sx. 

5   Relations of Order on the Events of Stories 

From the perception principle introduced above, the spectator records in its cognitive 
space beliefs of the following type: 

hap(t1)bel(spett,ex) or expressing the event 
hap(t1)bel(spett,from([dt1,dt2])p(x)). 

In the model proposed herein we have introduced two others typologies of beliefs 
that allow to represent from a cognitive point of view the order of the events. We 
consider that such order relation must be recorded in the space of beliefs of the 
spectator in that such relation changes during the vision of the story. Often both the 
scriptwriter and the director introduce filmic events in a way that induces the 
spectator to assume false beliefs on the order of the events. Beliefs that the spectator 
himself modifies as the events of the story reveal new developments. The 
representation of such belief is: 
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hap(T1)bel(spett,eq(E1,E2)) or 
hap(T1)bel(spett,eq([T1,T2],[T3,T4])) 

whose definition is: starting from time T1 the spectator beliefs that the E1 event is 
occurred in the same temporal interval of the E2 event. And 

hap(T1)bel(A,prec(E1,E2))or 
hap(T1)bel(spett,prec([T1,T2],[T3,T4])) 

whose definition is: starting from time T1 the spectator believes that the event E1 
precedes the event E2. 

6   A Fundamental Rule About the Order of the Events 

The following is a fundamental rule on the order of the events of a sequence:  

mEv(hap(T2),bel(A,prec(E1,E2)))   
   ev(Ec1,until(T1),see(A, S1))       and 
   mEv(hap(T1),bel(A,E1))             and 
   ev(Ec2, until(T2), see(A, S2))     and  
   mEv(hap(T2), bel(A, E2))           and 
   T1<T2. 

(2) 

Inside a sequence if at time T1 the spectator A has finished to see S1 where he 
believes that E1 happened in the story, at time T2 A has finished to see S2, where he 
believes that E2 (with T1<T2) occurred in the story then the spectator A starting 
from T2 believes that E1 precedes E2.  The principle 1) and the rule 2) suggested to 
add in TN-TS diagrams another axis that can help in the analysis of the time. On this 
axis it will be possible to record the beliefs of the spectator about the events of the 
story and about the order of the events. 

 

Fig. 5. Three axis of analysis 

7   Forward, Flashback, Repetition and Temporal Anchorage 

In our model of analysis both the forward and the flashback are supposed to be 
primitives. Therefore we will not add anything in relation to the techniques of 
implementation of these modalities for the presentation of stories, neither will 
formulate hypothesis on which are the cognitive processes activated by the spectator 
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for their identification. Our attention and our analysis will be concentrated on the 
rules activated by the spectator, when it characterizes a flashback, a forward or a 
repetition of an event, in order to anchor on the temporal axis of the fabula the events 
of the story. The introduced notation is the following 

flashback(e1,e2),  forward(e1,e2), repeat(act1,act2) 
flashback([t1,t2],[t3,t4])  forward([t1,t2],[t3,t4]). 

Events e1 and e2 in the forward and the flashback are events that are introduced 
in correspondence of two consecutive scenes. On the contrary in the repetition e1, e2 
are not in correspondence in consecutive scenes. The following three rules establish 
relations of temporal order on the events of the story and allow to temporarily anchor 
the scenes of the story to the events of the story: 

mEv(hap(T2),bel(S,prec([dT3,dT4],[dT1,dT2]))    
 mEv(hap(T1),bel(S,ev(Ec1,from_to([dT1,dT2]),Act1))) and 
 mEv(hap(T2),bel(S,ev(Ec2,from_to([dT3,dT4]),Act2))) and 
 mEv(hap(T2),bel(S,ev(flashback([dT3,dT4],[dT1,dT2])))). 

(3) 

mEv(hap(T2),bel(S,prec([dT1,dT2],[dT3,dT4]))    
 mEv(hap(T1),bel(S,ev(Ec1,from_to([dT1,dT2]),Act1))) and 
 mEv(hap(T2),bel(S,ev(Ec2,from_to([dT3,dT4]),Act2))) and 
 mEv(hap(T2),bel(S,ev(forward([dT3,dT4],[dT1, dT2])))). 

(4) 

mEv(hap(T2),bel(S,eq([dT1,dT2],[dT5,dT6])))  
 mEv(hap(T1),bel(S,ev(Ec1,from_to([dT1,dT2]),Act1)) and  
 mEv(hap(T2),bel(S,ev(Ec2,from_to([dT5,dT6]),Act2)) and 
 mEv(hap(T2),bel(S,ev(repeat(Act1,Act2)))). 

(5) 

Rule (3) states that if the spectator S has recorded among its beliefs that in the story 
the Ec1 event occurred and subsequently S records that a flashback for the Ec2 event 
is occurred then the time interval [dT3,dT4] of the Ec2 event precedes the temporal 
interval [dT1,dT2] of Ec1. The rule (4) expresses the analogous interpretation of 
the rule (3) for the forward. As far as rule (5) is concerned, if the spectator S records a 
repetition of a certain action (even if introduced from another point of view) this 
action will be positioned on the same interval. The repetition is a technique used often 
in movies and is commonly applied to connect the course of events of the story 
belonging to different episodes. It is also used in order to represent stories that 
introduce several alternative course of events, where are reported actions/events that 
are repeated but that are taken reference point for the beginning of different events. 
Examples of such stories are Blind Chance [9], Lola Rennt [8], Sliding Doors [7]. The 
repetition of events has been studied also by Genette [2], even if he does not supply 
any contribution about the mechanism of the temporal anchorage of the spectator.  

8   An Aid System for Interactive Analysis of Film Stories 

In this work we realized an aid system for time analysis of film stories. In fig. 8 the 
interface screen shot of the system is shown. The system user has also on hand some 
specific functions for the interactive analysis proposed in this work. As an example, 
the user has the possibility to examine the filmic segments on the basis of the contents 
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of the story that is to execute an analysis of the film by means of the scenes and 
sequences contained on the plot and fabula axis. The user has also the possibility to 
annotate interactively the events (fig. 9), both the events of the story and the events of 
anchorage (flashback, forward or repetitions) and to use a special function that orders 
the story events considering the diegetic time. 

    

           Fig. 6. Main layout of system                             Fig. 7. Layout of annotation events 

9   Conclusions 

In this paper we proposed a methodology for time analysis of stories of films. Such 
methodology uses, as base representation, spectator beliefs about temporal relations 
of diegetic events. We also defined a formalism that allows to specify a set of rules of 
temporal anchorage that the spectator adopts, in presence of flashback, forward and 
repetition of events, when arranges on the temporal axis of the fabula. At last we 
proposed a system that helps an expert of cinema to annotate filmic events and to 
analyze temporal relations existing among events. In this system is also implemented 
an algorithm that allows to order automatically all the events of a story, helping the 
expert in carrying out further analysis on the temporal structure of the whole story. 
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Abstract. Nowadays doctors are generating a huge amount of raw data.
These data, analyzed with data mining techniques, could be sources of
new knowledge. Unluckily such tasks need skilled data analysts, and not
so much researchers in Medicine are also data mining experts. In this
paper we present a web based system for knowledge discovery assistance
in Medicine able to advice a medical researcher in this kind of tasks. The
user must define only the experiment specifications in a formal language
we have defined. The system GUI helps users in their composition. Then
the system plans a Knowledge Discovery Process (KDP) on the basis
of rules in a knowledge base. Finally the system executes the KDP and
produces a model as result. The system works through the co-operation
of different web services specialized in different tasks. The system is still
under development.

Keywords: Knowledge Discovery in Databases, Data Mining, Workflow
Generation, Knowledge Discovery Assistant.

1 Introduction

In recent years the availability of huge medical data collections has sometimes
dramatically brought to light the (in)ability to analyze them. Medical centers
have huge databases containing therapies, diagnoses and personal data of their
patients. Moreover, the automatic devices of relevant data acquisition, such as
MRI and PET, are able to extract more and more accurate medical images of
patients. These images are produced in such a number and richness of detail that
they can only be analyzed with the help of complex systems. The investigation of
new knowledge could be usefully performed by medical researchers with suitable
tools. In this view a very important application field is the Knowledge Discovery
in Databases (KDD) that, according to [1], is defined as the “non-trivial pro-
cess of identifying valid novel, potentially useful and ultimately understandable
patterns in data” . This task is brain-intensive and it is usually designed by a
human expert. Unluckily the use of the KDD techniques needs specific skills.
In this work we propose the Medical Knowledge Discover Assistant (MKDA).
The system receives a formal specification of the medical experiment research,
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including goals and characteristics of inputs in terms of “what” users want, and
not “how” to get it. The system must plan and execute a suitable Knowledge
Discovery Process (KDP), designed according to the user’s needs and the appli-
cation domain. Finally, it returns results.

The rest of the paper is arranged as follows. The next paragraph describes the
state of the art for Knowledge Discovery Assistants. The third paragraph intro-
duces a new knowledge discovery workflow model. Then the language to describe
the specifications of a medical experimental research is presented in the forth
paragraph. The fifth one describes the knowledge base that helps the MKDA in
construction of experiments. Functionalities of MKDA system followed by the
system architecture are in the sixth and seventh paragraphs. Finally, conclusions
and future works are reported.

2 State of the Art

In recent years many researches have been carried out in KDD, with the aim
of developing a tool able to perform data analysis autonomously. The involved
field is essentially a combination of some aspects of many research areas such
as knowledge based systems, machine learning and statistics. Mlt-Consultant
[3] was the first system where the selection of a machine learning method is
made with the support of a knowledge-based system. Another approach is the
meta-learning approach. MetaL [4] developed a prototype assistant system that
supports users with model selection and method combination. NOEMON [5]
is another meta-learned based system. It relies on a mapping between dataset
characteristics and inducer performance to propose inducers for specific dataset
steps. The most appropriate classifier for a dataset is suggested on the basis of
the similarity with existing ones. Another approach is related to the possibility
to build the entire process needed to achieve the goal. As an example the IDEA
System [8] starts from characteristics of the data and of the desired mining result.
Then it uses an ontology to search for and enumerate the data mining algorithms
to produce the desired result from given data. Some commercial tool are also been
developed such as IBM DB Intelligent Miner. Miner [6] integrates a relational
database system, a Sybase SQL server, with a concept hierarchy module, and a
set of knowledge discovery modules. Another commercial tool is Clementine [7].
In this system the user-guidance module uses a task/method decomposition to
guide the user through a stepwise refinement of a high-level data mining process.
It uses a limited model of operations to construct the best plan. Generated plans
are compiled into scripts for execution. Important issues in this field are open
source. Yale [9] is an environment for machine learning experiments and data
mining. Yale uses Weka [10], a collection of Java implementations of machine
learning algorithms. The preparation of data is supported in Yale by numerous
feature selection and construction operators. However, Yale is applied to a single
input data table. The Mining Mart software [12] can be used to combine data
from several tables, or to prepare large data sets inside a relational database
instead of main memory as in Yale.



Towards MKDA: A Knowledge Discovery Assistant 775

3 Our KDD Workflow Model

Knowledge discovery in database can be planned as a process, that consists of
a sequence of steps and that can be described with a workflow. We designed a
general workflow model as synthesis of different workflows described by litera-
ture. Because most of them cover only partially the knowledge discovery process,
we tried to redesign a more general workflow (see Fig. 1). Phases in the work-
flow must not be necessarily followed linearly. The workflow can be divided into
main macro-phases, in their turns divided into sub-phases: problem analysis and
specifications definition, choice of the tasks and their execution, results analysis.

Fig. 1. The workflow steps

During the first phase, the analyst interacts with the user to understand
her needs and expectations to build consequently effective experiments. To en-
compass problems related with this phase, we developed a particular problem
definition language with the description of evaluation criteria too. On the basis
of these criteria final results of the workflow can be evaluated to establish the
satisfaction of user’s needs. The second phase of the workflow deals with the
definition of relevant knowledge on the application domain. This knowledge is
used by the analyst to extract some domain-driven process choices. The data
access phase often needs to consult different sources and bring together data in
a common format with consistent definitions for fields and keys. Collected data
could contain either too much, less or irrelevant information. These problems
are solved during the preparation phase, before the application of the modeling
and discovery techniques. Data transformation mainly is performed in two ways:
horizontally (changing the dimensionality of the data) and vertically (changing
the number of data items). The preparation phase can be split into four differ-
ent sub-phases: data selection, data cleaning, missing values handling and data
reduction. With data selection, a subset of data is taken to apply on it further
evaluations. Through the data cleaning the problems due to the presence of
noise in the data are solved. Data reduction phase deals with the transforma-
tions applied on complex data to get simpler ones, as shorter data vectors. The
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reduction can help to manage the effective number of variables under analysis.
Data gained through the preparation phase are analyzed during the data explo-
ration phase to assess the consistence of chosen data with requirements and with
the problem domain. The next phase matches the goals expressed by the user
and the selected data with the data mining methods. The application of data
mining techniques requires parameters calibration to optimal values. Therefore,
more than one data preparation and transformation step are often needed. Af-
ter the model has been produced, it is converted in an autonomous application
able to implement the model. The deployment phase deals with this task. The
evaluation phase establishes how the model is suitable for user’s needs according
to the success and evaluation criteria specified in the first phase. If the system
satisfies user’s requests, the entire workflow can be recorded into a repository.
In this way, it can be employed again in similar tasks.

4 Medical Experimental Research Specification

The medical researcher has to define the experiment formally, setting its speci-
fication. She has to list the collection of features of her research, as data, goals,
metrics and models. The input data are of different types: numerical data, cat-
egorical data, complex symbolic descriptions, rules. A deeper differentiation of
data is in relation to data composition. Three different input classes have been
defined. The first is the object class: data matrix, dissimilarity matrix, single
values, graphs are some possible examples. The second is the special input class,
as, for instance, numerics, dates, therapy, diagnoses, diseases, patients, counts,
IDs, binary data that are used for images or videos, texts and documents. The
third class is the variable type class like internal variables, symmetric or asym-
metric binary variables, discrete variables, continue variables, scaled variables.

The definition of possible goals drives the entire process of data discovery. Some
users, for instance, prefer to get models that can be easily understood and evalu-
ated. In this case the user wants to get a simple description of the domain to be
able to make more analyses. So the system designs a workflow to generate symbolic
models. Other users prefer to get more precise, even if not very understandable,
models. In this case, the system produces black-box models, as neural networks.
Some times the user needs a light model, quick but not precise. On the other hand,
the user can desire a precise but not fast model. Due to complexity of processes
many possible metrics have to be used. It’s possible to distinguish them in terms
of computation load, usefulness of new founded patterns, novelty. Measures are
mostly related to particular data mining algorithms or tasks. In fact, they are in
direct relation to goals that user wants to obtain. The same considerations are also
valid for the set of possible task-dependent representations.

We have defined an XML-compliant experiment specification language, a suit-
able formal language to describe the inputs. Formally the defined language
MESL ( Medical Experiment Specification Language) is made up four elements
({Di}, {Gi}, {Mi}, R), where {Di} is the set of data useful to problem defini-
tion, {Gi} is the set of user goals, {Mi} is the set of metrics used to evaluate
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the process results and R is the representation used for results. Composing such
a description could be too hard for a not expert user. To solve this problem, we
have designed and implemented a very simple GUI interface.

5 The Knowledge Base

The Knowledge Base of the system supports the generation of a complete ex-
periment starting from user requests. The knowledge base is built in a modular
way and is organized in two main levels. In the high level there is the definition
of concepts that are used for the experiments. The concepts have been grouped
according to the roles they have in the KDP. The knowledge base is a compo-
sition of different aspects. An experiment is the composition of a workflow, a
model, a set of evaluations about the model fitting with initial problem and a
representation of the obtained model. A model is a formal and well defined spec-
ification of the result obtained from an experiment over some particular data. A
model is obtained through a sequence of steps in a workflow. The workflow steps
are essentially grouped in three aggregates: data pre-processing, data mining
process and data post-processing. Also the composition rules have been added
inside the knowledge bases. Rules define the workflow steps sequence and the
choice method to select operators for a particular step. Some other relevant high
level concepts have been defined: data, data descriptors, patterns, algorithms.
Data are expressed and classified in formal terms to account their elementary
structure. A composition of elementary data constitutes complex data. Data de-
scriptors allows specifying data in terms of type of data, constraints on data or
data aggregation. A pattern is a representation of data with an empirical law
used to identify them. This type of concept is used to define the fitting of data
on particular structures useful to comprehension for doctors such as the con-
cepts like disease, patient. A data mining algorithm is a sequence of well defined
steps that perform a possible operation about certain data. The low level of the
Knowledge Base contains information about operators in terms of descriptions
of applicability constraints, produced effects, types of inputs required and other
particular characteristics. To define domain structure an OWL-Dl[14] ontology
has been built. As previously seen, it is possible to split the ontology in dif-
ferent sub-ontologies. The links between the elements in the same sub-ontology
are homogeneous and defines structural properties. The links through different
sub-ontologies define the relations between different types of elements. We have
used Jena [13], an ontology support tool able to query both RDF and OWL
ontologies, to perform semantically enriched reasoning.

6 System Functionalities

The inputs of the system are the data, the preferences of the user and the do-
main knowledge regarding the problem treated with the experiment. The system
has two outputs: the model describing the new knowledge mined from the data,
and the workflow applied to get the model. The latter one can be recorded in
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a repository and re-used in new similar tasks. Initially the system must be able
to analyze data evaluating the presence of problems like noise or missing data.
The system must resolve these problems to get data that can be used for the
construction of the model. It must reach a trade-off between the accuracy and
the time cost. The characteristics of the produced model should be chosen by
the user. The choices of the system are not mandatory. The user can change
some parts of the workflow to get a different result. In other cases, the system
can propose different possible workflows and the user chooses what she prefers.
In these cases, the user can choose to try many different workflows to find the
best one. The user can interact with the system in two different ways. As just
said, we have defined the Medical Experiment Specification Language. An user
can describe the experiment through this language. This functionality has been
developed for expert users or repetitive processes. On the other hand, the sys-
tem has a simple GUI which allows the user to define easily the problem and
that compose automatically the description. The interaction process has been
inspired to programmable interaction with users like in chatbot systems. Un-
like such systems, our interaction is graphical. In particular, we refer to ALICE
chatbot [11], a system that owns a repository composed of question-answer pat-
terns called categories. They are defined in the Artificial Intelligence Markup
Language, an XML-compliant language. The dialogue is based on algorithms for
automatic detection of patterns in the statements. Our interaction process func-
tionalities are developed in the same manner: the couple question-answer are
categorized and through this mechanism is possible to have a tight interaction.
This interaction allows the system to collects information about both tasks and
needs of the users as explained in previous paragraphs.

7 System Architecture

MKDA system has been designed according to the well-known web service ar-
chitecture in conjunction with the client-server three-tier one (see figure 2). The
core application is executed on an HTTP server. The client connects to this
server remotely. Through an intuitive GUI she composes the characteristics of
the experiment. She specifies the data to manage, her preferences and needs.
This task is executed graphically. The interface of the client has been developed
using the AJAX technologies, which stands for Asynchronous JavaScript and
XML. The interface dynamically composes the description of the request of the
user in the language described previously. At this point the request is sent to
the server. Afterwards, the request is sent to the workflow generator web service
(WGWS), which analyzes this request, and constructs the correspondent knowl-
edge discovery workflow. At this aim, it queries the knowledge base module.
At the same time, it consults the Experiment Comparator Service, which, on
the basis of a case-based reasoning, lists all past experiments in the repository
matching the user’s requests. Then it consults the data mining tasks catalogue
managed by the tasks catalogue web service (TCWS). TCWS advertises the list
of tasks that the system can employ. This list includes all operators of libraries
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Fig. 2. The System Architecture

and systems as, for instance, Weka, Yale and Ptolemy. These three systems have
been embedded into web services, which make possible to use remotely their
functionalities. The tasks are advertised in WSDL. The data retrieved in this
way are inserted into the description of each step of the final workflow. During
the execution of the workflow, these data are used to know where each task has
to be executed. After the workflow has been generated, it is sent to the workflow
executor web service (WEWS). The model is returned by the WEWS to the ap-
plication on the HTTP server and sent to the client as reply to its initial request.
The model together with the workflow can be recorded into the repository. The
collection of experiments can be consulted. In this way the user can eventually
re-employ a past workflow when she must work with a similar experiment.

8 Conclusion and Future Works

In this work we have proposed a new web based system to help knowledge dis-
covery in Medicine for non expert users. We have described system architecture
and functionalities. The system is able to collect the characteristic of the treated
experiments in a very simple manner. Then a knowledge discovery worflow is gen-
erated according to the workflow model we have designed. Finally the system is
able to execute the workflow and produces a model as result. The user should
concentrate on the specification of the problem, while most of the implementa-
tion should be delegated to the system. The system is still under development.
The web infrastructure and the workflow model has been realized and future
work is focused on its whole development and test.
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Abstract. This paper deals with a knowledge representation architec-
ture for distributed systems. The aim is to adopt a common framework
to deal with an “intelligent space”, i.e., an ecosystem composed by artifi-
cial entities which cooperate to perform an intelligent multi-source data
fusion. This information is used to coordinate the behavior of mobile
robots and intelligent appliances. The experimental results discuss this
interaction with respect to the fulfillment of complex service tasks.

1 Introduction

Recently, much research work focused on integrating different disciplines, e.g., in-
telligent surveillance [1] and knowledge representation [2], with Mobile Robotics.
Two approaches are devised: (i) distributing intelligence within the environment
by placing sensors and actuators where needed: the Ambient Intelligence (AmI)
paradigm is aimed at designing intelligent spaces, i.e., distributed systems as-
signed to acquire information from the environment using networks of sensing
devices, to manage coherent context patterns to be used in decision making, and
to interact with end users through functional services; (ii) building autonomous
agents, able to act in the real world, originally thought to be handy for humans.
Both the approaches give rise to drawbacks which can not be underestimated.

Intelligent spaces require the evaluation and aggregation of possibly ambigu-
ous information through data fusion. Information fusion must be supported by
a priori knowledge guiding data interpretation, and it must cooperate with sys-
tems responsible for data acquisition. Current Robotics and AmI architectures
address fusion of numerical or sub-symbolic information. In literature, data fu-
sion is usually managed using bayesian [3][9] or sub-symbolic techniques [4]. On
the other side, mobile robots are far from being used extensively in real-world
scenarios such as human inhabited environments [5][8]. Even simple navigation
tasks, such as interaction with doors, is focus of actual research [12].

In this paper we propose a distributed architecture which is able to coordinate
the behavior of mobile robots and intelligent environments. We suggest that,
with respect to autonomy, robustness and capability issues, the overall system is
definitely improved by the introduction of a knowledge representation subsystem
that - due to its distributed nature - we call “Knowledge Ecosystem”. In Section
II we introduce the main concepts related to our architectural approach. In
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Section III, we focus on its distributed data fusion capabilities. In Section IV we
describe the representation at the symbolic level. Next, actual implementation
and experimental results are presented and discussed. Conclusion follows.

2 An Ecosystem of Artificial Entities

An intelligent space can be modeled as an ecosystem where the artificial entities
exchange information for the fulfillment of common goals. In our architecture,
knowledge representation is a decentralized process which is managed by several
cognitive-oriented entities. Each entity processes simple pieces of information,
thus contributing to a “Knowledge Ecosystem”.

An Artificial Ecosystem (henceforth referred to as Æ), is a set of m agents
attending different tasks. An agent α is a 4-element vector, α =

〈
θ, γ, ι, ω

〉
, where

θ specifies the agent capabilities, γ is a set of goals that α can contribute to
achieve, and ι and ω are operators returning, respectively, the set of data needed
and produced by α. Agents can aggregate in more complex niches, characterized
by common goals g. We define a goal g as the result of n cooperating agents. In
particular, g = ω(Ag), where Ag = {αj : j = 1, ..., n} is the niche of the involved
agents, and ω is the previously introduced operator returning the relevant output
data of Ag. With respect to a higher level of complexity, niches themselves can be
modeled as agents and, as such, they are possibly part of larger niches. Therefore,
we extend our definition of “agent” adopting a recursive definition such that
αk = Ag = {αj : j = 1, ..., k − 1, k + 1, ..., n}.

Agents are assigned different roles. Device-related agents {αd} manage phys-
ical devices (e.g., sensors for data acquisition or actuators), and are character-
ized by limited computational capabilities. Cognitive-related agents {αc} are
designed to perform data interpretation in order to guide the system behavior:
in particular, they perform feature extraction, symbolic inferences, knowledge
representation, data fusion and planning; because they process complex infor-
mation, they require sophisticate capabilities in processing and exchanging data.

3 Distributed Niches of Agents

{α} agents are grouped in niches which are functionally autonomous. In our Æ
we identify three main types of niches: Intelligent Spaces Æis, Mobile Robots
Æmr and Knowledge Ecosystems Æke.

3.1 Intelligent Spaces

Æis deals with the physical space provided with intelligent devices. It consists
both of {αd} and {αc} agents. The former group controls either sensors like
cameras, PIR (Passive Infra Red), smoke and temperature detectors, or actuators
like controllers for automated doors or windows; the latter comprises cognitive
behaviors. In particular, whilst a group of agents implements user tracking using
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probabilistic state estimation techniques, others manage either interfaces with
users or other architectural modules, such as Æmr or Æke: these agents receive
high level goals issued by Æke, or to interact with Æmr in order to fulfill complex
goals in cooperation. Consider an user tracking system based on camera images.
This task involves the fulfillment of the goal gbb, i.e., to obtain bounding boxes
from image data. This is achieved by instantiating the following agent αbbe =
Abbe = {αd

cd, α
c
be}, where bbe stands for “bounding boxes extractor”, αd

cd is a
camera device and αc

be is an agent responsible for bounding box extraction.

3.2 Mobile Robots

Æmr manages both the low-level and (part of) the cognitive activities for a
mobile robot to operate. In our approach, a mobile robot is situated within an
intelligent space. Whilst it can be considered a mobile extension to the Æis, Æis

extends the sensing/actuating capabilities of mobile robots, thus making them
really ubiquitous as far as the device network is extended. For instance, a mobile
robot could sense what is going on in areas far from its sensing scope, or it could
request an elevator at its current floor without even being in front of it.

Analogously to Æis, complex behaviors are achieved through cooperation
among device and cognitive oriented agents [5]. With respect to the interaction
with other niches, specific interfaces exchange data with and receive commands
from Æke, and cooperate with Æis to purposively interact with the environment:
e.g., during a mission specified by Æke, mobile robot subsystems can commu-
nicate with Æis through a particular physical agent, αp

di, where di stands for
“device interface”; the communication is aimed requesting actions to be per-
formed by Æis, e.g., to aid robot navigation (to open automated doors, to call
an elevator for floor switching, etc.).

3.3 Knowledge Ecosystems

Æke is responsible for arranging information in patterns relating numerical data
to symbols, i.e., the symbol grounding [6]. In our approach, symbolic knowledge
representation and data fusion are managed by introducing αc

kb, an agent dealing
with knowledge bases represented using Description Logics (DLs). DLs consist
of both a Terminology Box (TBox), modeling concepts, descriptions and rela-
tionships, and an Assertional Box (ABox), describing the actual scenario using
the TBox ontology. αc

kb allows symbolic data fusion and representation using
two layers: (i) a model of the physical space to interact with and its related
information space; (ii) the data fusion structure, responsible for the creation of
meaningful concept instances (henceforth called “situations”) from base predi-
cates corresponding to sensor data. Furthermore, we assume the availability of
niches providing αc

kb with heterogeneous information (i.e., Æis and Æmr).
Finally, planning activities are achieved by introducing another agent, namely

αc
p, where p stands for “planning”. It receives a domain description and a problem

formulation as input, and computes a course of action - if it exists - to be executed
by agents belonging to Æis and Æmr.
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4 Knowledge Representation

Knowledge representation is concurrently performed by several cognitive agents,
operating on symbols originating from sensor data. Æke is organized in different
layers: (i) representation of physical and information spaces; (ii) data fusion; (iii)
situation modeling and assessment; (iv) planning and execution.

4.1 Representation of Physical and Information Spaces

Entity is a base concept for Object, User, Robot and Space. TBoxes maintain
topological representations of environments: a Space is divided in Areas, contain-
ing instances of Object. Beside common objects (e.g., furniture and appliances),
a particular group is Device. Their status is described by Predicates, which are
regularly updated through information provided by {αd} agents. Devices are
classified in either Sensors (characterized by a scope within the environment,
i.e., a collection of Areas) and Actuators.

User models users in the system. Space and Robot are used as abstract rep-
resentations of Æis and Æmr. Each Entity performs Actions. These include:
UserActions (e.g., ToBeSomewhere or ReadSomething), SpaceActions (i.e., executed
by Æis, as RaiseTemperature) and RobotActions. The third class depends on the
actual mobile robot capabilities: in our scenario, mobile robots are provided with
specific domains of expertise, such as navigation (e.g., MoveFromTo, UseElevator),
surveillance (e.g, PatrolArea, NotifySecurityStation), etc. Deliberative actions
are mapped into sequences of actions which can be either predefined or planned
on-the-fly according to the current Situations. Data is a basic concept for the data
types exchanged within the system. DeviceAgent and CognitiveAgent are then in-
troduced: the former uses an additional role specifying its controlled Device: for
each Device, a corresponding DeviceAgent is introduced.

The ABox contains instances of the concepts Device, Entity, Area, Data, etc.
Sensor data are mapped to specific instances of Data, and then in Predicates,
thus updating predefined roles of Device instances. They are not given a semantic
meaning: therefore, this layer does not suffer from the symbol grounding problem,
because association between sensor data and symbols is a priori designed.

4.2 Symbolic Data Fusion

Inferences in DLs are performed through subsumption. Given two concepts, C1
and C2, we say that C1 is subsumed by C2 (and we write C1 � C2) if C2 is more
general than or equivalent to C1. Given a concept C, we denote its description D
as D = δC, and its instances I using I = ξC.

Consider again user location tracking. We consider three sensors: one surveil-
lance camera and two PIRs. A niche is arranged as follows. αd

cam, αd
p1 and

αd
p2 are introduced. αd

cam provides raw images to a cognitive agent αc
bbe. It ex-

tracts bounding boxes that are fed to another agent, αc
blob, able to compute

color blobs from the bounding boxes. These data are used to associate bound-
ing boxes with users, whose dress colors are known in advance. αd

p1 and αd
p2
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can provide boolean information about the presence of someone in their sur-
roundings, according to the sensor range and position. Within the Knowledge
Base, cameraDev = ξCamera, while pirDev1, pirDev2 = ξPIR. Together, αc

bbe and
αc

blob are aimed at providing information about user identity, i.e., instances of
UserIdData � Data. pirDev1 and pirDev2 are managed by pirAgent. Each User

is described by a role id specifying its identity, such that ∀id.UserIdData, by
a Position (i.e., a collection of areas), and by a dress color. This data fusion
process is managed by αc

cul, which checks subsumption between the scope of
each Device. With UserIdData we identify the User whose location is to be com-
puted. It is initialized to cameraDev.scope = area1  area2  area3. If dp1 =
δpirDev1.scope = area2  area3 and dp2 = δpirDev2.scope = area2, we have
d � dp1 � dp2. As a consequence, dp2 = area2 is the new user location.

4.3 Situation Modeling and Assessment

Deliberative activities are carried out on the basis of the current Situations.
These are collections of Predicates, stating facts about the current state of the
entities. We model UserSituations, SpaceSituations and RobotSituations. The
first class models the status of Users, using intermediate base concepts (e.g.,
BeingSomewhere or ReadingSomething), related to Actions like ToBeSomewhere or
ReadSomething. Intelligent spaces model complex events occurring within the en-
vironment, such as TemperatureTooHigh, SmokeInTheRoom, etc. Mobile robots rep-
resent RobotSituations such as BeingSomewhere, AtFloor, Patrolling, etc. Specific
situations can be used to represent specific robot actions: WaitingForElevator,
GoingToNextLandmark, etc. For each Entity, its current state is inferred by consid-
ering the superimposition of the most recent instances of the Situation concept
relating the Entity itself to each intermediate base concept introduced so far.

The hierarchical Situation structure proves to be effective in practice: (i) it
is easily extensible: new branches can be added by creating new concepts, if the
system is able to distinguish among different situations through (a combination
of) sensor data; (ii) its creation can be automated through classification learning;
(iii) using the subsumption, a system exploiting the tree for managing an active
monitoring system can be easily implemented.

Once a symbolic structure S is updated, its description δS is added to all the
involved situations s. For each branching concept of our Situation hierarchy,
we must add a description δS: if the resulting δs is inconsistent, an alarm can
be fired; otherwise, a new classification is in place. In principle, whenever a
Situation has child concepts, the system can actively query the other agents to
receive the necessary information to push further the classification.

5 Planning and Execution

Æke predicts the effects of the system behavior over users, intelligent spaces
and mobile robots. Each Device is augmented with a description of its behavior
modeled as a state machine, with the purpose of: (i) modeling each device as a
fluent ; (ii) determining expected state values given the actual device state and
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inputs. The behavior of intelligent spaces and mobile robots is represented as
well. Once a deliberative process occurs, its effects (a sequence of Actions to be
performed) are instantiated within the knowledge base before execution [7].

From Situations to Problems. Up-to-date information about the system status
is provided by instances of Situation and Predicates. αc

kb is provided with tem-
plates of problems to solve: a base Problem concept is introduced, characterized
by roles specifying a current and a goal state, to be filled with instances of
Situation. The goal state can be specified in different ways: by the system itself
(as a consequence of previous inferences), by the user (after she has issued some
command to the system), etc. We distinguish among specific Problems: e.g., for
a mobile robot, we have NavigationProblems, ManipulationsProblems, etc. Cor-
responding current and goal states are classified, accordingly, using the corre-
sponding as Situations: i.e., NavigationSituations, ManipulationSituations, etc.

From Problems to Plans. Once a Problem has been instantiated, αc
pi (where pi

stands for “planning interface”) translates the required planning information
in PDDL3, a format compatible with STRIPS-like planners. This step requires
the translation of the required Actions and Objects. When dealing with spe-
cific problems (e.g., a NavigationProblem), only the corresponding actions are
included (i.e., NavigationActions). This information is then sent to αc

p. A solu-
tion, if it exists, is in the form of a Plan, i.e., a sequence of Actions that should
be perfomed by various agents to reach the goal state is introduced in the ABox.

From Plans to Execution. At this point, we adopt a planning scheme in which
there are high-level, generic Actions that, when executed, fire low-level, spe-
cific Problems to be instantiated and recursively solved by αc

p, thus interleaving
planning and execution. This approach proves to be robust with respect to un-
predictabile changes in the environment, because we are allowed to disregard
in the high level plan specific details about the environment, and to delay the
acquisition of current information at the time of low-level planning or execution.

6 Implementation and Experimental Results

{αd} agents exploit the Echelon LonWorks Fieldbus for distributed control. {αc}
agents, on the contrary, are implemented using ETHNOS, a distributed frame-
work developed in C++. Knowledge bases are developed embedding in an ETH-
NOS agent Classic, a Description Logic which guarantees sound and complete
subsumption inferences. Planning capabilities are achieved using SGPlan5 [11],
a PDDL3 compatible planner.

The overall capabilities of our self-designed robot Staffetta have been previ-
ously presented in [5][7]. Here we report about some recent achievement about
the cooperation of Æis and Æmr. Let’s consider the following scenario, which
describes a permanet set-up in our department. The Secretariat Office receives
a package, to be forwarded to our laboratory. Through a web interface, which
is managed by the αc

web agent in Æmr, a new TransportationProblem is instanti-
ated within αc

ke, i.e., to go to the Secretariat Office and bring the package to the
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Fig. 1. (Left) Staffetta entering the elevator; (Right) User tracking through cameras

Laboratorium. In cooperation with αc
p, a new high level Plan is created as follows:

1) GoTo(SecretariatOffice); 2) LoadPackage; 3) GoTo(Laboratorium). Let’s detail,
e.g., the first high level Action. The execution of GoTo(SecretariatOffice) in-
volves a complex navigation, possibly with floor switching. Assume that Staffetta
is at the second floor, inside the Laboratorium. The execution of the first Action
fires a new NavigationProblem: the precondition is atFloor(2)in(Laboratorium),
while the goal state is atFloor(0)  in(SecretariatOffice). Whilst the precon-
dition list is determined by the actual Staffetta’ Situations, the goal state is
automatically derived by the high level Action. Again, the problem specifi-
cation is submitted to αc

p, which produces the corresponding NavigationPlan,
constituted by a sequence of MoveFromTo to reach the elevator, followed by an
UseElevator action, and then by another sequence of MoveFromTo to reach the
SecretariatOffice. MoveFromTo actions are executed by retrieving in the knowl-
edge base the Landmarks that the mobile robot should visit in sequence. This list
is fed to the navigation subsystem of Æmr. Once all the landmarks are visited,
the single MoveFromTo action is accomplished, and Æke continues the execution.

On the opposite, UseElevator requires a tight cooperation with Æis (see
Fig. 1 on the left). At each floor, near the elevator door, our intelligent space
is provided with a device whose purpose is to manage mobile robot requests to
use the elevator. We call this device “beacon”, and we formally denote it as αd

b .
Through the αc

di agent, Æmr requests the presence of the elevator at the current
floor. The information channel between the two agents is managed by an Infra
Red channel, extension of the Echelon Fieldbus. This information is received
by αd

b , which notifies αc
e (a cognitive agent managing the behavior of the ele-

vator) about the request. αc
e maintains a queue of all the requests, and notifies

all the αd
b agents distributed at different floors about the state of the elevator

itself. Once the elevator is at the floor and the doors are opened, Staffetta is
ready to reach a Landmark located inside the elevator itself. Thus, through the
αc

di interface, Staffetta extends its cognitive capabilities observing the behavior
of the elevator. Once inside, Staffetta is continuously notified about the floor
switching. We can model this process by assuming that the robot is provided
with a virtual floor sensor : when the target floor is reached and the doors are
opened, Staffetta can exit from the elevator reaching a predefined Landmark.
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7 Conclusion

In this paper we presented a software architecture dealing with knowledge repre-
sentation and data fusion for integrated Robotics and AmI applications. Despite
its simple architecture, it is able to manage heterogeneous information at differ-
ent levels, “closing the loop” between sensors and actuators. Whilst an intelligent
space extends its capabilities through mobile robots, from the robot perspective
its cognitive capabilites are augmented through intelligent space-mediated dis-
tributed sensing. The system is able to process both numerical and symbolic
data. Based on the concept of an ecosystem of artificial entities, the system
architecture has been thoroughly tested in simulation, and part of it has been
used in a real set-up. Actual work is focused on expanding the data fusion ca-
pabilities through learning; moreover, the overall system is going to be tested at
Istituto Figlie di N.S. della Misericordia, Savona, Italy, an assisted-living facility
for elderly and disabled.
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Abstract. This paper addresses the issue of coordinating the operations
of multiple robots in an indoor environment. The framework presented
here uses a composite networking architecture, in which a hybrid wireless
network, composed by commonly available WiFi devices, and the more
recently developed wireless sensor networks. Such architecture grants
robots to enhance their perceptive capabilities and to exchange informa-
tion so as to coordinate actions in order to achieve a global common goal.
The proposed framework is described with reference to an experimental
setup that extends a previously developed robotic tour guide application
in the context of a multi-robot application.

1 Introduction

Autonomous robots team engaged in complex mission, such as mines clearing,
surveillance, service applications (see [4] for a review), must be able to coordi-
nate their actions in order to achieve a global common goal. To this purpose
an efficient network infrastructure must be put into place. Moreover, once a
proper communication channel is established, multiple robots may benefit from
the interaction with each other; for instance robots can exchange information
resulting from the collection of data from surrounding environment so as to
enhance individual robot perceptive capabilities.

Various classification of multi-robot systems have been proposed. Dudek, et
al. [6], for instance, have proposed a taxonomy on communication mechanism
and their cost to highlight that different multi-robot systems have very differ-
ent capabilities. Some of the works presented in literature achieve coordination
among robots through distributed control, as in the case of the Alliance archi-
tecture [7]. On the other side, the MARTHA project [2] assumes a centralized
control to coordinate a team of autonomous robots for transport application in
structured environment.

Recently, the task of closely monitoring and also of localizing moving objects
in a structured environment has been tackled by employing the wireless sensor
network (WSN) technology [1]. Such networks have been successfully employed
in the design of an indoor localization system [10]. Such system may be employed
as support for robots localization. The synergy between wireless sensor networks
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Fig. 1. The RoboNet architecture

and robotics has been analyzed for instance in [9], where the authors build a
network of mobile sensors that can be controlled in order to collect samples of
a distribution of interest, and also in [8], where some general design, cost and
scalability issues are discussed.

This paper describes RoboNet, a networking framework that extends a previ-
ously developed robotic tour guide application [5] in the context of a multi-robot
application; our system allows a team of robots to enhance their perceptive ca-
pabilities through coordination obtained via a hybrid communication network;
moreover, the same infrastructure allows robots to exchange information so as
to coordinate their actions in order to achieve a global common goal. Section 2
describes the underlying ideas and the motivation behind the proposed archi-
tecture, whose details are presented in Sections 3, 4, 5. A realistic application
scenario is described in Section 6.

2 The RoboNet Framework

The design of the proposed framework has been mainly motivated by the experi-
ence developed in the context of the experiments conducted at the Archaeological
Museum of Agrigento, Italy where findings from the close “Valley of the Tem-
ples”, one of the UNESCO World Heritage Sites, are collected. The purpose of
the framework is the coordination of a group of robots moving in a structured
indoor environment in order to manage automatically guided museum tours.
Museum managers would also like to be able to provide virtual visits. The qual-
ity of real visits, on the other hand, could be improved by careful planning, but
this requires collection information and studying the tourist flows; moreover,



Multi-robot Interacting Through Wireless Sensor Networks 791

it would be desirable to gather information also for surveillance purposes, so
these are further desiderata for our framework. Finally, very tight requirements
were posed by the museum board of directors regarding severe limitations on
the deployment of any intrusive hardware devices on the museum premises.

Figure 1 shows the main components of the RoboNet framework. A 3-tier
architecture has been devised to separate the main modules into functionally
correlated layers, the lowest of which provides basic connectivity by means of
two different network technologies; in the middle one data previously collected
are aggregated to extract information useful for localization or event detection
purposes, and finally the uppermost layer consists of an application layer protocol
that defines message formatting and exchanging. The following sections will
provide further details on each of the mentioned layers.

3 The Communication Layer

The lower layer includes the physical communication modules, that supervise
the communications among robots and between a robot and the Central Coor-
dination Unit (CCU). Moreover, this layer contains the modules necessary for
the low-level functions of the localization and proximity networks. A wireless
LAN will act as a backbone and provide connectivity to the robots, while lim-
iting modifications to the environment to the deployment of few access points,
with no cabling, in order to adhere to the previously mentioned requirements;
robots will use the standard IEEE 802.11a (WiFi) protocol to communicate
among themselves and with the CCU. A specialized wireless sensor network is
thoroughly deployed to assist robots in their self-localization phase, according
to the specifications of the Cricket project [10], this localization network is com-
posed of Mica2 motes equipped with a CC1000 RF transceiver and an ultrasonic
transmitter and receiver.

A few of those nodes are located at fixed positions in each sub-environment,
while another one (named listener, in Cricket terminology) is carried by each
moving robot. The same kind of nodes will also be carried by tourists, but,
rather than acting as listeners, will only exploit their RF transceiver in order
to provide proximity estimates. Proximity measures may still be used as an in-
expensive means for the robots to approximately estimate how many tourists
are “following” them and to plan the guided tour accordingly. Moreover, the
same proximity sensors may be placed at specific spots in order to gather statis-
tics about tourist flows by storing the IDs they sense over time for surveillance
purposes. Since robots are also equipped with standard WiFi cards in order
to communicate with the above mentioned backbone network, they are natural
candidates for harvesting data from proximity sensor nodes.

4 The Intermediate Layer

Data originating from the different kinds of networks described above will be
processed at the middle layer of the RoboNet architecture, in order to convert
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application-layer messages into physical-layer ones. Our framework achieves co-
ordination among robots by a specifically designed application-layer protocol
whose messages are carried by the WiFi backbone. Application-layer messages
will travel over UDP, managed by a simple loss recovery mechanism implemented
as a thin sub-layer. After a message is sent, an ACK is expected and, if a pre-
defined timeout expires before the ACK is received, the sender tries a retrans-
mission and waits for twice the timeout; in case of further failure, a loss is simply
notified to the upper layer.

Localization is realized by combining data coming from the analysis of internal
robots’ parameters and from the Cricket infrastructure. As described in [3], the
most recent version of the Cricket framework implements a Kalman filter to
assist a moving device in tracking its position. Following the directions of [11],
we provide each moving robot with an active localization device (the listener),
so beacon nodes, whose location is known, estimate distances to the listener
based on an active transmission from the listener itself. Since a mobile device in
the active mobile architecture sends simultaneous distance estimates to multiple
receivers, its performance is arguably better than with the passive mobile system
in which the listener obtains only one distance estimate at a time and may
have moved between successive estimates. As the listener is bolted to the robot
whose movements are constrained in two dimensions, we modify the original EKF
used to track the mobile device [11] considering a state vector composed by the
two locations coordinates in the plane and the heading direction (θ). To take
into account the information provided by the control data (i.e. the translational
velocity vt, and rotational velocity ωt applied to control the robot), we adapted
the prediction step of the EKF including a velocity motion model [13]. The state
prediction at time t is:

μ̄t = μt−1 +

⎛⎝− v̂t

ω̂t
sin(θ) + v̂t

ω̂t
sin(θ + ω̂tΔt)

v̂t

ω̂t
cos(θ)− v̂t

ω̂t
cos(θ + ω̂tΔt)

ω̂tΔt

⎞⎠ (1)

where μ̄t is the predicted state at time t and μt−1 is the state vector at time t−1;
v̂t and ω̂t are the translational velocity and the rotational velocity respectively,
generated adding Gaussian noise to the motion control ut = (vt ωt)T . The
estimated pose provided by the EKF is integrated with the one generated using
the previously developed particle filter algorithm [5]. In particular the posterior
distribution of the robot pose is computed as a weighted sum:

p(xt|zt, ut) = wwsn,tp(xt|zwsn,t, ut) + wrs,tp(xt|zrs,t, ut) (2)

where p(xt|zwsn,t, ut) is the normal posterior distribution computed with the
EKF taking into account measurements provided by the WSN (zwsn,t) and
p(xt|zrs,t, ut) is the posterior distribution computed by the particle filter given
the robot sensors measurements (zrs,t). The weights wwsn,t and wrs,t are a mea-
sure of the uncertainty of the corresponding pose estimates. In particular wwsn,t
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Table 1. Message Types

Message Type Description
SVC SIG used to signal the CCU about a new visit to be assigned .

SVC REQ used by CCU for starting the auction

SVC REPLY used by a robot to participate in the auction

TASK ASS used by CCU to assign a task to a robot

TASK ACC used by a robot to confirm acceptance of a task

SYNC REQ used by a robot to exchange its state with another robot

SYNC REPLY reply to SYNC REQ

is the likelihood p(zrs|xt) of the measurement model [13], while wrs,t is computed
as the inverse of the trace of the covariance Σt of the posterior distribution es-
timated by the Kalman filter. The original localization algorithm may thus be
customized to our scenario allowing better performance.

5 The Application Layer

For the purpose of the operations of the Central Coordination Unit (CCU),
the environment is modeled as a topological map representing the connectivity
and accessibility of the different regions in the environment. The environment is
thus split into a collection of sub-environments connected by passages, and the
relations of connectivity between the different sub-environment are captured by
a connectivity graph representation: a node corresponds to a sub-environment;
each sub-environment is univocally identified; an arc between two nodes exists
if the corresponding sub-environments are connected.

The condition of accessibility for each robot is modeled by partitioning the
connectivity graph and considering the subgraph representing regions reach-
able by the robot. A visit is described in the model by the sequence of sub-
environments to be showed to visitors. For the reasons stated above, a visit
generally needs to be split into a sequence of sub-visits each one guided by a
robot. The CCU governs the assignment of sub-visits to robots by an auction
mechanism. When a guiding service is needed the CCU is notified by either
the ticket counter or a robot, with the former case happening only once at the
beginning of a visit, while the latter may arise several times during the visit.
When a robot decides to cease guiding the group, for instance because it cannot
physically reach the next sub-environment, it communicates the remaining part
of the visit to the CCU. In practice, a request from a robot guide that ceased a
visit is identical to those issued by the ticket counter for a new visit and both are
encoded with the same message kind in the protocol. When the CCU receives
such a message it starts the auction by multicasting the request for a task to
the robots able to reach the first sub-environment of the visit. The robots then
reply to the CCU with their bid expressed as an estimate of the time needed
to start the requested visit. This estimates accounts for the time to get to the
starting point as well as the remaining time of the current visit, if any. The
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CCU collects the bids and sends the robot with the best bid a task assignment
message. Encoded in the message, beside the sequence of sub-environments to
be shown, are the IDs of the visitors. The receiver can reply to accept the task
thus ending the auction, otherwise another bidder must be chosen by the CCU.

5.1 The Message Exchange Protocol

We devised an application-layer protocol that allows the CCU to send and re-
ceive requests from robots and the robots to communicate with each other. CCU
and the robots will thus be involved in a negotiation process, similarly to what
happens in other works described in previous literature [12], where tasks are
assigned to entities only after a preliminary message exchange through which
entities with tasks to be executed select entities able to execute them. In our im-
plementation, messages will travel on the WiFi network showing a fixed 4-bytes
header followed by a variable length payload. The semantics of carried data de-
pend on the specific message type that is specified in the 3-bit “Msg Type” field;
this identifies one of the seven different types we are currently using for messages.
The source of a message is indicated in the “Source ID” field as a 7-bit integer
(the first bit is not used), whereas the next 8 bits carry the message destination
information; this field is 8-bit long, with the 1st bit is reserved for multicast
groups management. The “Destination ID” field contains the unique identifier
of any addressable entity in the RoboNet framework, namely every individual
robot or any predefined group of robots, with the address 0000000 reserved for
identifying the CCU. Unique IDs are also assigned to rooms and passages be-
tween rooms; moreover, as each visitor will be provided with a mote acting as a
tracking device, they may also be uniquely identified through that device’s ID. In
the following, such ID’s will be indicated respectively as RoomID, PassageID,
and V isitorID. As a group forms at the entrance, a list of V isitorID’s is created
and is transmitted to the CCU in a SVC SIG, CCU will then broadcast a SVC REQ

message to all robots through the WiFi backbone. The message will include the
room where service is required (i.e. the starting room for the tour). Each robot
will reply with a SVC REPLY message containing an estimate for its service time,
as explained above. CCU will then assign the task to one of the robots whose
reply has been received and that provided the best bid, and the corresponding
TASK ASS message contains the list of V isitorID and the list of RoomID (i.e. the
description of the “visit”). The selected robot will finally signal its acceptance
by sending a TASK ACC message to CCU. The complete set of messages is shown
in Table 4, together with a brief description.

6 An Application Scenario

In the course of the years, the Robotics Lab of University of Palermo developed
a robotic architecture that takes into account several suggestions from cognitive
science. The architecture has been successfully tested in the CiceRobot project
on tasks related to guided tours in the Archaeological Museum of Agrigento [5].
For the purpose of the current research, it is important to point out that the
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(a) (b) (c)

(d)

Fig. 2. (a) and (d) are respectively the graph representation and the map of the whole
environment. (b) and (c) are the connectivity graph for R13 and R12 respectively.

robot planning system is based on a 3D Robot/Environment Simulator. The
planning by simulation paradigm allows to easily and carefully perform those
forms of planning that are more directly related to perceptual information. The
proposed architecture has been deployed in the Archaeological Museum of Agri-
gento and is currently under test. Let us consider the multi-robot coordination
in our experimental setup. Supposing that a group of visitors is waiting at the
entrance; the CCU multi-casts a SVC REQ message to those robots that are able
to reach the entry (red and yellow/red robots in Figure 2). Each robot replies
with its estimated performance relative to the current task, i.e. the time it takes
to reach the entry: the simulated interaction between the robot and the environ-
ment allows to compute an accurate estimate of the robot performance. In the
example reported in Figure 2 both robots R11 and R14 are busy guiding visi-
tors, while robots R12 and R13 are idle. Even if R13 is the nearest robot to the
entry, the CCU allocates the task to the robot R12 as its performance estimate
is better. Actually R13 is not able to directly go from Room #3 to Entry Room
due to a slope that is too steep for it but not so for R12.
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Abstract. Mobility patterns in large cities has changed in the last
decades making traditional fix-line public transportation no longer effi-
cient to tackle the increasing complexity. Demand-responsive transporta-
tion leverages as an alternative where routes, departure times, vehicles
and even operators, can be matched to the identified demand, allowing
a more user-oriented and cost effective approach to service provision. In
this context, the design of a multiagent system is presented following the
agent-oriented software engineering methodology (AOSE) PASSI.

1 Introduction

In the last two decades, the mobility needs of European citizens have radically
changed. Several factors are responsible for these changes, mostly linked to modi-
fications in the organization of work and lifestyle pattern in urban environments,
moving to an increase of activity at the neighborhood level. These modifications
have greatly diminished the ability of regular public transport to satisfy the
travel needs of the citizens. Conventional public transport, based on buses and
trams operating on fixed lines is particularly efficient for well defined corridors
of movement with clustered travel demand.

The need to cover more diffuse travel patterns, varying periods of low demand,
city-peripheral journeys, as well as commuting trips often make conventional
public transport systems unable to guarantee the level of service required to ad-
dress the user needs. The use of Demand-Responsive Transport services (DRTS),
where routes, departure times, vehicles and even operators, can be matched to
the identified demand allows a more user-oriented and cost effective approach
to service provision. The adaptation of the transport services to match actual
demand enables cost savings to the operators, society and passengers.

On the other hand, software agents are defined as autonomous entities capa-
ble of flexible behavior denoted by reactiveness, pro-activeness and social abil-
ity [1]. Multiagent systems (MAS) consist of diverse agents that communicate
and coordinate generating synergy to pursue a common goal. This higher level
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of abstraction has allowed agents to tackle the increasing complexity of nowa-
days open software systems where integration, transparency and interoperation
among heterogeneous components are a must. Under such an scenario, the agent
paradigm has leveraged as an important modeling abstraction, in areas such as
web and grid service, peer to peer and ambient intelligence architectures just to
mention some cases.

The present work describes the design of a multiagent system using a particu-
lar AOSE methodology called PASSI [2] for the passenger transportation under
a flexible approach. It gives continuity to our past research [3] [4] on heuristics
for solving scheduling of passenger trips.

2 Related Work

The research on Multi-Agent Systems (MAS) has deserved an increasing interest
in the Intelligent Transportation Systems (ITS) domain. One ITS area of MAS
development has been Urban Traffic Control (UTC) systems. In 2000, Ou [5]
presented a UTC, which adopted MAS technology based on recursive modeling
method (RMM) and Bayesian learning. Ferreira et al. [6] presented a multi-
agent decentralized strategy where each agent was in charge of managing the
signals of an intersection and optimized an index based on its local state and
”opinions” coming from adjacent agents. Roozemond and Danko [7] proposed a
UTC model primarily based on several coupled intersection control Intelligent
Traffic Signaling Agents (ITSA), some authority agents and some Road Segment
Agents (RSA). In 2002, Cai and Song [8] introduced a traffic control model with
MAS, in which a more flexible agent self-control framework was described and
a multi-agent negotiating strategy was conceived.

Advanced Transportation Information System (ATIS) is necessary in ITS.
Adopting the agent technique can help to realize simple operations to obtain
driver information. In this sense, Kase and Hattori [9] proposed the InfoMirror
application that provides agent-based information assistance to drivers through
car navigation systems or on-board PCs. Adorni [10] presented a distributing
route guidance system, which allowed dynamic route searching using the coor-
dination capabilities of MAS.

Bus-holding control tackles the coordination of multiple lines of fixed-route
buses and the different stops, seeking the global optimality. In 2001, Jiamin et
al. [11] proposed a distributed bus-holding control approach in which a MAS
negotiation between a Bus Agent and a Stop Agent was conducted based on
marginal cost calculations.

In the solutions above, no AOSE methodology is used for specifying the sys-
tem, mainly due to a lack of maturity of AOSE methodologies at that time.
The aim of this work is to provide an experience in the design of multiagent
systems using the PASSI methodology and to present the design of an agent
system devoted to demand-responsive passenger transportation.



Design of a Multiagent Solution for Demand-Responsive Transportation 799

3 Flexible Public Transport Services

Demand Responsive Transport (DRT) services aim to meet the needs of differ-
ent users for additional transport supply. The use of flexible transport services,
where routes, departure times, vehicles and even operators, can be matched to
the identified demand allows a more user-oriented and cost effective approach
to service provision. The adaptation of the transport services to match actual
demand enables cost savings to the operators, society and passengers.

DRT can be seen as an element of a larger intermodal service chain, providing
local mobility and complementary to other conventional forms of transportation
(e.g. regular buses and trams, regional trains). In this context, DRT provides
a range of Intermediate Transport solutions, filling the gap between traditional
public bus services and individual taxis.

With respect to process implementation and management, the flexibility of
the system is expressed along two main directions: on one hand, users of DRT
systems must be provided with user-friendly instruments for accessing the ser-
vices (such as information, reservation, query update) in several different flexible
ways (the so called ”anywhere and anytime” access). On the other hand, the or-
ganization providing flexible services must be itself flexible, with the capability
of managing dynamic relationships in a pool of transport resources (vehicles),
which may sometimes have to change to better adapt the transport supply to
the dynamic demand.

To give answer to the above requirements, the architecture of a DRT system
involves a number of advanced telecommunications and IT tools. It often con-
siders a booking and reservation system to manage the customer requests and
a Travel Dispatch Center (TDC) for allocating trips and optimizing resources,
together with On-Board Units (OBU) in each of the vehicles to support the
driver. Communication systems and equipment are also needed to link the TDC
with both drivers (e.g. GPS/GSM-based vehicle location) and customers (e.g.
Internet, IVRS and palm-top top devices to assist customer booking). Finally,
smart-card based fare collection systems can be used additionally.

The final DRT service can be offered through a range of vehicles including
regular service bus, mini-bus, maxi-vans, buses and vans adapted for special
needs and regular cars. The use of each vehicle type depends on the transport
service to offer, the covered area and the target users.

4 PASSI Methodology

The Process for Agent Societies Specification and Implementation (PASSI) is
a step-by-step methodology for designing and developing multi-agent societies.
PASSI integrates design models and concepts from both OO software engineering
and artificial intelligence approaches using the UML notation. The design process
with PASSI is supported by PTK (PASSI ToolKit [17]) to be used as an add-in for
Rational Rose. Figure 1 shows the PASSI methodology, which is made up of five
models containing twelve steps in the process of building multi-agent. The models
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are: System Requirements Model, Agent Society Model, gent Implementation
Model, Code Model and Deployment Model. Because of space restrictions, the
present work will focus in the first model. Please refer to [2] for a more detailed
description on the whole PASSI methodology.

Fig. 1. The PASSI methodology

The System Requirements Model corresponds to an anthropomorphic model
of the system requirements in terms of agency and purpose. It involves 4 steps:
1) a Domain Description (D.D.), which provides a functional description of the
system using conventional use-case diagrams, 2) an Agent Identification (A.Id.),
leveraging the separation of responsibility concerns into agents, represented as
UML packages, 3) a Role Identification (R.Id.), consisting in use of sequence
diagrams to explore each agent’s responsibilities through role-specific scenarios
and 4) a Task Specification (T.Sp.), detailing through activity diagrams the
capabilities of each agent.

5 The Agent Architecture

The multiagent transportation system stands over the Jade Agent Platform[12],
which provides a full environment for agents to work. In the following subsec-
tions, the agent architecture is described in terms of the PASSI methodology
phases. In the following the agent system is described in terms of its System
Requirements PASSI model.

5.1 Agent Identification (A.Id.)

In this step the use cases capturing the system requirements are grouped together
to conform an agent. The diagram in Fig. 2 shows the identified use cases for
the transport systems and the leveraged agents.
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Fig. 2. Portion of the Agents’ Identification Diagram

The Client GUI plays an interface role, providing the means for the end user
(requester) to generate a trip request. They are also in charge of capturing the
description of the desired transportation service through a Trip Request Profile.
It also provides a channel for client-to-system events’ communication (e.g. a delay
or change on the agreed service) and for system-to-client events’ communication
(e.g. a traffic jam, or vehicle break down).

Vehicle GUIs are interface agents in charge of capturing the properties and
status of the real vehicle. The most important role of the Vehicle GUI is to moni-
tor the real vehicle while in service and inform their Drivers and Schedule agents
about any differences with respect to the planned trip plan or any eventualities
(e.g client no show, delay, detour, etc).

Trip-Request agent’s main role is to represent the client and his decisions con-
cerning the transportation request, residing on a device with more processing
power. This agent is responsible of having the client’s request fulfilled and of com-
municating him about the result. It is also responsible for events pre-processing
and managing the negotiation with the Planner.

The Broker’s main role is provides a publish/subscribe infrastructure that al-
lows vehicles to enter or leave the system freely and allows clients to query the
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system for available transport services. Hence, it knows which transportation
services are available and their characteristics. The Map is wrapping the un-
derlying Geographical Information System (GIS) providing the routes, distances
and times between points within the zone under service coverage.

The Planner processes all the clients’ requests coming through their Trip-
request agents. It starts a contract-net (CNP) [18] with the Schedule agents.
Therefore it manages all the proposals for a given trip-request coming from the
diverse Schedule agents representing each available vehicle. It is also in charge of
managing inbound and outbound events once an agreement has been reached.

The main role of a Schedule agent is to manage the trip plan (work-schedule)
of the vehicle. In practical terms, the agent will have to make proposals upon
Planner request and in case of winning will have to include the trip into its actual
plan. Upon changes (vehicle or client events) informed either by the Vehicle GUI
or Planner agents, the Schedule agent will update the plan and reschedule the
remaining requests.

Upon differences in the planning (due to breakdowns, traffic jam, etc) the
Schedule agent re-plans. In the case of having an infeasible trip request (mainly
due to the time-window restrictions), it informs the Planner agent about the
situation. The Planner makes a call for trip-proposals to try reallocating the
request in other available vehicle. In any case, the result is communicated to the
corresponding Trip-request agent, which will inform the client about the change.
This change may imply a different vehicle processing the trip only or also a delay
or an anticipation of the pickup and delivery times defined previously.

5.2 Roles Identification (R.Id.)

Roles Identification consists in exploring all the possible paths of the preceding
Agents’ Identification Diagram in Fig. 2. In fact, each ”communicate” relation-
ship among two agents can be in one or more scenarios showing interacting
agents working together to achieve a certain desired system behavior.

As example, the following Fig. 3 shows the scenario in which the Driver actor
communicates the system that the passenger did not show at the pickup point.
Each object in the diagram is described following the 〈role〉 : 〈agent〉 convention.
Therefore, this scenario involves the Driver and Accountability System actors
plus the vehicle, Schedule and Planner agents.

The scenario starts with the Driver communicating the absence of the pas-
senger at the pickup point through the Vehicle (agent) interface. This last one
requests its Schedule agent to process the absence, providing the trip details.
This request is processed by the Events’ Processing role of the Schedule. This
role performs two tasks: the first is the corresponding trip deletion from the
actual schedule while the second is the communication of such event to the
Planner. The first part is carried out by the schedule but through another role,
the Schedule Management. Finally the Planner informs the rest of the system
(the Accountability System in this case) about the event(Passenger Absence
Confirmation as defined in the ontology) in order to update its corresponding
trip-service registry.
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Fig. 3. Roles Identification for the ”Driver Communicates Passenger Absence at Pickup
Point” scenario

6 Conclusions

An agent system devoted to passenger transportation under a demand-responsive
approach was described. The PASSI methodology used allowed an appropriate
level of specification along its diverse phases. The present work focused in the
Agent Requirements model, providing a functional description of the system in
terms of use-cases, the identification of agents and the identification of agents’
roles through sequence diagrams.

Future work considers the inclusion of other actors and subsystems such as
the paying system, the accountability and traffic informants. Other issue is the
implementation of a high-level communication mechanism in order to provide a
dynamic participation in such a system.
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Abstract. In this paper we propose the use of a social robot as a majordomo 
interface between users and Smart Environments. We focus, in particular, on 
the need for the robot to plan its behaviour by taking into account factors that 
are relevant in public environments in which the robot has a “social” role. In 
this context, once the situation has been recognized, the robot uses a 
probabilistic model to trigger social attitudes towards the user that influence, as 
a consequence, the activation of its high-level goals. According to the most 
probable goals, the behaviour plan is computed by applying a utility-based 
approach that allows selecting the most convenient actions in that situation.  

Keywords: Social Robots, behaviour planning, ambient intelligence. 

1   Introduction 

In this paper we propose the use of a robot that acts as a kind of majordomo in public 
environments in which it embodies a “social” role. In this application context, taking 
into account social aspects become even more relevant when media are not boxed in a 
desktop computer but are integrated pervasively in everyday life environments [1]. 
Therefore, in evaluating possible approaches to the planning of the robot behaviour it 
is important to consider the interaction not only from the task oriented point of view, 
but also it is also important to take into account how social and affective attitudes 
influence its behaviour that may consist in a change in the environment configuration, 
in the presentation of information, in a direct dialog with the user or in a combination 
of these actions. In a previous phase of this project, we worked mainly on the 
recognition of the user requests by developing a model for recognizing the user 
attitude and communicative intent [2].  Now we are developing the behaviour planner 
in which we adopt a two-levels approach: first we use a probabilistic model for 
triggering the robot’s high level goals according to the recognized situation and then 
we select the plan that allow achieving these goals by maximizing the expected utility 
both from the social and the task points of view. In particular, we show our 
preliminary results in the context of planning the answer of a social robot acting as a 
responsible of a public space in which it substitutes a human responsible and reacts 
appropriately to social situations according to the social rules of the place as the 
human would do.  To test our approach we decided to use our research laboratory as 
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smart environment and Sony Aibo as social robot responsible for the environment. In 
this case Aibo had to perform the main task of dealing with people that show up in the 
laboratory by adopting a behaviour appropriate to the type of user request not only 
from the service point of view but also to the type of social relation that typically 
exists between the responsible of the laboratory and that type of user.  

For instance, let’s suppose that an unknown student enters in the laboratory 
without asking any permission and browses around, the human responsible for the 
laboratory is not present and the other people in the lab are busy in a meeting.  

A suitable behaviour that we would expect from the robot would consists in a 
combination of polite behaviour acts that make the student understand that there are not 
available resources and that he/she should come back in another moment, for instance 
when the human responsible is present, and then should dismiss the student. Considering 
the social and affective attitude, the robot should express to be sorry for not being able to 
help the student. In the remainder of this paper we will consider this as an example 
scenario for showing how our approach to planning works in this context.  

The paper is then structured as follows. In Section 2 we illustrate briefly the 
architecture of the agent acting as the environment majordomo; Section 3 focuses on 
behaviour planning and Section 4 shows how the adapted approach is instantiated in 
the scenario explained previously; Section 5 concludes the paper by outlining the 
preliminary results of the work and the elements that need further investigation. 

2   The Environment Majordomo Architecture 

The long term goal of our research is to develop an interface agent able to facilitate 
the interaction with public social environments. In particular, this agent should be 
able to answer appropriately to the user’s request, engage the user in social relations 
typical of that type of environment, provide context-aware information and 
explanation about the environment situation [3, 4]. To this aim, after having designed 
the agent basic architecture following the principle of the BDI approach [5], we 
started to develop its behavioural models (Figure 1).   

World Model 
Bel and Facts 

Social & Task 
Goals

Triggering 
Model 

High-Level Goals 

Planning 
Plan

Actuator  
Module 

Interpretation

Plan Library 

PerceptsSensors 
Speech
Gestures
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Fig. 1. Reasoning Schema 
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Such an agent has to be capable to translate a set of percepts, deriving from 
environment sensors and user’s inputs (requests, commands or actions in the 
environment), into as a set of beliefs, to build in its mind a view of the world in which 
it operates (World Model). According to the current state of the world the robot has to 
be capable to reason in order to trigger a set of high-level goals concerning its 
behaviour both from the social and the task/service levels. These high level goals are 
used to plan the agent actions in the environment that are most appropriate to the 
recognized situation. These actions may correspond to changes in the environment 
configuration and/or to communicative actions toward the user. Obviously, the 
reasoning process has to be dynamic and the agent has to monitor continuously the 
effects of its actions in achieving the triggered goals and eventually revise them 
accordingly.  

3   Behaviour Planning 

Deciding the behaviour of the environment majordomo agent requires a real-time 
approach to planning that takes into account: i) the domain dynamicity, ii) the 
uncertainty related to situation recognition and to action outcomes, iii) the possibility 
that the agent has incomplete knowledge of the world, iv) the activation of multiple 
goals with different priorities and v) the monitoring and eventually the revision of 
these goals as a consequence of failures or changes in its perception of the world. 

In order to meet these requirements, first we tried to formalize a general reasoning 
model; then, we tried to instantiate and apply it in the scenario described in the 
Introduction of this paper. 

3.1   Triggering High-Level Goals 

For reasoning about high-level goals and, afterward, about actions to perform, the 
robot needs to use a model that is able to handle uncertainty and incomplete world 
representation typical of this kind of domain [6]. In fact, interaction with smart 
environments contains various uncertainties that are mostly caused by the 
imperfectness and incompleteness of data or by the difficulty of a certain correct 
interpretation of human behaviour. Modelling approaches that employ the concept of 
probability, especially in combination with Bayesian methods, are promising 
candidates to solve these problems [7]. For this reason we use a combination 
Bayesian Networks (BN) and planning. In particular, high-level goal triggering is 
represented the BN model illustrated in Figure 2. 

In this model, root nodes represent contextual data deriving from the perceptions 
layer that handle data from sensors, user input and actions and also more stable user 
features such as age, role, sex, etc. These data can be used by the robot agent to 
recognize the current contextual situation according to which is the most probable 
state of the environment and of the user. Then, it is possible to infer which are the 
probable beliefs of the agent about the user and the environment situation. These 
beliefs are used to trigger the most probable goals, related to the task that the robot 
has to perform in the environment, and to the social and affective attitudes that the 
robot has to show in order to answer appropriately to the recognized situation. 
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Fig. 2. Abstract BN Model for triggering high level environment goals 

In our model, in order to keep some generality at this reasoning level, we adopted a 
nested approach to BN structuring. The root nodes of the network can be simple 
variables or can represent the result, in terms of probability distribution, of another 
BN that allows to reason on that particular context factor.  

3.2   Deciding the Most Appropriate Plan to Execute 

Triggered goals have to be actuated through plans of actions. When more than one 
action is possible in the current context, the robot has to decide which one to execute 
by considering its utility. Then, according to the set of possible actions that allow 
satisfying that goal, the robot selects the ones having a higher utility in the current 
context. Therefore, at a lower level, the decisional behaviour is modelled as a 
simplified probabilistic planning process. In the proposed approach, we use principles 
of decision theoretic planning for computing the expected utilities of plans and choose 
the plan candidate with maximal expected utility giving the evidences or probabilities 
outcomes of the variables as computed by the goal triggering BN. 

In particular given a plan P in the plan library associated to an intended goal G it is 
represented as a sequence of actions. Each action Ai in P consists in a set of 
preconditions and effects. Effects can be non-deterministic. The likelihood of 
preconditions and effects is represented by probability values. Those related to 
preconditions come from the probability values related to nodes in the high-level BN, 
while those related to effects have been computed empirically by gathering 
experimental data in the selected domain, as well as the values of the utility of each 
action in the plan. Since our agent uses plan recipes, we use a hierarchical conditional 
approach to their representation. In particular, actions Ai in a plan P can be primitive, 
and they can be directly executed by the agent through its effectors, or complex. 
Complex action can be further decomposed in a sequence of primitive or complex 
sub-actions. Obviously, if a node in the plan can be decomposed in multiple ways it is 
important to consider the outcome of each path of actions in order to select the most 
appropriate one. Then, the expected utility of a plan can be computed by considering 
the utility of all the actions that maximize the global outcome. Each action operator of 
the domain is represented as follows: 
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Name: A; 

Precond_list: ∀  pc precondition of A we denote with Precond(A, 
pc, prob)  the probability of that precondition pc in the 
current context; 

Effect_list: ∀  e effect of A we indicate with  
Effect_Prob(A, e, prob) the probability that an action A 
have that effect in the current contex, 
Effect_SocUtil(A, e, su) its expected social utility 
Effect_TaskUtil(A, e, tu) its expected utility in achieving 
the environment goal form the task point of view. 

The following is the procedure that the robot agent applies to calculate which is the 
best action sequence for maximizing the expected outcome. 

Given a goal Gi and a conditional plan Pi that formalizes a recipe for achieving that  
that goal, according to [8], we denote with E the evidence deriving by the observation 
of the world, or by the value of a variable in the BN after the propagation of the 
evidences characterizing the world, that influence a precondition of an action A.  

In this case, (1) computes the probability of the action A in the plan Pi to contribute 
at achieving successfully the goal Gi through its effects. 

P(A|E)= )(Pr_)|(
)(Pr

AobEffectExP
Aecondx

×∏
∈

 (1) 

Given the probability of each action Aj in the plan Pi, we can compute the expected 
utility of the plan Pi according to (2), where Utility(Aj) represents the utility value of 
the effect of an action in the plan. In our case we can compute the social utility or the 
task utility values or we can consider the sum of both values as expected utility. 

EU(Pi|E)= ))()|((
...1
∑
=

×
kj

AjUtilityEAjP  (2) 

4   Testing the Approach 

In order to test our approach we collect data useful for building the BN model and the 
plan recipes we conducted a study based on the interview technique. The experiment 
setting corresponded to the scenario described in the Introduction. 

We interviewed six people responsible for as many research laboratories asking 
them questions aiming at detecting which factors were influencing the behaviour of 
the responsible of the laboratory in terms of: a) environment context; b) user features 
and category; c) types of user’s requests; d) types of user’s behaviours. On the other 
hand, we asked to the interviewed subjects to describe their behaviours in relation to 
possible combinations of the factors mentioned above. 

The data collected as answers to these questionnaire were used as a training dataset 
for learning the model described in Figure 3, which represents the goal-triggering 
model in the described domain. In particular, context nodes are used to compute the 
probability distributions relative to the agent’s beliefs on the user situation 
(Bel(User_Sit)),  on his/her  intentions in entering in the laboratory 
(Bel(User_Intention)), on the current situation of the laboratory (Bel(Lab_Sit)) and on 
the availability of the requested resource. This is a nested node whose probability 
distribution is derived by another BN that infers which is the most probable situation 
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of the laboratory taking into account the devices and people situation in the 
laboratory. Moreover, from the results of the data collection study, we discovered that 
the user attitude (Bel(User_Attitude)) had an influence on the social behaviour of the 
responsible of the laboratory. This node is also a nested node, whose probability 
values change according to the result of another model, described in [2]. 

According to the current beliefs, high level environment goals are inferred, 
together with the social and affective attitude that are most appropriate to the 
situation. For instance, let’s suppose that the smart environment detects, through its 
and the robot’s sensors, the presence of an unknown student that with a quite 
unfriendly attitude browse into the laboratory without asking anything or without 
talking to anybody else present in the laboratory.  

As evident from the probability values of the BN in Figure 3, the robot will infer 
that, since the user is unknown to people in the laboratory that in that moment is quite 
busy, probably his/her intention is to use the laboratory devices without permission or 
to look for someone that is usually present in the laboratory or to talk to the 
responsible in order, for instance, to ask for a permission.    

 

Fig. 3. BN formalizing goal triggering for AIBO acting as responsible of a research laboratory 

In this case, the most probable goals that the robot has to achieve in order to 
imitate the behaviour of the human responsible will be: to show information about the 
laboratory rules (16%), to make the user understand the fact that the resources in the 
laboratory are not available (24%) and to dismiss the student (10%). 

On the basis of the triggered goals and in relation to their probability, the robot 
agent mind has to evaluate the utility of achieving the goal through a certain sequence 
of actions instead of another. In fact, a table look-up containing the relation among 
intended goals and conditional plan recipes aiming at achieving those goals will be 
consulted.  Then, the agent will calculate the expected utility of all paths of actions 
present in the plans that allows achieving the selected high-level goal and will execute 
the one with the higher utility in the current context.  
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Now, taking into account the scenario introduced previously in this Section and the 
probabilities values coming from the BN illustrated in Figure 3 we can compute the 
Expected Social Utility (ESU) and the Expected Task Utility (ETU) of each sequence 
of actions in the conditional plan in Figure 4 leading at the expected outcome 
(Bel(U,N/A_Resource)). In particular by applying (1) we have: 

 

P(A1|E)=0.1875 , P(A2|E)=0.3, P(A3|E)=0.33, P(A4|E)=0.37 and so on… 
 

and by applying (2) we have: 
 

ESU(P1.1[A1,A2,A3])=4,85 and ETU(P1.1[A1,A2,A3])= 4,45 
ESU(P1.2[A4])=0 and ETU(P1.2[A4])= 3,7 
 

and so on. 

A1:Express(sorry_for) 

A2:Request(come_back) 

AffectiveAttitude(sorry_for, p) 

Bel(U, Und(A,Sit), 0.75) 
SU=10, TU=0 

SocialAttitude(polite, p) 

Bel(U,  AnotherTime, 0.75) 
SU=10, TU=2,5 

AffectiveAttitude(neutral, p) 

A4:Inform(N/A_Resource) 

Bel(U, N/A_Resource,1) 
SU=0, TU=10 

A5:Reproach(NotGoodBehavior) 

AffectiveAttitude(reproach, p) 

Bel(U,  NotGoodBehavior, 0.7) 
SU=5, TU=5 

A6:Inform(N/A_Resource) 

UserSit(unknown,p) 

KnowAbout(U, N/A_Resource, 1) 
SU=0, TU=10 

A3:Inform(N/A_Resource) 

Bel(UserIntention,
WantToUseLab_NoPerm,p) 

Bel(U, N/A_Resource, 1) 
SU=0, TU=10 

Plan(A,Bel(U, N/A_Resource)) 

 

Fig. 4. A conditional plan recipe with effects probabilities and utilities 

Therefore according to the weight we want to give to the social part of the 
interaction or to the task accomplishment we can select the more appropriate path. 
Since several studies proven that robots acceptance in interacting with humans is 
higher when they show and establish a social relation with people [9][10] we decided 
to take into account the social utility of a plan of actions by giving the same weight to 
both components (ESU and ETU).  In this case, the plan of actions that seems to be 
the most appropriate according to the situation consists in executing A1 (the robot 
shows to be sorry for the situation), A2 (it asks to the student to come back later) and 
A3 (it informs the student that the laboratory is quite busy and the resources are not 
available). The plan will be then executed by Aibo by performing a sequence of 
informative and expressive actions. 
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5   Conclusions and Future Work Directions 

This paper has explored the potential of utilising a social robot as a smart 
environment majordomo. In this phase of the project we are focussing on developing 
the behaviour planner of this agent. In particular, it has been designed and 
implemented as a two-levels process. First, a Bayesian Network is used to model the 
triggering of the agent high-level goals. Then, based on the assumption that a rational 
agent should adopt a plan that maximizes the expected utility of its actions, we adopt 
a simple approach to planning that explicitly takes into account the utility of each 
action in the plan according to decision-theoretic approaches. In particular, the robot 
is able to plan and adapt its interactive behaviour not only from the service point of 
view but also to the type of social relation that typically exists between the human 
responsible of the laboratory and that type of user. From the first results, the approach 
seems sufficient for our practical application. In the future we need to deal with 
several open problems that concern mainly the dynamicity typical of this domain and 
the possibility to consider conflicts in computing a plan for satisfying social and task 
needs. 
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Abstract. In addition to the Database Comprehension Problem, where
diagrammatic conceptual data models are too large for a modeller or
domain expert to comprehend or manage, an Ontology Comprehension
Problem is emerging. Formal ontologies are, however, more amenable to
automated abstractions to improve understandability. Three ways of ab-
straction are defined with 11 abstraction functions that use foundational
ontology categories. Usability of the abstraction functions is enhanced by
associating the functions with a basic framework of levels and abstraction
hierarchy, thereby facilitating querying and visualizing ontologies.

1 Introduction

Information systems are rapidly increasing in size and complexity. This is caused
by, among others, database integration through global schemas (integrated con-
ceptual models) or large ontologies, such as [23,24,25], resulting from company
mergers or the desire to link scientific databases on the Internet. Moreover,
within the scope of the Semantic Web, large formal ontologies are being devel-
oped mainly by domain experts who often have not had any training in logics and
therefore rely on more convenient GUIs as interface to the logical theories, such as
the diagrammatic renderings with OntoViz and GrOWL. While this makes ontol-
ogy development more accessible to domain experts, it has the major drawbacks
that large diagrammatic logical theories do not fit onto one computer screen or
printable figure and the GUIs are poor in ontology browsing and querying op-
tions, thereby making the full contents of the ontology difficult to comprehend;
hence, in addition to the Database Comprehension Problem [2,8,9,19], there is
an analogous Ontology Comprehension Problem. Compared to most conceptual
data models, ontologies have at runtime a formal underpinning integrated with
it, which therefore makes it easier to develop solutions for managing user in-
teraction with those ontologies. An obvious solution is to avail of abstractions
as mechanism to go from finer to coarser-grained information to avoid detailed
representations that are not of interest for the user who chooses to ignore unde-
sired aspects whilst maintaining both levels of detail in the background in the
system (see also [20] and references therein). Extant proposals for abstractions
differ along three dimensions: language to which it is applied, methodology, and
semantics of what one does when abstracting. Concerning the latter, we identify
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three distinct ways of performing abstraction, which propagates to the types of
abstraction functions needed to manage ontologies and conceptual data models.
In addition, we use foundational ontological categories to type the functions,
thereby facilitating consistent implementation and reusability. Third, we intro-
duce more precisely the notion of abstraction level and abstraction hierarchy as
an additional framework, which eases computation in particular regarding query-
ing that can be executed as pre-processing step for visualisation of sections of
ontologies. Section 2 contains a summary of extant approaches of abstraction
and section 3 contains the main solutions we propose. We conclude in §4.

2 Related Works

A range of approaches to abstractions are described by [2,5,9,19]. The earlier
works on theories of abstraction differ along three dimensions—language, axioms,
and rules—and, as summarised by [5], concern topics such as abstraction for
planning, reduction of search, and logical theories; we are interested in the latter.
[2,9,19] provide overviews that focus on abstractions for conceptual models and
ontologies, which are logical theories that have essential graphical ‘syntactic
sugar’ for improved usability from the perspective of the domain expert. We
illustrate main issues with extant approaches.

Manual abstraction is used for UML modularisation, EER clustering and ‘ab-
straction hierarchies’, e.g., [8,13,19,21,27], that have the drawbacks that it is a
laborious, intuitive, not scalable, and ad hoc method. Concerning methodology
for abstractions, [2] introduced heuristics to simplify large ORM conceptual mod-
els, but they are tailored to ORM only and thus not directly applicable to other
knowledge representation languages [9]. Limited syntax-focused formalisation of
abstraction using Local Model Semantics of context reasoning is proposed by
[4], which address taxonomic generalisation (subsumption), which concurs with
[3,22,16]. This, however, ignores a crucial aspect of collapsing sub-processes into
a grander process and overloads their abs function, thereby in itself abstract-
ing away the finer details of the process of abstraction. Syntax abstraction aug-
mented with semantics was investigated by [14,16], extending [6,7]. [14] addresses
the important notion of “folding” formally: e.g., for a biology domain, the cat-
alytic reactions and proteins involved in the Second messenger system collapse
into that one entity type, and Cell contains (modular) subsystems (e.g., [18]).
The approaches can be structured according to topic and implementation foci
and the nature of the abstraction operations (see [9]). These solutions exhibit
three main problems: abstraction focuses only on the contents of a level, thereby
lacking a surrounding framework ; a general abstraction function abs does nei-
ther reveal what it is abstracting nor how ; extant proposed solutions are mainly
theoretical and not developed for or assessed on its potential for reusability and
scalability. In the next section, we introduce a basic framework, three types of
abstraction, and abstraction functions for both basic and complex folding oper-
ations, respectively, so that abstractions become scalable, are unambiguous to
implement, and amenable to automation.
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3 Abstractions

The various abstractions have different purposes at the conceptual level, re-
gardless implementation issues. What is abstracted away depends on multiple
factors; we focus on the type of abstraction, the procedure of (consecutive steps
of) abstraction, and on what type of representation/model the abstraction is
performed. The types are depicted in Fig.1, and they are defined as follows.

Definition 1 (R-abs). An abstraction is an R-abs iff the more-detailed type
φ abstracts into its related parent type ψ.

Definition 2 (F-abs). An abstraction is a F-abs iff a more-detailed theory T0

(with φ1...φn entity types, relations, and constraints among them) abstracts into
a single related parent type ψ in T1 that is distinct from any φi.

Definition 3 (D-abs). An abstraction is a D-abs iff a more-detailed theory T0

with φ1...φn entity types, relations, and constraints abstracts into theory T1 with
φ′

1...φ
′
m entity types, relations, and constraints, and m < n through deletion of

elements either from T0 to obtain T1 or from T0’s user interface.

Fig. 1. Three conceptually distinct kinds of abstraction operations. R-abs: the relation
is remodelled as a function; F-abs: folding multiple entities and relations into a different
type of entity; D-abs: hiding or deleting semantically less relevant entities and relations.

[4,5,7,9,16] mention ‘levels’ of abstraction, depicted in Fig.1 with the ovals, but
to the best of our knowledge, the notion of level has not been specified and used
specifically for abstractions. To be able to manage better both the abstraction
functions and complex base- & simple theory resulting from an abstraction, we
define an abstraction level as follows.

Definition 4 (Abstraction level). Given a base theory T0 and a simpler the-
ory T1 into which T0 is abstracted, an abstraction level, denoted with λi, is the
surrounding frame that contains Ti, which form a tuple 〈Λ, T 〉, where λi ∈ Λ
and Ti ∈ T , and λ0 4 λ1.
Observe that for any logical theory Ti (i.e., ontology or conceptual data model),
obviously the individual entity types, relations, and constraints are in Ti’s level
of abstraction λi and considered to be accessible for abstraction individually as
well. To put levels to use, we need a function to retrieve the level where a theory
or its entity types reside, labs : T → Λ, which is analogous to such functions for
granularity [11]; e.g., labs(T1) = λ1 (with λ1 ∈ Λ), which thus also holds for any
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type in T1 (if φ1 ∈ T1 then labs(φ1) = λ1). Last, to improve abstraction func-
tions as introduced in [4,14] and make a significant step toward their usability
for ontologies, we will avail of several ontological categories from DOLCE foun-
dational ontology [15]. DOLCE has an OWL version—the ontology language for
the Semantic Web—, is comprehensive and used across subject domains (see
for an overview: http://www.loa-cnr.it/DOLCE.html). In particular, we will use
DOLCE’s endurant ED for entity types (OWL classes), perdurant PD, and PT
for particular as top-type that subsumes any other type (owl:Thing in OWL).
With these preliminaries, we can proceed to the abstraction functions.

3.1 Basic and Compound Abstraction Functions

The basic abstractions for R-abs, (1-5), are listed in Table 1. They are straight-
forward relation-turned-into-function along a hierarchy in the formal ontology or
conceptual data model, with the two distinctions that functions (1-5) are typed
with ontological categories and have additional constraints to relate the entity
types to their abstraction level. The functions conform to the main relations in
the OBO Relation Ontology for bio-ontologies and the latest results on types of
part-whole relations [10,17]. Note that abstraction for spatial containment (4)
refers to both the type and region it occupies [10], and an addiitonal abstraction
function for proper parthood may be useful for bio-ontologies; that is, an absppo:
PT → PT where absppo(φ) = ψ, ppart of(φ, ψ), labs(φ) = λi, labs(ψ) = λj ,
and λi ≺ λj hold. The basic functions are trivially extensible for other ontolog-
ical categories and recurring relations in domain ontologies even if one were to
use a different foundational ontology, which can be of use in an implementation.
Considering DOLCE foundational ontology [15], several examples are given to
illustrate some of the possibilities to refine the abs functions further.

Example. i) Refinement of abs with EDs: Abstract non-agentive physical ob-
jects (NAPO) or amounts of matter (M) into amounts of matter (M), using
(sub-)quantities; e.g., Air and its M -part Oxygen or its NAPO-parts the types
of molecule such as O2 and CO2. Abstracting social agents (SAGs) like citizens
into society (SC), locusts into swarm, and so forth for entities denoted with col-
lective nouns and their members. ii) Refinement with PDs: Mapping processes
(PRO) into one event (EV ), e.g., Running into Marathon. ♦
The last basic operation, absd1, covers one of the two functions for D-abs, where
some type is deleted, which is primarily applicable to conceptual data models;
thus, φ ∈ T0, φ /∈ T1, with labs(T0) = λ0, labs(T1) = λ1, λ0 ≺ λ1, and T1 ⊂ T0.
Note that when an attribute that is the sufficient condition of φ is removed, then
the deletion implies φ ⊂ ϕ, hence a taxonomic abstraction (absisa).

With these basic abstraction functions, we have covered the most widely used
relations to construct hierarchies in ‘simple’ formal ontologies. Compound ab-
stractions are required to manage comprehension and visualisation of complex
formal ontologies and to enable abstractions for formal conceptual data mod-
els. The compound abstractions address F-abs and D-abs, folding two entities
or types in λi into a simpler entity or type in λj where λi ≺ λj . They are
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Table 1. List of basic and compound abstraction functions

Abstraction Constraints; comment
(1) absisa : PT → PT absisa(φ) = ψ, φ ⊆ ψ, labs(φ) = λi, labs(ψ) = λj ,

λi ≺ λj ; sub-supertype (class) abstraction
(2) abspo : PT → PT as (1), but part of(φ, ψ); part into its whole
(3) absin : PD → PD as in (1), but involved in(φ, ψ);

Abstract a part-process into the whole-process
(4) absci : ED → ED as in (1), but contained in(φ, ψ); Abstract a smaller

contained type into larger type
(5) abspi : ED → PD as in (1), but participates in(φ, ψ);

Abstract an endurant into a perdurant
(6) absd1 : PT → ∅ labs(φ) = λi, λi ≺ λj ; Abstract a type into

‘nothing’, deleting it from the theory

(7) absp1 : ED × ED → ED absp1(φ, ψ) = ϕ, where labs(φ) = λi, labs(ψ) = λi,
labs(ϕ) = λj , and λi ≺ λj

Abstract two endurants into another endurant
(8) absp2 : PD × PD → PD as in (7); Abstract two perdurants into a perdurant
(9) absp3 : ED × PD → ED as in (7); Abstract an endurant and a perdurant

into an endurant
(10) absp4 : ED × PD → PD as in (7); Abstract an endurant and a perdurant

into a perdurant
(11) absd2 : ED × Q → ED as in (7), but λi � λj , φ = ϕ; Remove an attribute

summarised in Table 1, (7-11). absp1(φ, ψ) = ϕ, has, e.g., Blood cell (a NAPO)
and Plasma (an M) as direct parts of Blood (an M). One could add more specific
functions that satisfy (8), such as an abs′p2: PRO × ST → EV for abstracting
Running and Being thirsty into Marathon. For F-abs, we have (9) that combines
perdurants and endurants into ‘systems’ that are endurants, such as Second mes-
senger system that is composed of enzymes and catalysis processes, and (10) has
its analogue with EER clustering and abstractions [8,19]; for example Orders
in the fact type “Customer Orders Book”, where the ordering process involves,
a.o., Billing, Paying, Supplier, and Shipment. Both functions require a constraint,
being that the input types have to be related to each other, ensuring that no two
arbitrary types are folded, but ones that are related so that a connected subset
of Ti is folded into a type in Tj, i.e., upon firing absp3 or absp4 ≥ 1 times for
elements in T ′

i , where T ′
i ⊆ Ti, then T ′

i is abstracted into ϕ where ϕ ∈ Tj.

Constraint 1 (folding). For each φ, ψ where absp3(φ, ψ) = ϕ or absp4(φ, ψ) =
ϕ, labs(ϕ) = λj, there must be either i) a predicate p such that p(φ, ψ) ∈ Ti that
is contained in λi or ii) φ = ED, ψ = p′ and ∀x(ED(x) → ∃y(p′(x, y))) in Ti.

Here, as with deletion (absd1), compositionality of the theory is i mportant, which
is a desirable feature from a computational viewpoint [5,16]; from the perspec-
tive of a domain expert it is debatable, because some details in the logical the-
ory really may be undesirable to develop tractable systems biology simulations
and making ontologies usable for ontology-guided applications [18,24,25]. For
f-abs this can be effectively managed with the current abstraction functions in
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conjunction with the levels. ϕ in Tj (in λj) is not a ‘new’ entity, but can be rep-
resented as element in the encompassing theory TΔ for the whole system that is
the union of T0, ..., Tn; hence, soundness and completeness can be preserved.

With the last main abstraction function, absd2, we address the remainder of
D-abs. Suppressing details from the interface to a logical theory can already be
done through toggle features, which lets the user select displaying more or less re-
lations, attributes, and so forth, like with the OntoViz plugin [26] for the Protégé
ontology development tool. This can be formally defined with absd2(φ, ψ), where
attribute ψ (a quality Q in DOLCE) folds away. But for (11), because nothing
changes to the underlying theory, we have labs(ϕ) = λj , ϕ = φ and Ti = Tj

and λi 4 λj . More functions can be defined for the other to-be-hidden elements
analogous to absd2. A software developer may want to label the abstraction not
ϕ but φ′ as approximation for φ, thereby communicating to the user that incom-
plete information is shown in the GUI and that further exploration (up to the
base theory Ti) is possible. This simple hiding breaks down with theories of over
about 100 entity types, and may need to be augmented with a generalisation [9]
of Campbell et al.’s [2] rules and their weights; a.o., hiding based on prioritization
where, e.g., existential quantification takes precedence over all other constraints,
and identification is more important than a non-key attribute. Thus, for a large
diagram—with logical theory in the background—one can find out what the im-
portant elements are. Reformulation of the rules, which are written by [2] as “if
φ then keep it” instead of “if φ then abstract it away”, is feasible; e.g., “Rule
3 : [keep] non-leaf object types” can be rewritten for parthood relations, where
¬(part of = R), as “Rule 3 ′: if part of(φ, ψ) ∧ ¬R(φ, ϕ), then abspo(φ) = ψ.”;
hence, the functions proposed here are compatible with [2,9] and are applicable
also to other conceptual modelling languages and ontologies.

3.2 Abstraction Hierarchy

By using abstraction functions (1-11) and Definition 1 for abstraction level, one
can create abstraction hierarchies. We define an abstraction hierarchy as follows.

Definition 5 (Abstraction hierarchy). Let T be set of theories, F denote a
set of abstraction functions, and Λ the set of levels obtained from using absi ∈
F on a theory T0 ∈ T , then an abstraction hierarchy H ∈ H is the ordered
sequence of levels λ0, ..., λn ∈ Λ, with n > 1, obtained from firing absi ≥ 1 times
successively on T0, T1, ..., Tn−1 such that λ0 4 λ1....λn−1 4 λn and labs(T0) =
λ0...labs(Tn) = λn hold.

For purposes of understandability on what the system does as well as ease of
implementation, we have restricted the abstraction hierarchy to one that is ob-
tained by firing only one type of abstraction function to create each hierarchy.
This definition differs with the k-level abstraction hierarchy from Knoblock et al.
[12], because they differ in both the scope and usage of abstraction: planning vs.
improving comprehensibility of large formal ontologies and conceptual models.
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3.3 Toward Implementation

Foundational aspects of abstraction generally suffer from the trade-off to make a
workable implementation: theory is there to guide implementation but for various
reasons, such as computational complexity, usability, and relative importance,
is not always strictly adhered to. The basic abstraction functions for R-abs,
however, have straightforward mappings to recursive queries with an additional
clause for the ontological category or type of relation. This is supported in,
e.g., ontology query languages such as XQuery and nRQL and database query
languages SQL and StruQL for ontologies that are stored in a database like the
FMA and GO [24,25]. The compound abstraction functions require engineering
work in CASE tools in addition to the recent results by [19,27]. Regarding F-abs

abstractions and any combination thereof for stepwise more elaborate folding,
they are useful for, e.g., coordinated UML-like modularisation and the ‘black
box’ software modules in biology and ecology [27,18]. Provided one uses a formal
version of UML (e.g., [1]), one can marry the functions with the UML-as-logical-
theory, yet have user-friendly interfaces like provided with CASE tools such as
Rational Rose. Such CASE tools also have UML packages, which can be reused
as diagrammatic support for abstraction levels and the hierarchies constructed
with them. With the indexing of abstraction levels, one can keep track of what
is abstracted into what more easily, and let a user select (query), say, 3 levels
more abstract in one go instead of step-wise clicking in the GUI. For instance,
from Hepatic Macrophage (a type of cell) in λ7 at once to the organ it is part
of in λ3 (which is the Liver), although behind the scene this involves recursively
going up the abstraction hierarchy with firing abspo 3 times.

4 Conclusions

Three conceptually distinct ways of abstraction were identified, consisting of
remodelling a relation between finer- and coarser-grained entities as a function
(R-abs), folding multiple entities and relations into a different type of entity (F-

abs), and hiding or deleting less relevant entities and relations (D-abs). Six basic
and five complex abstraction functions were introduced, which use foundational
ontological types for unambiguous specification and are easily extensible. Ab-
straction level and abstraction hierarchy were defined, thereby providing a means
for consist use of the functions and quick cross-level navigation in applications.
By having the abstraction functions at the conceptual level and their correspond-
ing formalisation, it simplifies understanding, provides space for extensions with
more abstraction functions, and makes them usable and reusable across imple-
mentations of formal ontologies and conceptual data models. Thereby abstrac-
tion is scalable and straightforward to implement as queries over the ontology
or conceptual data model or methods in software applications. We are currently
investigation in more detail the interplay between abstraction and granularity.
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Abstract. This paper proposes an approach based on the Ontology and 
transformation-based error-driven learning (TBL) to recognize Chinese proper 
nouns. Firstly, our approach redefines the label set and tags Chinese words 
according to the usage of proper nouns and their context, and then it extracts 
Characteristic Information (CI) of the proper noun from the text and merges 
them based on the Ontology. Secondly, it tags the training corpus following the 
new definition of Multi-dimension Attribute Points (MAP), and then extracts 
rules using the TBL approach. Finally, it recognizes proper nouns by utilizing 
the rule set and Ontology. The experimental results in our open test show that 
the precision is 92.5% and the recall is 86.3%. 

Keywords: Chinese proper nouns recognition; TBL; MAP; rule. 

1   Introduction and Methodology 

Chinese Proper Nouns (PN) includes Chinese person name, translated person name, 
location name, organization name, etc. The approaches used to recognize Chinese PN 
include the rule-based, the statistic-based approach and the hybrid approach which 
combining above two ones. Currently popular statistic-based models include HMM 
[1], cascaded HMM [2], SVM [3], ME [4], etc. Otherwise, as for the rule-based and 
hybrid approach, Tan [5] computed the certainty degree to recognize place name. Li 
[6] used boundary templates to recognize person name. Lv [7] used dynamic 
programming searching the best path to recognize the person name, location name 
and organization name, etc. 

Our research focuses on how to extract rules from the training set automatically 
and how to improve the quality of rules to achieve higher precision and recall. From 
our research, we found out that the context of PN and Characteristic Words (CW, 
defined in section 2.1) in PN were the most important information for Chinese PN 
recognition. We called them as Characteristic Information (CI, defined in section 2.1). 

Current approaches still have many limitations to use that CI set. Firstly, they 
usually extract PN following “Single Point Activation” principle, which means they 
just select the string as the candidate PN while there are characteristic words in that 
string. Therefore, sometimes the proper noun without the distinct characteristic words 
in it would be ignored. Secondly, some approaches just recognize PN from fragments 
after word segmentation. So they can’t recognize those PN when a part of them also is 
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a word, or the boundary character of PN and its previous or following character/word 
can form a word. Those limitations will cause the recall decreased by about 10% [8]. 
Furthermore, rule and statistic models are almost all come from experiences and 
experiments, so building those models are expensive and time-consuming. 

Therefore, we consider that a rule-based approach with a machine learning method 
to extract rules based on CI automatically is an appropriate way to solve above 
problems. This paper proposes an approach based on TBL and Ontology to recognize 
Chinese PN. Our approach extracts the CI set and then tags the training corpus 
following the definition of MAP (defined in section 3). Then it learns rules 
automatically from the Basic PN String (BPNS, defined in section 2.1) using TBL. 
Finally, it recognizes PN from the text using the rule set and reasons in the Ontology. 
In a word, our approach is illustrated as Figure 1. 
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Fig. 1. The process of Chinese PN recognition 

2   Extracting Characteristic Information 

Our training set is a Chinese news corpus with 6,060,060 words from the People’s 
Daily (Jan. 1 – May 31, 1998). The number of PN is 369,980, about 6% in that corpus 
and the basic approach we used to extract CI is the instance-based learning. 

Table 1. A part of redefined labels 

Labels Significance Examples 
CW Characteristic words have two types: 

PCW (CW at the beginning of PN) 
and SCW (CW at the end of PN). 

Suzhou City
(Beijing TV)  (Wang Lei)

FW Filling Word in PN 
NB Neighboring words in front of PN (As For Suzhou City)
NF Neighboring words following PN Wang Lei said
CO Conjunction in PN  (The Association of 

Student and Scholar) 
WI Word formed by its neighbor and 

head or tail of PN 
I told Yu Ping “told Yu” 

in Chinese forms the word “toward”  
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The original label set in the tagged news corpus can’t be used to extract CI, so we 
redefined a new label set and a part of them is showed as Table 1. The bold strings are 
PN and the underline strings are samples of label. 

The PN consists of PrePN and SufPN, and is defined as follows: 

Definition 1. <PN>={<PrePN> | <SufPN>} 
         <PrePN>=<PCW> <FW> 
         <SufPN>=<FW> <SCW> 

Definition 2. BPNS (Basic PN String): BPNS is a string including PN and its context, 
and defined as follow: 

<BPNS>= {<NB><PN><NF> | <NB><PN> | <PN><NF>| <PN><CO><PN>} 

Definition 3. Characteristic Information (CI): CI is the characteristic to recognize PN 
and it consists of CW, NB, NF, CO, WI, FW, etc.  

After we re-tag the original corpus with the new label set, we can obtain a PNS set 
with new labels and them we can extract CW, NB, NF, CO and FW easily from the 
BPNS set following the definition of BPNS. As for extracting WI, the comparing 
method is used to build the WI set. 

The size of the CI set is a very important factor that should be considered. We 
propose an evaluation function to evaluate whether one of CI is valuable for 
extracting rules. The value of that function Ci is defined as: 

iii fafrC =  (1) 

where fai is the total number that a string si appears in the corpus and fri is the total 
number that si is tagged as CI. 

Giving a threshold Cf, we delete those CI whose Ci is less than Cf. So most useless 
CI with low frequency are filtered. We set 0.01 to Cf from our experiments so that the 
CI set could cover 99.2% BPNS in the training set. 

Another way to reduce the size of CI set is to merge the similar CI based on 
merging rules and Ontology. After the merging work based on rules, we could get 
some combining BPNS, such as <NB><PN1|PN2|PN3……>, <NB> <FW1|FW2| 
FW3……><SCW>, etc. We also have built a language Ontology [9] to represent the 
hierarchical relation of words and Figure 1 shows a sample of that Ontology. 

……
(Transportation Tools) (Province Names) 

(Auto) (Bike) (Plane) (Train) (Jiangsu) (Sichuan) (Jilin)

…

 

Fig. 2. A sample of the Ontology 

Based on that Ontology, we can categorize some words to a class and use its super 
class to replace them. For example, there are three BPNS as follows: 
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    在(At)/NB江苏(Jiangsu)/FW立达(Lida)/FW自行车(Bike)/FW厂(Factory)/SCW 
在(At)/NB吉林(Jilin)/FW/第一(No. 1)/FW飞机(Plane)/FW厂(Factory)/SCW 

    在(At)/NB四川(Sichuan)/FW文三(Wensan)/FW汽车(Auto)/FW厂(Factory)/SCW 

Those BPNS can be merged to “在/NB <省名>/FW <立达|第一|文三>/FW <交通
工具>/FW 厂/SCW” while those words with underline are merged. Obviously that 
combined BPNS can be more general than above three ones. If there are 50 province 
names and 500 transportation tools, we can deduce 50*500=25,000 new BPNS 
instances from that BPNS. 

3   Tagging Attributes  

The original attribute tagging method provided by Eric Brill [10] is based on each 
single word, so each word is a one-dimension attribute point. We propose a novel 
conception - MAP which is based on multiple points and tags all attributes 
simultaneously. Our method doesn’t compose all adjacent points to a legal attribute 
point, but composes them just when those points could form a PN. 

Definition 4. Multi-dimension Attribute Points (MAP): MAP is a vector that points 
out the place of NB, PN, NF, etc in the BPNS. It is defined as: 

MAP= (P1, P2, P3) | (P1, P2) 

where Pi (1≤i≤3) is the word position in the BPNS, and the relation between BPNS 
and MAP is showed in Table 2. 

Table 2. The relation between the BPNS and MAP 

BPNS Type P1 P2 P3 
<NB><PN><NF> The position of NB The position of PN The position of NF 
<NB><PN> The position of NB The position of PN NULL 
<PN><NF> The position of PN The position of NF NULL 
<PN1><CO><PN2> The position of 

PN1 
The position of CO The position of PN2 

 
Definition 5. MAP relation 

    For any two MAP=(P1, P2, P3) | (P1, P2) and MAP’=(P1
’, P2

’, P3
’) | (P1

’, P2
’), 

    If (P1>P1’) or (P1=P1’ and P2>P2’) or (P1=P1’ and P2=P2’ and P3>P3’) Then 
MAP>MAP’, which means the size of MAP is bigger than that of MAP’; 
    If (P1=P1’) and (P2=P2’) and (P3=P3’) then MAP=MAP’; 
    If (P1<P1’) or (P1=P1’ and P2<P2’) or (P1=P1’ and P2=P2’ and P3<P3’) then 
MAP<MAP’. 

We tag attribute on words using the enumerative tagging method which extracts all 
MAP from the text and then tags them with the ascending order of the size of MAP.  

 
 



826 P. Li, Q. Zhu, and L. Wang 

We assume a sentence s is denoted as W1W2…Wn, and for each word Wi(1≤i≤n) in s, 

(1) If CIWi ∈ , then it seeks the legal MAP beginning at Wi; if not, it picks up the 

next word and re-executes this step; 
(2) If NBWi ∈  or PCWWi ∈ , it seeks the MAP from left to right in the sentence; If 

NFWi ∈  or SCWWi ∈ , it seeks the MAP from right to left;  

(3) If the legal MAP is not found, it picks up the next word and go to step (1); 
(4) The found MAP is tagged. If it has not only one attribute, the attribute with the 

highest frequency is selected;  
(5) If there is FW in BPNS, it uses the following method to tag FW: 
 If that BPNS is <NB><PN><NF> or <NB><FW><CW> or <CW><FW><NF>, 

then the word in the middle of the MAP is FW;  
 If that BPNS is <NB><CW><FW>, then the fragment following the CW is FW;  
 If that BPNS is <FW><CW><NF>, then the fragment in front of the CW is FW.  
(6) If there is WI in BPNS, which means a segmentation error is occurred during the 

word segmentation. Firstly that WI should be divided into two parts: the 
boundary word of PN and other part of the NB or NF. If there is a legal MAP, it 
segments that WI and tags the found MAP. 

4   Rule Learning  

TBL [10] is one of the most successful rule-based machine learning algorithms and 
we introduce the following rule system into our approach [11]. 

Definition 6. <Rule Set>=<Rule Chunk> [<Rule Chunk>] 
<Rule Chunk>=<Transform Rule> [<Transform Rule>] 
<Transform Rule>=<Trigger Condition> <Transform Action> 
<Trigger Condition>=<Test Item> [<Test Item>] 
<Transform Action>=<To modify the current tags> 

In the definition 6, a rule set contains many rule chunks, and each rule chunk is a set 
of transform rules for one special BPNS in which CI are used to identify such rule 
chunk. Each transform rule has two factors: the trigger condition and the transform 
action. The trigger condition is a set of CI for a special BPNS while the transform 
action is the action to modify BPNS’s labels. 

Definition 7. Transform Actions 

A-0: It modifies current label to invalid one according to the trigger condition; 
A-1: It affirms current label valid according to the trigger condition. 

Following that definition, the transform action of Positive Rule (rules indicate the 
existence of PN) is A-1 while that of the Negative Rule (rules indicate inexistence of 
PN) is A-0 and they come from trigger environment defined as Table 3.  

The purpose of building such trigger environment is to mine more general rules 
based on CW. The trigger conditions are extracted from trigger environment and the 
number of them is 92, so there are 184 transform rules that can be used in the rule set. 
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Table 3. The definition of trigger environment 

BPNS Type PS1 PS2 PS3 PS4 
<NB><PN> 
<NF> 

word in front of NB word following 
NB

word in front of NF word following 
NB

<NB><PN> word in front of NB NB word in front of CW 
<PN><NF> word in front of CW NF word following NB 
<PrePN1><CO>
<PrePN2>

word in front of CW 
in PrePN1

word following 
CW in PrePN1

word in front of CO word CW in 
PrePN2

<SufPN1><CO>
<SufPN2>

word CW in SufPN1 word following 
CO

word in front of CW 
in SufPN2

word following 
CW in SufPN2  

Our method to learn rules from each BPNS is based on TBL and Ontology.  
The first stage is to tag MAP in the training set and then creates a tagged corpus. 

The tagging method is described in section 2. 
The second stage mainly compares the original tagged corpus with our new tagged 

corpus and finds error labels in our corpus. Then it creates the candidate rule set 
following the definition of transform rule while the rule condition is the context of the 
word and the action is to correct the wrong label. 

The last stage defines another evaluation function F(r) to select the rule in the 
process of transformation-based learning firstly and the function F(r) is as follow: 

)()()( rErCrF −=  (2) 

where r is the rule, C(r) is the number of labels which are corrected by using rule r 
while E(r) is the number of labels which are modified to incorrect by using rule r.  

The algorithm to learn rules is as follows: For one type BPNS, it extracts all 
possible trigger conditions according to the trigger environment; 

(1) It calculates Ci in each BPNS and then selects the action from the type of CI;  
(2) According to the trigger condition and transformation action, it applies them to 

tag MAP and then calculates F(r; 
(3) It selects the rule with highest F(r) as the legal rule to apply to that MAP; 
(4) It goes to step (3) until F(r) is equal to 0 or less than 0; 
(5) It stores the extracted rule. If there are any other type BPNS which hasn’t 

processed, it selects one and goes to step (1); otherwise, the process is end. 

Otherwise, we also create 213 reasons to extend rules based on Ontology and the 
detail categories please refer to document [9]. Here is a sample: 

    If word w1 in the trigger condition tci and word w2=SubClassOf(w1) then w2 can 
replace w1 in tci and form a new trigger condition in the rule.  
    w2=SubClassOf(w1) means w2 is a subclass of w1. So using the reasoning 
mechanism, we can expand the rule set to increase the percent of recognized PN. 

5   Chinese PN Recognition 

Firstly, we segment words sentence by sentence using our segmentation tool [12] 
which doesn’t recognize unknown registered words. The precision of it is about 96%. 
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Secondly, we modify the result of word segmentation using the WI set. It compares 
the words in the text with the WI set. If there is a word Wi in the text is also existing 
in the WI set and the context of Wi is equal or similar to the context of such WI, the 
word Wi should be segmented to Wi1/Wi2 where Wi= Wi1/Wi2. 

Thirdly, we recognize all possible BPNS from the segmented text (section 3); 
Fourthly, we filter the illegal BPNS as follows: for each BPNS bpnsi: 

(1) If there is WI in bpnsi, it seeks a rule chunk which includes that WI; 
(2) It applies each rule in that rule chunk to bpnsi. If that WI of bpnsi meets the 

trigger condition of a rule or a new rule deduced from a reason based on such 
rule, it sets bpnsi to legal or illegal one following the rule’s action; 

(3) If all rules have been applied to bpnsi, then go to (4); otherwise, go to (1); 
(4) If bpnsi is a legal one, it keeps it; otherwise, it deletes it. 

Finally, we sort all BPNS by their F(r) from high to low and keep the highest one. 
Then PN set will be extracted easily following the structure of BPNS. 

6   Experiments and Discussion 

As usually, we conducted experiments on the Precision (P), Recall (R) and F-1 
measure (F-1). In our experiments, we used the above news corpus from January 1 to 
May 31 as the training set while the other one month (June 1 to June 30) data is used 
as the open test data and the data in January is used as close set.  

We firstly tag the corpus with our label set and there are 2,927,470 words with 
incorrect tag. By comparing incorrect tags with standard tags and using TBL 
approach, we extract 41,823 rule chunks and 142,185 transformation rules. Then rules 
are merged on Ontology, and we get 32,569 rule chunks and 67,483 transformation 
rules. So the size of rules is reduced by 52.5%. But with reasons based on Ontology, 
those rules can be deduced to a large rule set and cover more PN instance. 

The experimental results are showed in Table 4. When only using un-merged rules 
without Ontology, the open test show that the precision is 93.2%, the recall is 80.7% 
and the F-1 is 86.5%. When using merged rules with Ontology, the open test show 
that the precision is 92.5%, the recall is 86.3% and the F-1 is 89.8%. Using merged 
rules with Ontology, it achieves an improvement of the precision by -0.7%, recall by 
5.6% and F-1 by 3.3%. That result indicates that the merging method based on 
Ontology is an efficient method to improve the recall, because it makes the rules more 
general and high coverage. Furthermore, the reasoning mechanism of Ontology could 
be used to mine more PN. However, the precision decreases a little, but it’s acceptable 
and intelligible. The reason is the reasoning mechanism would expand the number of 
rules and merged rules are abstract and not accurate as the instance. 

By compared with other statistic-based approaches [2, 7] on the same corpus, our 
approach achieves a higher precision and F-measure while our recall is a little lower 
than them. Furthermore, our approach is good at extracting PN with complex 
structure, so our precision and recall of organization name is higher than that of other 
approaches. In our open test, the recall of complex structure PN including location 
name, organization name is 80.5% and the precision of that is 87.6%.  
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Table 4. The Precision, Recall and F-1 

 Rules Without Ontology Rules based on Ontology 
Test Type P R F-1 P R F-1 
Close Test 98.7% 95.6% 97.1% 97.5% 98.6% 98.0% 
Open Test 93.2% 80.7% 86.5% 92.5% 86.3% 89.8%  

One reason causes low recall is that we introduced CW into PN structure and some 
PN without CW in it would be missed. But if we ignore CW, the precision would be 
very low. So how to improve the representative of CW is our future work. 

The Ontology acts an important role in our approach, but currently our Ontology is 
in building and its size is quite small. It only contains about 62,000 words and their 
relations now. As is well known, there are many PN libraries available, including last 
name libraries, foreign person name and location name libraries, etc. So we should 
introduce them into our Ontology. 

7   Conclusion 

In this paper we introduce the TBL and Ontology to extract rules automatically from 
the tagged corpus and then applied those rules to recognize Chinese PN. The 
experimental results showed it can achieve higher precision and F-measure than that 
of other approaches. We also propose a novel MAP conception and the tagging 
method, and it would make extracted rules more efficient and representative.  
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Abstract. This paper describes a similarity measure for images to be
used in image-based localization for autonomous robots with low com-
putational resources. We propose a novel signature to be extracted from
the image and to be stored in memory. The proposed signature allows,
at the same time, memory saving and fast similarity calculation. The
signature is based on the calculation of the 2D Haar Wavelet Transform
of the gray-level image. We present experiments showing the effective-
ness of the proposed image similarity measure. The used images were
collected using the AIBOs ERS-7 of the RoboCup Team Araibo of the
University of Tokyo on a RoboCup field, however, the proposed image
similarity measure does not use any information on the structure of the
environment and do not exploit the peculiar features of the RoboCup
environment.

1 Introduction

Three are the main problems to be solved by any techniques of image-based
localization one can develop: (i) how to reduce the number of images necessary
to fully describe the environment in which the robot is working; (ii) how to
efficiently store a large data set of reference images without filling-up the robot’s
memory (it is common to have several hundred reference images for typical
environments); (iii) how to calculate in a fast and efficient way the similarity of
the input image against all the reference images in the data set.

Several works have been published that use the image-based localization ap-
proach (among the others [14][5]). Each work tried to solve these problem in a
different way. One of the most effective approaches to reduce the number of im-
ages needed to describe the environment is to mount an omnidirectional camera
on the robot. In fact, an omnidirectional camera can acquire a complete view
of the surroundings in one shot avoiding the need to shot at different gazing
directions. The most popular technique, to reduce the memory consumption of
the reference data set, is to extract a set of eigenimages from the set of refer-
ence images and to project the images into eigenspaces. The drawback of such
systems is that they need to further preprocess the panoramic cylinder images
they created from the omnidirectional image in order to obtain the rotational

R. Basili and M.T. Pazienza (Eds.): AI*IA 2007, LNAI 4733, pp. 831–838, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



832 A. Pretto et al.

invariance, as in [1], in [10] and in [7] or to constrain the heading of the sensor
as in [11]. An approach that exploit the natural rotational invariance of the om-
nidirectional images is to create a signature for the image based on the colour
histograms of vertical sub-windows of the panoramic image, as in [8] or in [6].
However, this approach based on colours might not be very effective in a general
environment with poor color information. An alternative approach to preserve
the rotational invariance of omnidirectional image is the one presented in [12],
which exploit the properties of the Fourier signature of the omnidirectional im-
ages.

Despite the effectiveness of the approaches based on the omnidirectional cam-
eras, it is not always possible to mount an omnidirectional camera on the robot.
A solution can be to constrain the movements of the robot in order to keep
the camera pointing at the same location [2], but this greatly limits the mo-
tion of the robot. An alternative solution can be to extract from the perspective
images some features that reduce the amount of required memory while retain-
ing a rich description of the image. A good example of this is reported in [17],
where 936 images were stored in less than 4MB by extracting features invari-
ant to translation and to some amount of scaling. However, to extract such a
large amount of images is time consuming, even if an automatic procedure is
available.

2 Image-Based Localization for ERS-7 AIBO

In order to minimize the reference images to be stored, our idea is to keep as
reference images two 180 degree panoramic views of the environment at every
reference location; whose two images fully captures the appearance of the en-
vironment at a reference location. How to store in a memory-saving way the
reference images and how to efficiently compare them with the input images
is particularly important when using a robot with limited storage memory and
limited computational resources, as the AIBO ERS-7 used in our experiments.
Nowadays, a very popular approach used also for image-based localization is
the SIFT approach proposed in [15]. However this approach is computationally
expensive and focuses on local features in the single images, rather than on the
global appearance of the environment. We developed an algorithm that allows
the ERS-7 robot to autonomously build two 180 degrees panorama images using
its standard camera and to stitch them together.

At the running stage, the 208 × 160 pixels image grabbed by the AIBO is
matched with subwindows of the 360 deg. panoramic image (the black sliding
window in Fig. 1(c). This can be done in an extremely efficient way, by effec-
tively exploiting properties of the wavelet signature we developed. The matching
returns similarity values that can be used to localize the robot. The fundamental
assumption in this matching strategy is the head and the neck of the ERS-7 are
always in the same configuration: same height and parallel to the ground. Im-
age grabbed in different situations simply are not used in the robot localization
process.
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(a) (b)

(a)

Fig. 1. In (a) and (b) two reference images, both taken by the ERS-7 at the same
reference position, but with opposite heading. In (c) their composed 360 deg. panoramic
image, with depicted the horizontal-sliding window used for input image matching. The
position of the window is related to the returned bearing angle.

3 Discrete Wavelet Transform Image Signature

For an effective vision-based localization strategy, we need to store the visual
memory of the environment (i.e., the reference images) in a compact and effective
way. Images should be represented using specific signatures that characterize the
content and some useful features of each image in the database. Signatures must
have very small size compared with image sizes. The signature of a query image
will be directly compared with the signatures of the reference images through
a specific metric called similarity measurement. In the image-base localization
context, a small similarity value between two images means that the two images
have been grabbed one close to the other.

A tool for non-stationary signal analysis (whose frequency response varies
in time, like in the images) is the Wavelet Transform [16]: it gives information
about which frequency components exist and where these components appear.
Wavelet features are successfully exploited in the image coding algorithms; for
instance, the upcoming still image compression standard JPEG-2000 [3] is based
on Wavelet Transform. As well, wavelet signatures are successfully used in im-
age retrieval algorithms, e.g. [9,13], and texture retrieval algorithm, e.g. [4]. We
exploited these properties of the Wavelet Transform using the Discrete Wavelet
Transform (DWT) coefficients in order to represent images in a compact way,
without losing information about location of the image discontinuity, shapes and
texture [13].

Discrete Wavelet Transform are used to analyze signals at different scale,
scale = 1/frequency. In single level discrete 1-D Wavelet Transform, the signal
is decomposed into a coarse approximation and a detail information (Eq. 3,3).
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Decomposition is performed convolving the input signal with a low-pass filter and
an high-pass filter. After filtering, according to the Nyquist’s rule, it is possible
to eliminate half of the samples. g() and h() low and high-pass filter depend on
chosen wavelet type.

ylow(k) =
∑

n

x(n) ∗ g(2k − n) (1) yhigh(k) =
∑

n

x(n) ∗ h(2k − n) (2)

The single-level discrete Wavelet Transform can be recursively repeated for fur-
ther decomposition of the previously ylow. In the 2-D case, the 1-D Wavelet
Transform is applied first on each row of the image. The process results in two
new matrices with half columns than the input image. A further 1-D DWT is
applied to the columns of the resulting matrices. At the end of the one-level 2-D
decomposition, m×m input matrix is decomposed in 4 m/2×m/2 matrices. In
Fig. 2 is shown a multilevel 2-D Wavelet decomposition: I is the input image, Ci

are the approximation coefficients, Hi,Vi and Di are respectively the horizontal,
vertical and diagonal detailed coefficients, i = 1, 2, . . . , n represent the recursion
level of wavelet decomposition.

Fig. 2. Multilevel 2-D Wavelet decomposition

3.1 The Proposed Signature

We use as image signature a 2-D Haar Wavelet Transform of the grey-level values
of the image. We decide to stop at 4-th level decomposition, and to characterize
images only by the detailed coefficients (horizontal, vertical and diagonal) of
this level. Thanks to the great properties of frequency localization given by the
DWT, it is possible to store only a few of Discrete Wavelet Signatures for the
references panoramic images: the subset of coefficients required for similarity
measurement can be extracted using a simple sliding-window strategy.

Haar Wavelet is chosen as wavelet type because of it is very effective in detect-
ing the exact instants when a signal changes: image discontinuity are one of the
most important features chosen in image-based localization. Haar Wavelet can
be easily implemented and they have very fast to compute. If one is interested
in image reconstruction phase, the Haar Wavelets are not the good choice, be-
cause they tend to produce a lot of squared artifacts in the reconstructed image.
However, we are not interested in the reconstruction phase, we exploit the DWT
coefficients to calculate the similarity.

Other wavelet type was taken into account: Daubechies’ Wavelets [16] family,
commonly used in image coding, were tested. Surprisingly, growing the vanishing
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moments of the wavelets (i.e. the Daubechies’ Wavelets order) performances
decade. Those Wavelets are better suitable than Haar to detect a rupture in high-
order derivative, but we are interested on detecting discontinuity and features
directly in the signal.

Coupling the 180-degree references images, we obtain panoramic 720 × 160
pixels images. By applying recursively 2-D Haar Wavelet Transform, we can re-
duce a lot the signature size. On the other hand, high level failed on represent
effectiveness feature of images, as edge and texture, useful for environment char-
acterization. Choice of decomposition level 4 is a trade off between a compactness
representation and a reliability similarity computation.

Coefficient of Haar Wavelet at level 4 pertains to 16 × 16 pixels square. In
order to achieve horizontal 1-degree accuracy, we need to calculate only 8 global
Discrete Wavelet Signature for every panoramic reference image, starting from
pixels with x = 0, 2, . . . to 14. Given the bearing angle of an input image, the
DWT coefficients can be effectively extracted from the right Wavelet table (from
the eight precomputed, the index of the table depending on orientation) with a
simple horizontal sliding-window strategy.

(a)

(b)

(c)

Fig. 3. (a) is an input image; (b) is the references image with the best match (100%);
(c) is the second best match (61%)using the proposed DWT signature

In our experience, the approximation coefficients are not well suitable for
image similarity computation: considering Haar Wavelet, those coefficients rep-
resent only the mean of the intensity of the pixels composing the macro-squares
(16× 16 pixels in our case). On the other hand, detailed coefficients can be used
to well detected and highlight image discontinuities, shapes and patterns. Our
image signature is based on those coefficients computed at level 4: approxima-
tion coefficients are simply discarded. As shown in [9], a coarse quantization of
these coefficients doesn’t affect the effectiveness of the Haar Wavelet coefficients
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in the image retrieval field. We tested a similar approach for our scope obtaining
very good experimental results. We simply represent detailed coefficients di as
−1 if di < 0 and as 1 if di ≥ 0. In this way, it is possible to storage every de-
tailed coefficient in only a single bit. Given the signature of an input images and
the right subset of coefficients of a reference image, we compute our similarity
measure as:

Sim = wh ∗
∑
m

∑
n

|Hi(m,n)−Hr(m,n)|+ wv ∗
∑
m

∑
n

|Vi(m,n)− Vr(m,n)|

+wd ∗
∑
m

∑
n

|Di(m,n)−Dr(m,n)|

(3)

Where m,n represent rows and columns of the detailed coefficients matrices,
Hi and Hr, Vi and Vr , Di and Dr represent the horizontal, vertical and diagonal
detailed coefficients respectively of the input and reference image. wh, wv, wd are
weights usefull to move importance through the three different set of coefficients
in the localization process. Our default value are wh = 0.5, wv = 0.25, wd = 0.25,
because of the large amount of vertical characteristic in indoor environment. The
memory saving of our approach is considerable: a gray-scale omnidirectional
reference image 720 × 160 = 115.2 Kbyte of memory can be represented by
our DWT signature with only 1.3 Kbyte. Experimental results will show the
reliability of our approach.

(a) (b) (c) (d) (e)

Fig. 4. Input images used for Fig. reffig:likelihoods

4 Experiments

We tested the system in a RoboCup Four-legged League 540×360 cm soccer field,
using a grid of 13 by 9 reference images. The images have been grabbed in known
poses regularly distributed all over the field. For every reference position two
180 deg. panoramic images were collected, using the technique explained in the
previous sections. A set of input images, taken in distinct known positions and at
different rotations, was used to test the proposed image similarity measure. The
ground-truth position of the AIBO for every input image was measured by hand
with an error less than 0.3 cm. In Fig. 4, five input images are depicted. In Fig.
5, the corresponding similarity values against the reference images are plotted.
The similarity values have been interpolated to obtain a similarity value for every
possible pose of the robot in the field. In the plot the darker areas correspond
to a higher similarity. The white cross represents the actual pose of the robot.
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(a) (b) (c)

(d) (e)

Fig. 5. Similarity values for all possible poses of the robot in the field, given the input
images of Fig. 4. Darker areas correspond to a higher similarity. The cross represents
the ground-truth robot position.

5 Conclusion and Future Works

We presented a new way to calculate the similarity between images to be used
in the image-based localization approach on autonomous robot with low com-
putational resources. The proposed technique exploit the properties of the Haar
Wavelet Transform. We presented a technique that enables a quick set-up of
the robot and of its localization system without requiring any previous knowl-
edge on the environment. Successful experiments on the calculation of the image
similarity of real images grabbed by a AIBO ERS-7 robot have been presented.
These results encourage the creation of a Monte-Carlo localization system that
uses this approach and make us feel more confident on exploring of the use of
this similarity measure to develop a visual topological SLAM strategy.
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Abstract. In this paper we are reporting about an ongoing project
LT4eL (Language Technolohy for eLearning) aiming at improving the
effectiveness of retrieval and accessibility of learning objects within a
learning management system. We elaborate the process of building the
domain ontology and present the multilingual support offered to the ap-
plication.

1 Introduction

The aim of the Language Technology for eLearning project (LT4eL, www. lt4el.eu)
is to enhance eLearning with Language Technology tools and resources as well as
with semantic information [8], [9] in order to provide new functionalities which will
enhance the adaptability and the personalization of the learning process through
the software which mediates it.

An important objective of the project is to enhance LMSs with semantic
knowledge in order to improve the retrieval of the learning objects. We take two
groups of users into account: educators and authors of teaching material who
want to compile a course for a specific target group and who want to draw on
existing texts, media, as well as learners who are looking for content which suit
their current needs.

Ontologies, which are a key element in the architecture of the Semantic Web,
have been adopted to structure, query and navigate through the learning objects
which are part of the LMS. The ontology plays two roles. One the one hand,
it is employed in the classification of the learning objects. Each learning object
is connected to a set of concepts in the ontology. This classification allows for
ontological search, i.e. search based on concepts and their interrelations within
the ontology. On the other hand, it makes multilingual search for learning objects
possible. In this case the ontology plays the role of Interlingua between the
different languages. Thus the user might specify the query in one language and
get learning objects in other language(s).
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The ontology will be integrated in the ILIAS Learning Management System
and we expect that the integration of ontologies within an LMS together with the
appropriate tools for navigation, will facilitate the construction of user specific
courses, by semantic querying for topics of interests; will allow direct access to
ontological knowledge; will improve the creation of personalized content and will
allow for decentralization and co-operation of content management.

The paper is structured as follows. In section 2, we present the developed
methodology for building an ontology relevant for the domain under consider-
ation, that is computer science for non experts. In section 3, we explain how
multilingual material (lexicons and content) was linked to the ontology. In Sec-
tion 4, we present the multilingual search scenarios which constitute the basis
for the specification of the cross-lingual search engine. Section 5 concludes the
paper and gives the directions for the future work.

2 Ontology Development

We intend to use the ontology to support cross-lingual semantic searches in a
repository of learning objects. Two aspects are critical for the the ontology in
that context and will therefore be evaluated carefully, i.e. consistency of the
taxonomical structure and domain coverage. Consistency of the taxonomy is
established by using the OntoClean methodology [4] and by linking our domain
ontology to upper ontologies. Domain coverage is evaluated in the process of
annotating our learning objects with concepts from the ontology, see below.

In this section we describe the methodology for the constructing a domain
ontology, linking it to upper ontologies and formalizing the concepts.

2.1 LT4eL Methodology

Within the LT4eL project the domain chosen is Computer Science for non-
specialists. Since no ontology covering the domain was available, we decided to
create our own ontology. In the following we describe the major steps of the
ontology creation process.

Processing of the Keywords. Once the learning objects for all languages
involved were in place (cf. [7]), we started to build the ontology by annotating
and extracting keywords from them using our keyword extractor(cf. [6], [8]).

The processing itself was performed in the following way:

– Selection of appropriate keywords We only considered those keywords which
relevant for our domain. Admittedly, this domain is large or vaguely de-
fined, and might contain concepts which are not, strictly speaking, related
to computer science at large, but are nevertheless associated to it, such as
the results of processes which involve computer, e.g. documents, and typical
domains of computer use, e.g. distance learning, desktop publishing, and the
web.
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– Collecting definitions
The Internet was searched for definitions of the selected keywords. The rea-
son behind that was to provide non-formal accounts of the meaning(s) of the
keywords. If possible, we selected several definitions for a concept in order
to reflect various aspect of the meaning and to have a textual basis from
which later on relations between concepts will be derived. From these sets of
collected definition we selected or compiled one canonical definition for each
concept.

– Polysemy
For polysemous keywords, two or more senses and, consequently, concepts
have to be established. For example the keyword word refers tothe linguistic
unit as well as to the Microsoft product. MPEG can refer to the organization
as well as the standard. Words senses which are irrelevant for our domain
have been not taken into account though.

Formalization of the senses. The next step was to formalize definitions for
the extracted concepts and relations in OWL-DL ([11]). For each meaning an
appropriate class in the domain ontology was created. This resulted in an initial
formal version of the ontology. This ontology was linked to upper ontologies.

Linking to upper ontologies. Linking our ontology to an upper ontology
has two advantages. First, we can inherit relations from the upper ontologies,
second, as a side product of this manual process the consistency and validity of
our ontology is checked and improved.

We considered the following criteria for the selection of the upper ontology:
(1) The ontology has to be constructed on a rigorous basis and to suit our do-
main; (2) it should be representated in an adequate formal language, preferably
OWL; (3) domain ontologies exist which have been constructed using this upper
ontology, and (4) support is provided by the authors of the upper ontology. After
an initial evaluation of the alternatives and consultation of other evaluations of
upper ontologies (cf. [12] and [10]) we selected DOLCE. This decision does not
aim at ruling out mappings to other ontologies, though.

In order to get appropriate taxonomic relations between the concepts in the
ontology and to facilitate the mapping to an upper ontology, we mapped each
concept to synsets of OntoWordNet [2], which is a version of WordNet 1.6
mapped to DOLCE ontology. The mapping was performed via the two plug-in
relations of equality and hypernymy. Thus, we created the taxonomical backbone
of our ontology. Later on we will add more types of relations. The connection
of OntoWordNet to DOLCE allows an evaluation of the defined concepts with
respect to meta-ontological properties as they are defined in the OntoClean ap-
proach – cf. [3], [14] and [5].

Our ontology was also mapped onto WordNet 2.0. This mapping provides
additional benefits. WordNet 2.0 is larger than OntoWordNet and has a richer
set of relations. Therefore, the mapping will enable us to derive more relations
between the concepts in our ontology. Furthermore, WordNet 2.0 is aligned to
SUMO and thus we get an indirect mapping to another upper level ontology.
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Since those two mappings have been performed independently of one another,
the outcomes can be used to cross-check the validity of each concept and relation.

Results. Our ontology currently consists of 707 concepts / classes formalized in
OWL and linked to WordNet and DOLCE ontology. In the following we present
the concept ‘WebPage’ as an example.

3 Mapping Multilinguial Lexicons and Content on the
Ontology

The main aim of the ontology in the learning management system is to enable
a conceptual search through the learning objects. Moreover we intend to offer
the user the possibility to perform this search multilingually. The connection
between content, user’s query and the ontology is realised through:

– mapping of lexicons in each involved language onto the ontology
– semantic annotation of the learning objects with ontology concepts.

In the following paragraphs we elaborate these two aspects.

3.1 Mapping of the Lexicons onto the Ontology

Terminological lexicons represent the main interface between the user’s query
and the ontological search engine. The terminological lexicons were constructed
on the basis of the formal definitions of the concepts within the ontology. In this
approach of construction of the terminological lexicon we escaped from the hard
task of mapping different lexicons in several languages as it was done in Eu-
roWordNet Project [13]. The main problems with this approach of construction
of terminological lexicons are that (1) for some concepts there is no lexicalized
term in a given language, and (2) some important term in a given language has no
appropriate concept in the ontology which to represent its meaning. In order to
solve these problems we, first, allow the lexicons to contains also non-lexicalized
phrases which have the meaning of the concepts without lexicalization in a given
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language. Even more, we encourage the lexicon builders to add more terms and
phrases to the lexicons for a given concept in order to represent as many ways
of expressing the concept in the language as possible. These different phrases
or terms for a given concept are used as a basis for construction of the regular
grammar rules for annotation of the concept in the text. Having them, we could
capture in the text different wordings of the same meaning. In order to solve the
second problem we modify the ontology in such a way that it contains all the
concepts that are important for the domain.

We could summarize the connection between the ontology and the lexicons
in the following way: the ontology represents the semantic knowledge in form
of concepts and relations with appropriate axioms; and the lexicons represent
the ways in which these concepts can be realized in texts in the corresponding
languages. Of course the ways in which a concept could be represented in text are
potentially infinite in number, thus, we could hope to represent in our lexicons
only the most frequent and important terms and phrases.

Here is an example of an entry from the Dutch lexicon:

<entry id="id60">
<owl:Class rdf:about="http://www.lt4el.eu/CSnCS#BarWithButtons">

<rdfs:subClassOf>
<owl:Class rdf:about="http://www.lt4el.eu/CSnCS#Window"/>

</rdfs:subClassOf>
</owl:Class>
<def>A horizontal or vertical bar as a part of a window,

that contains buttons, icons.</def>
<termg lang="nl">

<term shead="1">werkbalk</term>
<term>balk</term>
<term type="nonlex">balk met knoppen</term>
<term>menubalk</term>

</termg>
</entry>

Each entry of the lexicons contains three type of information: (1) informa-
tion about the concept from the ontology which represent the meaning for the
terms in the entry; (2) explanation of the concept meaning in English; and (3)
a set of terms in a given language that have the meaning expressed by the con-
cept. The concept part of the entry provides minimum information for formal
definition of the concept. The English explanation of the concept meaning facil-
itates the human understanding. The set of terms stands for different wordings
of the concept in the corresponding language. One of the terms is the repre-
sentative for the term set. This representative term will be used where just
one of terms from the set is necessary to be used, for example as an item of
a menu. In the example above we present the set of Dutch terms for the con-
cept http://www.lt4el.eu/CSnCS#BarWithButtons. One of the term is non-
lexicalized - attribute type with value nonlex. The first term is representative
for the term set and it is marked-up with attribute shead with value 1.
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3.2 Semantic Annotation of Learning Objects

After having mapped the lexicons to the ontology, we proceeded with the an-
notation of the Learning objects with the relevant parts of the ontology. The
annotation was made within the textual content of the learning objects. This
annotation allows us better search for learning content not only as whole learn-
ing objects, but also as parts of learning objects, for example paragraphs. The
annotation was performed as regular grammars within CLaRK System1, called
annotation grammars. Ambiguous cases are resolved by using rules implemented
as constraints within the system. For the purposes of the project the disambigua-
tion was done manually and in this way we construct a gold standard corpus of
LOs. As it was mentioned above in the lexicon we represent not only terms for
the concepts in the ontology, but also non-lexicalized phrases. This allows us to
construct better annotation grammars for corresponding concepts.

4 Crosslingual Search and Integration in the Learning
Management System

As we mentioned in sections 2 and 3 the ontology and the lexicons constitute
the backbone for the crosslingual search engine which we are integrating in the
learning management system. The engine is currently under development. In
this section we will present the user scenarios which constitute the basis of
the specification for the multilingual search, as well as the architecture for the
integration in the eLearning system. The user will specify within the learning
management system the languages in which he intends to retrieve documents.
The annotation described in section 3 has to be performed for all documents to
be searched.

Under these assumtions a search scenario from the user’s point of view implies
following steps:

– Submit query. User submits a free text query.
– See document list. A list of documents is displayed with meta information

like: title, length, original language, keywords and concepts that are common
to both the query and the document, other keywords and concepts that are
related to the document but not to the query.

– See concept browsing units. Each concept that is assumed to be related to
the search query, is presented to the user together with its neighbourhood
from the ontology (related concepts and relations between the concepts)
calles ”browsing unit”. If no concept related to the search query is found,
the root of the ontology with its neighbourhood is chosen as the browsing
unit.

– View documents. User views the documents from the list.
– Browse ontology. User browses the ontology: starting from the presented

concepts, he navigates to related concepts, and concepts that are related to
those.

1 CLaRK System is an XML-based system for corpora development:
http://www.bultreebank.org/clark/index.html .

http://www.bultreebank.org/clark/index.html
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– Select concepts. User selects ontology fragments (sets of related concepts,
possibly only indirectly related) from the presented browsing units.

– Select search option. this step will be detailed in the following paragraphs
– See new document list. A new list of documents is displayed, based on only

ontologicalsearch
– See updated concept browsing units. As in step 3, but now, those concepts

are presented, that are common to at least N of the found documents; this
includes the concepts that were used as the search key but might include
further concepts. The number of documents, specified by the parameter N,
can be relative (a percentage of the number of found documents) or absolute.

– Repeat steps from step 6 (Select concepts). User selects another set of related
concepts and submits it as the search key, etc.

With respect to the search option, we are implementing folowwing four starte-
gies for combining ontology fragments

– fully disjunctive search: find documents, in which any of the concepts from
any of the selected fragments occur

– disjunctive within fragments, conjunctive between different fragments: find
documents, in which from each ontology fragment at least one concept occurs

– conjunctive within fragments, disjunctive between different fragments: find
documents, in which at least one ontology fragment fully matches: every
concept of the ontology fragment must occur in the document

– fully conjunctive search: find documents, in which all of the selected concepts
from all of the ontology fragments occur

The steps 1 to 10 are currently formalized in functional modules composing
the search engine.

The crosslingual search will be integrated together with the other component
developed in the project (keyword extractor, definitory context finder) in the
eLearning Management system ILIAS. The bases for the integration process are
the use cases defined for the keyword extractor, the definitory context finder and
the ontology enhanced searching and browsing capabilities. The use cases have
been the major input for the specification of a web service interface between
the language technology tools and the learning management system. It is a ma-
jor goal of the project to make the language technology based functionalities
re-usable for other learning management systems. To make the integration of
the tools as easy as possible, the interface of the tools will be well-documented,
standards-based and technology independent. The implementation of the inter-
face as web services should ensure that these goals are met.

The major components of the integration setup are the language technology
server and the learning management system. The language technology server pro-
vides the keyword extractor, definitory context finder and ontology management
system functionalities. The tools are developed using the Java programming lan-
guage and are hosted on a Java web server. The functionalities can be accessed
directly on the webserver for test purposes or they can be used by the learning
management system through the web service interface.
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The fact that multiple developers are working on different parts of the overall
structure has led to the decision to setup a Subversion server as a central code
repository. The project partners have also decided to make the results immedi-
ately available to the general public and to give everyone the opportunity to join
and collaborate with the project. The source code is available under an open
source license and it is hosted on the SourceForget.net portal for open source
projects at https://sourceforge.net/projects/lt4el/.

5 Conclusions and Further Work

In this paper we described a possible enhancement of search facilities in an learn-
ing management system through ontological support. Particulary we focused on
the multilingual character of the problem.

We are currently working on the implementation of the multilingual engine
and validation of the multilingual scenarios, as described in Section 5. The exten-
sion from monolingual search to multilingual search triggers additional problems
like:

– Ranking throughout languages: The user is maybe less interested in receiving
a list of documents classified per language. Another possibility is to display
the complete list according to the same ranking criteria, and for each docu-
ment indicate its language. In this way, the user can compare the relevance
of two documents even if they are in a different language. A further refine-
ment could be to include the language as a ranking criterion by giving a
bonus which differs per language; the bonus could still be overruled by the
annotation frequency criterion.

– Parameters: A number of decisions do not have to be taken when implement-
ing the search functionality, but should be known at runtime and therefore
treated as parameters:
• Possible languages of search query (in which lexicons should we look?)
• Retrieval languages
• Show concepts that are shared in at least N of the found documents
• If less than N documents are found for a certain concept: try with su-

perconcept and subconcepts
– Documents annotation with relations: In the current approach, only concepts

and no relations are annotated in the documents. Relations between concepts
are only known to the ontology and serve as a connection between concepts.
They are used to find related concepts, automatically as well as for manual
ontology navigation. An extension could be to annotate in the documents
those relations between the annotated concepts that are valid for the docu-
ment. Then, for example, a user can search for documents that contain the
concept ‘computer memory’ only if it is described as ‘part-of’ another con-
cept. We are currently investigating the possibility of introducing relations
corresponding to some pedagogical criteria, like the ACM-Ontology.

Within the learning management systme we already integrated a keword
search engine (Lucene). The evaluation of the cross-lingual retrievel engine will

https://sourceforge.net/projects/lt4el/
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be based on precision and recall measures comparing these 2 approaches. We are
defining now also quality measures to prove that the ontologica search improves
also the learning performance of users. We are intending also to compare the
ontological search with statistical based methods like inverted index or LSA
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Abstract. In this paper, a hybrid genetic algorithm (HGA) has been developed 
to solve the constraint-based school timetabling problem (CB-STTP). HGA has 
a new operator called repair operator, in addition to standard crossover and 
mutation operators. A timetabling tool has been developed for HGA to solve 
CB-STTP. The timetabling tool has been tested extensively using real-word 
data obtained the Technical and Vocational High Schools in Turkey. 
Experimental results have presented that performance of HGA is better than 
performance of standard GA.   

Keywords: school timetabling, genetic algorithms, planning and scheduling. 

1   Introduction 

The Timetabling problem is computationally NP-hard, therefore, it is very difficult to 
solve using conventional optimizations techniques. It has been frequently studied due 
to their wide range of applications, such as the traveling salesman problem, 
scheduling problem, employee timetabling, universities or high school timetabling. 
The School Timetabling Problem (STTP) is the planning of a number of meeting 
lessons or exams, involving a group of students or teachers for a given period and 
requiring given rooms or laboratories according with their availability and respecting 
some other constraints.  The basic timetabling problem in a school consists of finding 
time-slots for a set of exams or lessons. A set of timetabling tasks is directly related to 
the satisfying a set of constraints. In most cases, although solutions are acceptable, 
there are many of hard and soft constraints remain violated [1].  

There are many researcher have introduced models and algorithms for solving 
STTP problem. Recently, there has been a lot of attention paid to the problem of 
automating the construction of university and high school timetables. Many different 
methods have being tried, including simulated Annealing [2], tabu search [3], 
variations of genetic algorithms [4,5]. A standard GA does not yield desired 
timetables, because of violation of many constraints. This is a situation that has been 
noticed in several other implementations. Many researchers have used different 
hybrid operators to reduce of computing time and reduce the number of violations for 
some constraints. Wilke et. al. [6] are used Hybrid Genetic Algorithms for solving 
German High School. Their use direct representation of the problem and applies an 
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adapted mutation operators as well as several specific repair operators. But, their 
using operators are applied randomly, according to a given hybrid repair probability 
parameter. Stefano et. al. [7], have used with two heuristics based on local search, 
implemented by the intelligence mutation and improvement operators for solving 
Italian school system.  Burke et. al. [8], have proposed some heuristic operators to 
improve solutions. Deris et. al. [9], have proposed a hybrid algorithm with constraint-
based reasoning. Michalewicz [10], has used special operators which are designed to 
generate feasible solutions. 

This paper presents a new HGA approach to solve CB-STTP. HGA have been used 
to produce desired solutions and used an adaptive mutation and crossover operators. 
Repair operator is used to fix some chromosomes with duplications or absents of 
genes. The proposed algorithm is tested using the data of the Technical and 
Vocational High Schools in Turkey. The timetabling tool has been developed to using 
C++ Builder 5.0 language. The experimental results showed that the performance of 
the HGA is better than the standard GA. 

2   School Timetabling 

The school timetabling problem, which has an important role typically on planning of 
education, is a special kind of the optimization problems in real-word. School 
timetabling models must accommodate the characteristics and regulations of specific 
education systems. Therefore the problem under consideration varies from country to 
country. 

2.1   Structure of the Problem  

The data used this study, is the actual information of the Gazi Anatolian Technical 
and Vocational High Schools in Turkey. The students attend Technical High school 
up to 4 years and Vocational High Schools up to 3 years. Both of them, first year 
training is all nearly same. Timetable consists of 12 consecutive 40 minutes time-slots 
per day, having 5 minutes allocated as a break between courses, starting at 8:00 AM 
for 5 days. Vocational High School students go to industry to for vocational training 
in three days of a week. In these days, the students have no courses at school. 

Structure of the data consists of the number of time-slot of lessons in a week. A 
timetabling is characterized by events, such as classes, teachers and rooms. Here, each 
one of event is automatically appointed ID. A graphical user interface has been 
developed to facilitate the input data, as can be seen in Figure 1. As can be seen from 
figure 1, the column dimension consists of weekdays, and the row dimension consists 
of several time-slots within each weekdays.  These time-slots are directly related to 
the satisfying a set of constraints. These constraints are classified as hard constraints 
and soft constraints. 

2.2   Constraints Definition 

The constraints are the most important for the school timetabling to obtain good 
performance. These constraints are classified into two categorized. First, those 
constraints are called hard constraints. All of them, that must be satisfied completely 
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Fig. 1. Structure of data for STTP 

in a timetabling. Second, those constraints are called soft constraints. Some or all of 
them may be violated provided that the penalty value. However, it is desired that all 
of the soft constraints should have minimum value. The school timetabling problem, 
based on a thorough analysis of the Turkish Technical and Vocational High School, 
the following a set of general constraints has been identified.  

 

Typical hard constraints: 

1. No teacher can teach two different classes at the same time 
2. No two distinct classes can be held in the same room and time period. 
3. Specific time-slot have to be closed or blocked, (no course hour is 

assigned) 
4. Some of time-slots are closed for each of teacher. Consider a ten hour-

long practical experiment. 
5. Specific room requirements must be closed to take into 

considerations(i.e., lab) 
Typical soft constraints: 

6. Neither students nor teachers like timetables with a lot of empty slots 
(empty periods between lessons) 

7. Teacher’s preferences for time-slots for their classes  
8. Time-slots of the same lesson should be distributed uniformly over the 

week. 

3   Hybrid Genetic Algorithm for STTP 

3.1   Background of Standard GA  

GA’s are a heuristic solution-search or optimization technique, originally motivated 
by the Darwinian principle of evolution through (genetic) selection. A GA is a 
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parallel search method that manipulates a string of numbers (a chromosome) in a 
manner similar to the laws of evolution and biology. GA starts with an initial set of 
random solutions called populations and each individual in the population is called a 
chromosome. The operation of the GA changes slightly depending on the base of the 
numbers to apply the genetic operators such as, crossover, mutation, reproduction and 
elitism. The selection process evaluates each chromosome by some fitness mechanism 
and assigns it a fitness value. Although there are many techniques for the selection of 
parents, a commonly used method is the Roulette Wheel Selection, a proportionate 
selection scheme which bases the number of offspring on the average fitness of the 
population. Crossover is the procedure where two “parent” chromosomes exchange 
genetic information (i.e., a section of the string of numbers) to form two chromosome 
offspring’s. Mutation is a form of global search where the genetic information of a 
chromosome is randomly altered. Elitism is used to transfer the fittest member of the 
population into the next generation without modification. However, in some 
situations, repair function is to be needed to fix problems in the any chromosome 
[11].  

3.2   Chromosome Representation  

GA work with a population of strings or chromosomes. The idea is to create a 
population of individuals, each individual representing a possible timetable. In our 
implementation an individual represents a school timetable that consists of a sequence 
of all classes timetable of the school, as shown in Figure 2. These chromosomes are 
constituted by genes which consisted of Lesson_ID, Room_ID and Teacher_ID. 
These genes are decimal strings and used for each activity in the timetable.  

Generation 1 Generation 2 Generation 3 Generation 4 ........... Generation n

Chromosome1 Chromosome2 Chromosome3 Chromosome4 ........... Chromosomen

Class 1 Class 2 Class 3 Class 4 ........... Class n

101104108 101104108 100100108 100100108 ........... 110103105

100 100 108

Lesson_ID Room_ID Teacher_ID

Generation

Population

Chromosome

Genes

 

Fig. 2. Chromosome representation 

3.3   Initialization 

At the first stage of GA, it is necessary to form a beginning population in which the 
size of space and the chromosomes in this space will be determined. During 
initialization, a population of feasible solutions is created randomly without regard to 
their fitness value. The size of the beginning population is important in the sense of 
GA’s activity. The small size of population causes the solution space to be small and 
not to reach the best solution merits. When solution space is too big, it causes both 
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GA’s activity to minimize and solutions merits to turn towards very different and 
undesired points. In this study, during initialization, a population of candidate solution 
is created randomly for all lessons. Population size has been 20. 

3.4   Fitness Function 

The evaluation process is mainly deal with hard constraints and soft constraints and 
has a mechanism for assigning penalties whenever these types of constraints are 
violated. The fitness function for school timetabling is of the form [7], as follows; 

1

1 . .i i j ji j

f
h sα β

=
+ +∑ ∑

 (1) 

where, ih ∈ ℜ  is the number violations of the ith hard constraint, whose penalty value 

is iα ∈ ℜ , and js ∈ ℜ  is the number violations of the jth soft constraint, whose 

penalty value is jβ ∈ ℜ . The fitness of the chromosomes is inversely proportional to 

the number of violations of the hard and soft constraints. Those chromosomes with 
less penalty values are better solution. The penalty values for the violation of hard 
constraints are higher than those for soft constraints. The complete penalty value of 
the chromosomes is computed by adding the penalty values for all hard and soft 
constraints violations found. Thus the optimization process tries to generate a feasible 
solution with as few soft constraints violations as possible. 

3.5   Genetic Operators 

The selection operator evaluates each chromosome by some fitness mechanism and 
assigns it a fitness value. Although there are many techniques for the selection of 
parents, a commonly used method is the Roulette Wheel Selection [11], a 
proportionate selection scheme which bases the number of offspring on the average 
fitness of the population. But, in this mechanism it is possible that the individuals who 
were transferred from the preceding generation might not form a better individual. In 
that case, although better solution is expected in the next generation, the system may 
go worse. To prevent this, by applying a structure called elitism. The elitism is used to 
move into the next generation the fit member of the population without any 
modification into the next generation [11]. Crossover is the procedure where two 
parent (parents1 and parents2) chromosomes exchange a part of genetic information 
(i.e., a section of the string of numbers) to form two chromosome offspring. The 
simplest model is the single-point crossover, where the selection of a random position 
between 1 and l − 1, where l is the length of the chromosome, indicates which 
portions are interchanged between parents. Here, multi-point crossover has been used 
in this study, where each class timetable is selected randomly from one parent or the 
other. Mutation is a form of global search where the genetic information of a 
chromosome is randomly altered. In this presented algorithm, two gene swap for each 
classes in a random position. Repair operator is used to fix some with invalid solution 
for the problem. Because, the new gene structures formed after crossover and 
mutation operates turn into unsuitable gene structures. This operator use problem 
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specific knowledge about the problem domain to repair missing, lost or extra lessons 
in timetable. 

4   Experiments and Results 

The developed timetabling tool has been tested using real-data obtained from Gazi 
Anatolian Technical and Vocational High School for 2004-2005 semesters. Table 1 
summarizes information for this school. The parameter settings for the HGA reported 
in Table 2. Fitness function uses the penalty values for corresponding constraints as 
shown in Table 3. HGA attempts to solve the bigger penalty values ahead of others. 
By changing the penalties, constraints to be satisfied can be prioritized. In this study, 
those have been chosen using trial and error method. The implementation of the 
timetabling tool has been developed in C++ Builder. Experimental results are 
obtained by using PC which has Pentium Centrino 1.7 GHz processor and 512 MB 
RAM. Experimental results are obtained run standard GA and HGA. 

Table 1. Summary of the School Table 2. Parameters of the HGA 

Resources Value 
Teachers 111 
Department 6 
Classes 44 
Size of the lessons 226 
Rooms 70 
Weekly time-slot of Timetable 60 
Total time-slot of Timetable 2640  

Parameters Value 
Population size 20 
Chromosome size 2640 
Crossover rate(pc) 0,85 
Mutation rate (pm) 0,08  

Table 3. Penalty values of hard and soft constraints 

Hard Constraints  Penalty Value 
1   200 
2   200 
3, 4, 5  closed of time-slots 
Soft Constraints  Penalty Value 
6   50 
7   50 
8   50 
9   50 

As shown in Figure 3 and 4, those algorithms have been configurations computed 
are run 100.000 generations. Therefore, 2.000.000 configurations school timetables. 
Computing time for this problem was 6 hours on above PC. The total penalty value 
for the violation of all constraints is shown in figure 3. The best solutions with 
standard GA and HGA, respectively, about 17.000 and 4.000 penalty values were 
produced.  In the run of GA and HGA completely are remained hard constraints 
violations as shown in figure 4. As shown in figure 4, HGA is better than the GA and 
it has less the computing time. 
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Fig. 3. The total penalty value for the violation of all constraints with GA and HGA 

 

Fig. 4. Penalty value of hard constraints with GA and HGA 

 
Especially, for reduce penalty value of hard constraint in the HGA are used repair 

algorithm. After the completely hard constraints are removed, HGA is run like GA. Thus, 
it has less computing time. In the timetable, blocked time-slot, in the initial and next 
generations are the same and not open. Table 4 is shown number of constraint violations 
in the initial and next generations. Hard constraints completely are removed at 42.857 in 
 

Table 4. Number of constraints remained violated after GA and HGA 

GA HGA Hard Constraints Initial Population 
(72.682 generations)  (42.857 generations) 

1 201 0 0 
2 204 0 0 

3, 4, 5 blocked blocked blocked 
Soft Constraints Initial Population (100.000 generations) (100.000 generations) 

6 26 6 2 
7 210 82 13 
8 252 104 23 
9 342 142 41 
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HGA and 76.682 generations in GA, respectively. These experimental results are quite 
acceptable in the solution space. But, there were remain few soft constraints at 100.000 
generation for two techniques. Accordingly, a solution will be acceptable if it satisfies all 
the hard constraints, and a feasible solution will be said to be more or less acceptable 
depending on the degree to which soft constraints are satisfied. 

5   Conclusions 

This paper deals with to solve the school timetabling problem using HGA with repair 
algorithm. HGA has so called a repair operator together with mutation and crossover 
operators. Significantly improvements have been achieved by using repair operator 
for the HGA. Paper discussed the application of a GA to the school timetabling 
problem, and show how the execution time can be reduced by using repair operator. 
The results obtained by HGA were compared with standard GA and experiments 
show. 
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Janičić, Predrag 410
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